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LOCAL AND GLOBAL EXISTENCE OF SMOOTH SOLUTIONS
FOR THE STOCHASTIC EULER EQUATIONS WITH
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We establish the local existence of pathwise solutions for the stochas-
tic Euler equations in a three-dimensional bounded domain with slip bound-
ary conditions and a suitable nonlinear multiplicative noise. In the two-
dimensional case we obtain the global existence of these solutions with
additive or linear-multiplicative noise. Finally, we show that, in the three-
dimensional case, the addition of linear multiplicative noise provides a regu-
larizing effect; the global existence of solutions occurs with high probability
if the initial data is sufficiently small, or if the noise coefficient is sufficiently

large.
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1. Introduction. In this paper we address the well-posedness of the stochastic
incompressible Euler equations with multiplicative noise, in a smooth bounded
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simply-connected domain D C R?
(1.1) du+ (u-Vu+Vr)dt =0 ) dW,
(1.2) V.u=0,

where d = 2 or 3, u denotes the velocity vector field, and 7 the pressure scalar
field. Here W is a cylindrical Brownian motion, and o (u) dVV can be written for-
mally in the expansion ) ;- ok (u) d Wy where Wy are a collection of 1D indepen-
dent Brownian motions. The system (1.1)—(1.2) is supplemented with the classical
slip boundary condition

(1.3) ulpp -n =0,

where n denotes the outward unit normal to the boundary D. Here 9D is taken
to be sufficiently smooth. In order to emphasize the stochastic effects and for the
simplicity of exposition, we do not include a deterministic forcing f in (1.1), but
note that all the results of this paper may be easily modified to include this more
general case.

The Euler equations are the classical model for the motion of an inviscid, incom-
pressible, homogeneous fluid. The addition of stochastic terms to the governing
equations is commonly used to account for numerical, empirical and physical un-
certainties in applications ranging from climatology to turbulence theory. In view
of the wide usage of stochastics in fluid dynamics, there is an essential need to im-
prove the mathematical foundations of the stochastic partial differential equations
of fluid flow, and in particular to study inviscid models such as the stochastic Euler
equations.

Even in the deterministic case, when d = 3 the global existence and uniqueness
of smooth solutions remains a famously open problem for the Euler equations, and
also for their dissipative counterpart, the Navier—Stokes equations. There is a vast
literature on the mathematical theory for the deterministic Euler equations; see,
for instance, the books [16, 40], the recent surveys [3, 17] and references therein.
While the stochastic Navier—Stokes equation has been extensively studied dating
back to the seminal works [6, 7] and subsequently in, for example, [5, 10, 12,
15, 18, 20, 23, 24, 27, 32, 43, 44, 51], rather less has been written concerning the
stochastic Euler equations. Most of the existing literature on this subject treats only
the two-dimensional case; see, for example, [8, 9, 13, 14, 21, 36]. To the best of our
knowledge, there are only two works, [37, 45], which consider the local existence
of solutions in dimension three. Both of these works consider only an additive
noise, and treat (1.1)—(1.2) on the full space, avoiding difficulties which naturally
arise in the presence of boundaries, due to the nonlocal nature of the pressure.

In this paper we establish three main results for the system (1.1)—(1.3). The first
result addresses the local existence and uniqueness of solutions in both two and
three dimensions. From the probabilistic point of view we study pathwise solu-
tions, that is, probabilistically strong solutions where the driving noise and asso-
ciated filtration is given in advance, as part of the data. From the PDE standpoint,
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we consider solutions which evolve continuously in the Sobolev space WP (D),
for any integer m > d/p + 1 and any p > 2, where d =2, 3.

This local existence result covers a large class of nonlinear multiplicative noise
structures in o (-). In particular we can handle Nemytskii operators corresponding
to any smooth function g: RY — R?. Here, heuristically speaking,

o(u)dW(t, x) =gun(t, x),

where 7(z, x) is formally a Gaussian process with the spatial-temporal correlation
structure described by E(#5(z, x)n(s, y)) = §;—s K (x, y) for any sufficiently smooth
correlation kernel K on D. We can also handle functionals of the solution forced by
white noise, and of course the classical cases of additive and linear multiplicative
noise. See Section 3.2 below for further details on these examples.

As noted above such results appear to be new in dimension three; this seems
to be the first work to address (nonlinear) multiplicative noise, or to consider the
evolution on a bounded domain. Moreover, our method of proof is quite different
from those employed in previous works for a two-dimensional bounded domain.
More precisely, we do not approximate solutions of the Euler system by those to
the Navier—Stokes equations subject to Navier boundary conditions, and instead
construct solutions to the Euler system directly.

In the second part of the paper we address some situations where the global
existence of spatially smooth solutions evolving in W7 (D), with m > p/d + 1
can be established. In the case of an additive noise (o (1) = o), when d = 2 we
show that the solutions obtained in the first part of the paper are in fact global in
time. To the best of our knowledge such results for smooth solutions were only
known in the Hilbert space setting, that is, where p = 2; see [9] for a bounded
domain and [36, 45] where the evolution is considered over the whole space.

Finally, we turn to the issue of global existence of smooth pathwise solutions
with multiplicative noise, in both d = 2, 3. Obtaining the global existence of solu-
tions for generic multiplicative noise o (1) dV seems out of reach in view of some
open problems that already arise in the deterministic setting for d = 2; cf. Re-
mark 4.7 below. However, in the particular case of a linear multiplicative stochastic
forcing, that is, when o (u) dW = au dW, where W is a one-dimensional standard
Brownian motion, we show that the noise provides a damping effect on the path-
wise behavior of solutions. In the three-dimensional case we prove that for any
R>1,

P(u is global) > 1 — R~/ whenever [|lugllwn.r (D) < /c(ozz, R),
where « is strictly positive and satisfies

lim «(a?, R) =00
a?—o0
for every fixed R > 1. This may be viewed as a kind of global existence result in
the large noise asymptotic. Furthermore, in the two-dimensional case, we show that
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solutions are global in time with probability one, for any o € R, and independently
of the size of the data. Note that in both cases the linear multiplicative noise allows
us to transform (1.1)—(1.3) into an equivalent system for which the presence of an
additional damping term becomes evident. We can exploit this random damping
by using certain estimates for the exit times of geometric Brownian motion, and
hence may establish the improved pathwise behavior of solutions. We note that
in the deterministic setting the presence of sufficiently large damping is known to
enhance the time of existence of solutions (see, e.g., [47]), but in order to carry
over these ideas to the stochastic setting we need to overcome a series of technical
difficulties.

The starting point of our analysis of (1.1)—(1.3) is to establish some suitable
a priori estimates in the space L%(Q: L°°(0, T; W™P(D))). Here obstacles arise
both due to the presence of boundaries and because we have to estimate stochas-
tic integrals taking values in Banach spaces, that is, L? (D) for p > 2. While we
handle the convective terms using direct commutator estimates, in order to bound
the pressure terms we need to consider the regularity of solutions to an elliptic
Neumann problem. At first glance this seems to require bounding expressions in-
volving first order derivatives of the solution on the boundary, that is, ((u - V)u) - n,
which would prevent the estimates from closing. However, by exploiting a geomet-
ric insight from [50], one may obtain suitable estimates for the pressure terms in
WP (D). In order to treat the stochastic elements of the problem we follow the
construction of stochastic integrals given in, for example, [38, 42]. Estimates for
the resulting stochastic terms are more technically demanding than in the Hibert
space setting, and are dealt with by a careful application of the Burkholder—Davis—
Gundy inequality. Note also that we obtain bounds on u in W7 (D) only up to
a strictly positive stopping time 7. In contrast to the deterministic setting, quan-
titative lower bounds on this 7 are unavailable. This leads to further difficulties
later in establishing the compactness necessary to pass to the limit within a class
of approximating solutions of (1.1)—(1.3).

With these a priori estimates in hand, we proceed to the first steps of the rigorous
analysis. For this purpose, we introduce a Galerkin approximation scheme directly
for (1.1)—(1.3), which we use to construct solutions for the Hilbert space setting
p = 2. We later employ a density and stability argument to obtain W7 (D) solu-
tions from the solutions constructed via the Galerkin scheme. We believe that this
Galerkin construction is more natural than in the previous works on the stochas-
tic Euler equations on bounded domains [8, 9, 13, 14], which use approximations
via the Navier—Stokes equations with Navier boundary conditions, and exploits the
vorticity formulation of the equations, a method which is mostly suitable for the
two-dimensional case.

As with other nonlinear SPDEs, we face the essential challenge of establish-
ing sufficient compactness in order to be able to pass to the limit in the class
of Galerkin approximations; even if a space X is compactly embedded in an-
other space ), it is not usually the case that L2(Q2; X) is compactly embedded
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in LZ(Q; Y). As such, the standard Aubin or Arzela—Ascoli type compactness re-
sults, which classically make possible the passage to the limit in the nonlinear
terms, cannot be directly applied in this stochastic setting. With this in mind, we
first establish the existence of martingale solutions following the approach in, for
example, [22] and see also [24, 28]. Here the main mathematical tools are the
Prokhorov theorem, which is used to obtain compactness in the collection of prob-
ability measures associated to the approximate solutions, and the Skorohod em-
bedding theorem, which provides almost sure convergences, but relative to a new
underlying stochastic basis.

At this stage there is another difficulty in comparison to previous works, for
example, [28], which requires us to consider martingale solutions which are very
smooth in x € D, that is, which evolve starting from data in H m' (D), with m’ suf-
ficiently large (in particular we may take m’ = m + 5). The reason for this initially
nonsharp range for m’ stems from the following complication already alluded to
above: the a priori estimates hold only up to a stopping time, so that when we at-
tempt to find uniform estimates, the bounds hold only up to a sequence of times t,,
which may depend on the order n of the approximation. In contrast to the deter-
ministic case, it is not clear how to bound t,, from below, uniformly in . To com-
pensate for this difficulty, we add a smooth cut-off function depending on the size
of |lu||yy1.0 in front of the nonlinear and noise terms in the Galerkin scheme. This
cut-off function, however, introduces additional obstacles for inferring uniqueness,
which in view of the Yamada—Watanabe theorem is crucial for later arguments that
allow us to pass to the case of pathwise solutions. For uniqueness, estimates in the
L?(D) norm give rise to terms involving the W1.%°(D) norm, which prevents one
from closing the estimates in the energy space. On the other hand, if we attempt
to prove uniqueness by estimating the difference of solutions in the H " norm for
arbitrary m’ > d/2 + 1, we encounter problems due to terms which involve an ex-
cessive number of derivatives. By momentarily restricting ourselves to sufficiently
large values of m’, we manage to overcome both difficulties.

Having passed to the limit in the Galerkin scheme, we obtain the existence of
very smooth solutions to a modified Euler equation with a cut-off in front of the
nonlinearity. We can therefore a posteriori introduce a stopping time and infer the
existence of a martingale solution of (1.1)—(1.3). It still remains to deduce the ex-
istence of pathwise solutions, that is, solutions of (1.1)—(1.3) defined relative to the
initially given stochastic basis S. For this we are guided by the classical Yamada—
Watanabe theorem from finite dimensional stochastic analysis. This result tells
us that, for finite dimensional systems at least, pathwise solutions exist whenever
martingale solutions may be found, and pathwise uniqueness holds; cf. [52, 53].
More recently a different proof of such results was developed in [33] which leans
on an elementary characterization of convergence in probability; cf. Lemma 6.10
below. Such an approach can sometimes be used for stochastic partial differen-
tial equations; see, for example, [24] in the context of viscous fluids equations.
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Notwithstanding previous applications of Lemma 6.10 for the stochastic Navier—
Stokes and related systems, the inviscid case studied here presents some new chal-
lenges, the most important of which is the difficulty in establishing the uniqueness
of pathwise solutions.

With a class of pathwise solutions in very smooth spaces in hand, we next ap-
ply a density-stability argument to obtain the existence of solutions evolving in
W™-P(D) where the ranges for m, p are now sharp, that is, m > d/p + 1 for
any p > 2. Since, for all m’ sufficiently large, H "' (D) is densely embedded in
W"-P (D), we may smoothen (mollify) the initial data to obtain a sequence of very
smooth pathwise approximating solutions u#" which evolve in H m’ (D). By estimat-
ing these solutions pairwise we are able to show that they form a Cauchy sequence
in W"-P(D), up to a strictly positive stopping time. Since almost sure control is
needed for the individual solutions which each have their own maximal time of
existence, we make use of an abstract lemma from [32, 43]. See also [31] for an
application to other SPDEs, and [30] for related results in the deterministic setting.

As above for the uniqueness of solutions, when estimating u" — u™ we en-
counter terms involving Vu™ in the W"? norm [which is finite since u" € H m' (D)
and m’ is large]. These terms are dealt with using some properties of the molli-
fier F; used to smoothen the initial data (here ¢ = 1/n). More precisely, the term
Vu" ||wm.p is of size 1/, but it is multiplied by [|u" — u™ ||yym-1,,, Which con-
verges to 0 when m > n and n — oo, even when multiplied by 1/¢ = n. See [35,
41] for related estimates for the deterministic Euler equation.

In the second part of the manuscript we turn to establish some global existence
results for (1.1)—(1.2). We first study the case of additive noise in two spatial di-
mensions. To address the additive case we apply a classical Beale-Kato—Majda
type inequality for ||u ||y 1, ; see, for example, [40]. This shows that if we can con-
trol the vorticity of the solution in L* uniformly in time, then the nonlinear terms
may be bounded like log(||u|| Wm.p)||u||€vm,,,. As such our proof relies on suitable
estimates for the vorticity curl u in L°°, which in this additive case can be achieved
via a classical change of variables, and by establishing a suitable stochastic analog
of a logarithmic Gronwall lemma.

The case of linear multiplicative noise is more interesting. As noted above, such
noise structures evidence a pathwise damping of the solutions of (1.1)—(1.2), which
may be seen by analyzing the transformed system (9.4)—(9.5) for a new variable
v(t) = u(t) exp(—aW;). In order to take advantage of this damping in the three-
dimensional case, we need to carefully show that the vortex stretching term is
suitably controlled by the damping terms coming from the noise. For a sufficiently
large noise coefficient o (or equivalently, for a sufficiently small initial condition),
we see that the vorticity must be decaying, at least for some initial period dur-
ing which ||u||y1,c remains below a certain threshold value. Via the usage of the
Beale—Kato—Majda inequality, we see in turn that the growth on ||u||wm.» is limited
by the possible growth of a certain geometric Brownian motion during this initial
period. We are therefore able to show that if ||ug||wm.» is sufficiently small with
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respect to a function of « and a given R > 0 then, on the event that the geomet-
ric Brownian motion never grows to be larger than R, the quantity |u||wm.» will
remain below a certain bound. In turn, this guarantees that the quantity ||u||y 1,0
will in fact never reach the critical value that would prevent the decay in vorticity,
and we conclude that the solution is in fact global in time on this event that the
geometric Brownian motion always stays below the value R. Since we are able to
derive probabilistic bounds on this event, which crucially are independent of «, we
obtain the desired results.

The manuscript is organized as follows. In Section 2 we review some mathe-
matical background, deterministic and stochastic, needed throughout the rest of
the work. We then make precise the conditions that we need to impose on the
noise through o in Section 3. We conclude this section with a detailed discussion
of some examples of nonlinear noise structures covered under the given abstract
conditions on o. Section 4 contains the precise definitions of solutions to (1.1)—
(1.3), along with statements of our main results. We next carry out some a priori
estimates in Section 5. In Section 6 we introduce the Galerkin scheme and estab-
lish the existence of very smooth solutions. In Section 7 we establish the existence
of solutions in the optimal spaces W'"? for any m > d/p + 1. The final two Sec-
tions 8 and 9 are devoted to proofs of the global existence results for the cases of
additive and linear multiplicative noises, respectively. Appendices gather various
additional technical tools used throughout the body of the paper.

2. Preliminaries. Here we recall some deterministic and stochastic ingredi-
ents which will be used throughout this paper.

2.1. Deterministic background. We begin by defining the main function
spaces used throughout the work. For each integer m > 0 and p > 2, we let

2.1) Xpm.p={ve(W™P(D)?:V-v=0,vlsp-n=0)

and for simplicity write X, = X,, 2; see also [50]. These spaces are endowed with
the usual Sobolev norm of order m

||v||€vm~p(p) = Z HE)O‘UHZ,,(D).

lee|<m

As usual, the norm on X, is denoted by || - || z=. We make the convention to write
| - [lwm.p and || - || g= instead of || - || wm.p(py and || - || = (D), unless Sobolev spaces
on 0D are considered. We let (-, -) denote the usual L2(D) inner product, which
makes Xo C L? (D) a Hilbert space. The inner product on X,, shall be denoted by
(" )Hm = Z|o¢|§m(8a" aa)

Throughout the analysis we shall make frequent use of certain classical “calcu-
lus inequalities” which can be established directly from the Leibniz rule and the
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Gagliardo—Nirenberg inequalities. Whenever m > d/p we have the Moser esti-
mate

(22) luvliwnr < C(lullzoellvliwme + vl llullwnr)

for all u,v € W™ P (D) and some universal constant C = C(m, p, D) > 0. Note
that in particular this shows that W™ is an algebra whenever m > d/p. The
following commutator estimate will also be used frequently:

> % Vu) —u-Vo*ul,,
0<|al=m
(2.3)
< C(llullwmr VUl + IVullLee vlwmr)

for some constant C = C(m, p, D) >0, where m > 1+d/p, u € W™? and v €
W™+1.P Note that for what follows we shall assume that m > 1+d/p and p > 2,
where d = 2, 3 is the dimension of D, allowing us to apply (2.2) and (2.3).

In order to treat the pressure term appearing in the Euler equations, we will need
to bound the solutions of an elliptic Neumann problem taking the form

2.4) —Ar=f inD,
o

(2.5) — =g on 0D
on

for given f and g, sufficiently smooth. For this purpose we recall the result in [2]
which gives the bound

(2.6) IV llwn.ry < C(ILf lwm-1.0py + I8 lwn-1/p.r@3D))s

where C = C(m, p,D) > 0 is a universal constant. In fact, (2.6) is usually
combined with the bound given by the trace theorem: ||2jap|lywm-1/p.0@5p) <
C|lhllwm.»(py, which holds for sufficiently smooth A, integers m > 1 and p > 2;
cf. [1].

Also in relation to the pressure we consider P, the so-called Leray projector, to
be the orthogonal projection in L?(D) onto the closed subspace X(. Equivalently,
for any v € L?(D) we have Pv=(1 — 0)v where

Qv=—-Vrm
for any € H' (D) which solves the elliptic Neumann problem
2.7 —An=V-v in D,
ol
(2.8) T w.on ondD.
on

Moreover, for v € W™ P, observe that V - v € W~ LP(D) and v|yp - n €
wm=1/P.P(3D). Hence, by applying (2.6) and the trace theorem to (2.7)—(2.8),
we infer that

(2.9 | Pvllwm.rpy < Cllv[lwm.r D)
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for any v € W"-P (D). Thus P is also a bounded linear operator from W" 7 (D)
into Xy, .

We conclude this section with some bounds on the nonlinear terms which in-
volve the Leray projector. These bounds will be used throughout the rest of the
work.

LEMMA 2.1 (Bounds on the nonlinear term). Letm >d/p + 1, and p > 2.
The following hold:

() Ifue W™P and v e W"TLP then P(u - Vv) € Xy, p, and
2.10) [P V)| ymp < C(lullzollvllymerp + lulwnr V] yie).
(b) Ifu,ve Xy, p, then Q(u - Vv) € W"P(D) and
Q1D Q- V)| ymp < Cllullyroollvliwnr + lullwnr [vllyr.cc).

©) IfueXy,pandv € X4, p, then

3 (3P - V), 8%v|8%v["?)

loe] <m

(2.12) .
< Cllullwroclvllwms + lwllwnr 0]l y1.00) V] gym.p-

In (2.10)—(2.12), C = C(m, p, D) is positive universal constant.

PROOF. First, we observe that if u € WP and v € W 1P then by (2.2) we
have u - Vv € WP and |lu - Vv||wm.»r is bounded by the right-hand side of (2.10).
Thus (a) follows from (2.9).

The proof of item (b) is due to [50]. If # and v are divergence free, and satisfy the
nonpenetrating boundary condition (which occurs when u, v € X, ), then bound-
ary term (u - Vv) - n may be re-written as u;v;¢;;, for some smooth functions ¢;;,
independent of u, v which parametrize dD in a suitable way. Also, again due to the
divergence-free condition, V - (u - Vv) may be re-written as d;u ;d;v;. Hence, nei-
ther the boundary condition nor the force have too many derivatives and the elliptic

Neumann problem one has to solve for the function 7 such that Q(u - Vv) = —Vrx
becomes
—Amr = Biujajv,',
om
oy = Wivjdij-

The proof of (b) now follows by applying estimate (2.6) to the above system, using
the trace theorem and finally (2.2).
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Finally, in order to prove (c) one uses the cancellation property (u# - Vv,
v|v|P~2) = 0, the definition of P, the bound (2.3), the Holder inequality and
item (b) to obtain

3 (3P - Vv), 8%v|8%v["?)
loe|<m

< Y |(0% @ - Vo), 3%0[8% [P+ Y (8% Qu - V), 8%v]a%v]|P )]

la|<m la|<m

<c<2 9% - Vo) —u - Vv, + | Qu - VU)||W,,,,,>||U||WM,,

la|<m

< C(llullyroelvllwmr + lullwms [0l yroo) 0] -

concluding the proof of item (c). [J

2.2. Background on stochastic analysis. 'We next briefly recall some aspects of
the theory of the infinite dimensional stochastic analysis which we use below. We
refer the reader to [22] for an extended treatment of this subject. For this purpose
we start by fixing a stochastic basis S := (2, F, P, {F;};>0, W). Here (2, F, P)
is a complete probability space, and WV is a cylindrical Brownian motion defined
on an auxiliary Hilbert space il which is adapted to a complete, right continu-
ous filtration {F;};>0. By picking a complete orthonormal basis {ex}x>1 for &I,
W may be written as the formal sum W(t, w) = ) ;> ex Wk (¢, ®) where the el-
ements W, are a sequence of independent 1D standard Brownian motions. Note
that W(t, w) = 1~ ex Wi (¢, ) does not actually converge on i, and so we will
sometimes consider a larger space $ly O {1 we define according to

{U—Zakek Z—Z <oo}

k>0

and endow this family with the norm ||v||2210 =% oz,%kfz, for any v =) ; akey.
Observe that the embedding of i C Ly is Hilbert—Schmidt. Moreover, using stan-
dard martingale arguments with the fact that each Wy, is almost surely continuous
we have that, W € C([0, 00), {lp), almost surely. See [22].

Consider now another separable Hilbert space X. We denote the collection of
Hilbert—Schmidt operators, the set of all bounded operators G from 4 to X such
that |GI|7,« x) = L |Gexlx < 00, by La(4l, X). Whenever X = R, that is, in
the case where G is a linear functional, we will denote L, (4, R) by simply L.
Given an X valued predlctable process G € L?(2; L% ([0, 00), L> (84, X))) and

loc

3Let @ = Q x [0, 00) and take G to be the o -algebra generated by sets of the form
(s,t] x F, O0<s<t<oo, FelkF; {0} x F, FeFy.
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taking Gy = Geg, one may define the (Itd) stochastic integral
t t
(2.13) M, ::/ GdW:Z/ GrdWi
0 /0

as an element in M?%, that is, the space of all X valued square integrable mar-
tingales. If we merely assume that the predictable process G € 10C([O 00),
Lo (44, X)) almost surely, that is, without any moment condition, then M; can still
be defined as in (2.13) by a suitable localization procedure. Detailed constructions
in both cases may be found in, for example, [22] or [48].

The process {M,};>0 has many desirable properties. Most notably for the analy-
sis here, the Burkholder—Davis—Gundy inequality holds, which in the present con-

text takes the form
r T 5 r/2
< CIE(/ G dt) ,
x) 0 Gl

valid for any » > 1, and where C is an absolute constant depending only on r. In
the coordinate basis {e;}, (2.14) takes the form

(g [£ [ ovam] ) <ca( [ Siowia)’

Since we consider solutions of (1.1)—(1.3) evolving in X,, , for any p > 2 and
m > d/p+ 1, we will recall some details of the construction of stochastic integrals
evolving on WP (D). Here we use the approach of [38, 42], to which we refer
the reader for further details. See also [11, 46] and containing references for a
different, more abstract approach to stochastic integration in the Banach space
setting. Suppose that p > 2, m > 0, and define

(2.14) E( sup
t€l0,T]

r/2

/ GrdWy

me—{a D— Ly:ox(-) =0 (-)ex € W™P and Z /}8“0]’7 dx<oo}

la|<m

which is a Banach space according to the norm

2.15) o 1fm.p := /|a°‘o—|” dx= ) /<Z|8“ak|) dx.

|| <m || <m k>1

Let P be the Leray projection operator defined in Section 2.1. For 0 € W7 we
define Po as an element in W-? by taking (Po)er = P(oe) so that P is a linear
continuous operator on W7, We take

X, p = PW™P ={Po:0 € WP}

Recall that a X valued process U is called predictable (with respect to the stochastic basis S) if it is
measurable from (&, G) into (X, B(X)), B(X) being the family of Borel sets of X.
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Note that X, 2 = L2(4, X;) and in accordance with (2.1), we will denote X, »
by simply X,,,.
Consider any predictable process G € L?(2; LY ([0, 00), Xin,p). Forsucha G

loc
we have, for any 7' > 0 and almost every x € D, that EfOT 2 lal<m |8"‘G(x)|%2 dt <
o0o. We thus obtain from the Hilbert space theory introduced above that M; as
in (2.13) is well defined for almost every x € D as a real valued martingale and
that for each |a| < m, 0*M,(x) = fé 0°G(x)dWW. By applying the Burkholder—
Davis—Gundy inequality, (2.14) we have that

T p/2
2 sup (1Ml <C Y [ B[ prGwli,ar) ax
D 0

tel0,T] loe|<m

T
p
< CIE/O |G|Xm,,, dt.

Finally (cf. [38, 42]), one may show that M, € L?(£2; C([0, 00); X)) and is an
Xm,p valued martingale.

3. Nonlinear multiplicative noise structures and examples. In this section
we make precise the conditions that we impose on the noise. While, in abstract
form, these conditions appear to be rather involved, they in fact cover a very wide
class of physically realistic nonlinear stochastic regimes. We conclude this section
by detailing some of these examples.

3.1. Abstract conditions. We next describe, in abstract terms, the conditions
imposed for o. Consider any pair of Banach spaces X, ) with X € L*°(D). We
denote the space of locally bounded maps

Bndy 1oc(X, V) i= {0 € C(X x [0,00); V) :[o(x,1)]y, < B(llxllLee) (1 + llx]lx)
Vx € X, 1> 0},

where B(-) > 1 is an increasing function which is locally bounded and is indepen-
dent of ¢. In addition we define the space of locally Lipschitz functions,

Lipu,loc(){a V)= {O € Bndu,loc(X, V):
lo(x, 1) —o(y, f)”y <B(llxlize + Iyllize)llx — ylix
Vx,y e X, >0}

Note that in both cases the subscript u is intended to emphasize the that increasing
function B appearing in the above inequalities may be taken to be independent of
t € [0, 00). Note furthermore that, by considering such locally Lipschitz spaces of
functions, we are able to cover stochastic forcing involving Nemytskii operators,
that is, smooth functions of the solutions multiplied by spatially correlated white
in time Gaussian noise; see Section 3.2 below.
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For the main local existence results in the work, Theorem 4.3 below, we fix
p > 2 and an integer m > d/p + 1, and suppose that

o € Lip, 1o¢ (L7, WOP) N Lip,, 1o (W™~ 17, W =1:7)
(3.1)
N Lipu,loc(Wm’p, Wm,p)'

Since P is a continuous linear operator on WP for k > 0 it follows that
Po € Lipu’loc(Wk*P,Xk,p), for k = m — 1, m. Observe that by (3.1) we have
that fé Po(u)dWW € C([0, 00); X, p) for each predictable process u € C([0, 00);
X, p)-

We will also impose some additional technical conditions on o which are re-
quired for the proof of local existence of solutions; cf. Theorem 4.3 below. These
conditions do no preclude any of the examples we give below. First we suppose
that

(3.2) o € Bndy joc (W17, Wmtlry,

Fix some m’ sufficiently large, such that H™ =2 c wmtlp , for example, m’ >
m+3+d(p —2)/(2p) by the Sobolev embedding. For simplicity we take an m’
which works for all p > 2, and for the rest of this paper, fix

m =m+5.
We assume that
(3.3) o € Bndy joc(H™ , W™"2).

Condition (3.2) is used for the density and stability arguments in Section 7, while
condition (3.3) seems necessary in order to justify the construction of solutions to
the Galerkin system; cf. Section 6.2 below.

In the case of an additive noise when we assume that o is independent of u (cf.
Theorem 4.4), we may alternatively assume that
(3.4) o e LP(R, LY ([0, c0); WnT1-P))

loc

and that o is predictable. Note that while (3.1)—(3.3) covers many additive noise
structures, (3.4) is less restrictive and allows for w € €2 dependence in o.

3.2. Examples. We now describe some examples of stochastic forcing struc-
tures for o (u)dWW covered under the conditions (3.1)—(3.3) imposed above, or
alternatively (3.4) for additive noise.
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Nemytskii operators. One important example is stochastic forcing of a smooth
function of the solution. Suppose that g:R? — R is C* smooth and consider
a € W2 where as above m’ = m + 5. We then take

(3.5) ox(u) = o (x)g(u), k>1.
In this case we have that

o)dW =} ar(x)g)dWi = gu) Y ox(x) dWi = gwa dW.
k>1 k>1

Note that o dW is formally a Gaussian process with the spatial-temporal correla-
tion structure

E(edW(x, )a dW(y,s)) = K (x, y)8—s forallx,yeR? 1,5 >0,

with K (x, y) = > x> ak(x)ag(y). Observe that if g(u) € W"9 forg > 2 and n >
d/q, then

q/2
lo(u) — o (V) |Hyng == Z / (Z|8“(akg(u) —akg(v))|2) dx
lef<n® P Me>1
< Cllallfynag g@) — @) [Fnq-

We may therefore show that (3.5) satisfies (3.1)—(3.3) by making use of the fol-
lowing general fact about the composition of functions.

LEMMA 3.1 (Locally Lipschitz and bounded). Fix any n > d/p with p > 2.
Suppose that g:R¢ — R? and that g € W"T1°(R?). Then

(3.6) |g@) — W) | ynppy < Blullzoe + llull o) lu — vliwer )
‘ for every u,v e W"P(D)

holds for some positive, increasing function B(-) > 1.

Note that (3.1) follows from (3.6). Moreover setting v = 0 in (3.6) also
proves (3.2) and (3.3). The proof of Lemma 3.1 is based on Moser-type estimates
[similar to (2.2)], Gagliardo—Nirenberg interpolation inequalities, and the chain
rule. See, for example, [49], Chapter 13, Section 3, for further details.

Linear multiplicative noise. One important example covered under this general
class of Namytskii operators is a linear multiplicative noise. Here we consider

ow)dW =audW,

where now « € R and W is a 1 D standard Brownian motion. We obtain this special
case from the above framework by taking g =Id and o1 = 1, oy =0 for k > 2. We
shall treat such noise structures in detail in Section 9; cf. Theorem 4.6.
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Stochastic forcing of functionals of the solution. We may also consider func-
tionals (linear and nonlinear) of the solution, forced by independent white noise
processes. Suppose that, for k > 1 we are given fj : L? (D) — R such that

(3.7 | fi@) = fr@)| < Cllu —vllr  foru,velL?,
where the constant C is independent of k. We take

(3.8) ok () = fe(u)og(x, 1)
then, for any n > d/q,

p/2
lo@) — o) &g == / (Z|fk<u>—fk(v)|2|a“ak|2> dx

le|<n k>1
p p
< llallyyngllu —vllzp-

Thus, under assumption (3.7) if we furthermore assume that sup,- [lo(?) [|yym' 2 <
00, then o given by (3.8) satisfies conditions (3.1)—(3.3).

Additive noise. For o :[0, 00) — H™ , with sup;>q llo ()|l yw < 00, we may
easily observe that o satisfies (3.1)—(3.3). For such noise o dVV may be understood
in the formal expansion

o dW(t, x, ) =) or(t,x) dWi(t, ).
k

Note that our results for additive noise in Theorem 4.4 are established under a
more general w-dependent o, which satisfies (3.4).

4. Main results. With the mathematical preliminaries in hand and having es-
tablished the noise structures we shall consider, we now make precise the notions
of local, maximal and global solutions of the stochastic Euler equation (1.1)—(1.3).

DEFINITION 4.1 (Local pathwise solutions). Suppose that m > d/p + 1 with
p > 2 and d =2, 3. Fix a stochastic basis & := (2, F, P, {F;}s>0, W) and ug
an X,, , valued Fo measurable random variable. Suppose that o satisfies condi-
tions (3.1)—(3.3) [or alternatively (3.4)].

(1) A local pathwise X, , solution of the stochastic Euler equation is a pair
(u, 7), with T a strictly positive stopping time, and u :[0,00) X Q — X, , is a
predictable process satisfying

u(- A1) € C([0,00), X, p)

and for every t > 0,

INT INT

“4.1) u(t/\t)%—/(; P(u-Vu)dt:u(O)—I—/(; Po(u)dW.
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(i) We say that local pathwise solutions are unique (or indistinguishable) if,
given any pair @D, Dy, (u(z), 1(2)) of local pathwise solutions,

4.2 P(L,00)=@0) @@ —u® ) =0;vr [0,V A @] =1.

Given the existence and uniqueness of such local solutions we can quantify the
possibility of any finite time blow-up. In some cases we are able to show that such
pathwise solutions in fact are global in time.

DEFINITION 4.2 (Maximal and global solutions). Fix a stochastic basis and
assume the conditions ug and o are exactly as in Definition (4.1) above. A maximal
pathwise solution is a triple (u, {t,},>1, &) such that each pair (u, 7,) is a local
pathwise solution, 7, is increasing with lim,_, » 7, = £ and so that

(4.3) sup [u(t)| 100 =1 on the set {£ < 00}.

tel0,1,
A maximal pathwise solution (u, {t,},>1, &) is said to be global if & = oo almost
surely.*

Our primary goal in this work is to study local and global pathwise solutions of
the stochastic Euler equation. These type of solutions also fall under the designa-
tion of “strong solutions;” we prefer the term “pathwise” since it avoids possible
confusion with classical terminology used in deterministic PDEs. In any case one
can also establish the existence of “martingale” (or probabilistically “weak” solu-
tions) of (1.1)—(1.3) where the stochastic basis is an unknown in the problem and
the initial conditions are only specified in law. Indeed such type of solutions are
essentially established as an intermediate step in the analysis which is carried out
in Section 6; see Remark 6.6 below.

We now state the main results of this paper. The first result concerns the local
existence of solutions, the proof of which is carried out in two steps, in Sections 6
and 7 below.

THEOREM 4.3 (Local existence of pathwise solutions). Fix a stochastic basis
S:=(Q,F, P, {Fi}i>0, W). Suppose thatm > d/p+ 1 with p >2and d =2, 3.
Assume that ug is an Xy, , valued, Fo measurable random variable and that o
satisfies the conditions (3.1)—(3.3). Then there exists a unique maximal pathwise
solution (u, {t,}n>1,%) of (1.1)~(1.3), in the sense of Definitions 4.1 and 4.2.

In Section 8 we show that in two space dimensions we have, in the case of
an additive noise, the global existence of solutions. Note that in contrast to the

4Under this definition it is clear that, for every T > 0, sup;¢[o, 7] lu () |l 1.0 is almost surely finite
on the set {£ = oo}.
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situation for the 2D Navier-Stokes equations (cf., e.g., [32]), proving the global
existence for a general Lipschitz nonlinear multiplicative noise seems to be out of
reach with current methods; see Remark 4.7 below for further details.

THEOREM 4.4 (Global existence for additive noise in 2D). Fixm >2/p + 1
with p > 2, a stochastic basis S := (2, F, P, {Ft}i>0, W), and assume that ug is
an X, p valued, Foy measurable random variable. Assume that o does not depend
on u and (3.4) [or (3.1)—(3.3)] holds. Then, there exits a unique global pathwise
solution of (1.1)—(1.3), that is, £ = oo almost surely.

REMARK 4.5. The local existence of pathwise solutions with additive noise
follows directly from Theorem 4.3 in the case of a (deterministic) continuous
0:[0,00) — W2 which satisfies sup,>¢ llo(Mllx,,, < oo, where m’ is as
in (3.3). On the other hand, the proof of local existence for additive noise does
not require the involved machinery employed to deal with a general nonlinear
multiplicative noise; in this case one can transform (1.1) into a random partial
differential equation, which can be treated pathwise, using the classical (determin-
istic) methods for the Euler equations; cf. [40]. Of course, one has to show that this
random transformed system is measurable with respect to the stochastic elements
in the problem, but this may be achieved with continuity and stability arguments.
These technicalities are essentially contained in [37], to which we refer for further
details.

Finally we address the case of a linear multiplicative noise. In 2D we show that
the pathwise solutions are global in time. In 3D we go further and prove that the
noise is regularizing at the pathwise level. Here we are essentially able to establish
that the time of existence converges to 400 a.s. in the large noise limit. More
precisely, we have:

THEOREM 4.6 (Global existence for linear multiplicative noise). Fix a
stochastic basis S := (2, F,P, {F}i>o, W)3. Suppose that m > d/p + 1 with
p =2 and d =2,3, and assume that ug is an X, p valued, Fo measurable ran-
dom variable. For a € R we consider (1.1)—(1.3) with a linear multiplicative noise

ou, ifk=1,
oku) =0 (wey = { 0 ftherwise

(1) Suppose d = 2. Then for any o € R the maximal pathwise solution of guar-
anteed by Theorem 4.3 is in fact global, that is, £ = 0o almost surely.

SFor the noise structure considered here, we need only to have defined a single 1D standard Brow-
nian motion.
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(i1) Suppose d =3. Let R > 1 and a # 0 be arbitrary parameters. Then there
exists a positive deterministic function k (R, «) which satisfies

lim «(R,a) =00
a2—00

for every fixed R > 1, such that whenever
(4.4) luollwmr <Kk (R, ), a.s.

then

P(SZOO)ZI—W-

In particular, for every ¢ > 0 and any given deterministic initial condition, the

probability that solutions corresponding to sufficiently large |o| never blow up, is
greater than 1 — €.

REMARK 4.7 (Lack of global well-posedness in two dimensions with generic
multiplicative noise). We emphasize that even in the two-dimensional setting,
and even for D = R?, the global existence of smooth solutions to (1.1)—(1.3) for
a general Lipschitz multiplicative noise appears to be out of reach. In fact, the
analogous result remains open even in the deterministic setting unless the forcing
is linear. Indeed, let us consider the Euler equations with a solution-dependent
forcing

4.5) oru+u-Vu+Vr = f(u), V-u=0,

where f is a smooth function mapping R> — R?, which decays sufficiently fast
at infinity. In order to obtain the global in time regularity of (4.5) one must have
an a priori global in time bound for the supremum of the vorticity w = V- - u (or
at least a bound in a Besov space “sufficiently close” to L°°). However, using the
Biot—Savart law, the evolution of w is governed by

dw +u - Vw = =31 fi(w)w — (31 f2(u) + 82 f1(w)) Ripw

+ (82.f2(u) — 31 f1 (W) Riyw,

where R;; are the Riesz transforms al-aj(—A)—l, and f(u) = (fi(w), fo(u)).
While the first term on the right side of (4.6) is harmless for L> estimates on w,
unless f is such that 91 f> + 0> f1 = 02 f» — 91 f1 = 0 identically (which is true for
fu) =u,ie., fi(x,y) =x and fa(x,y) = y), the remaining two terms prevent
one from obtaining a bound on ||w|/z e using classical methods, since Calderén—
Zygmund operators are not bounded on L°°. Recently it was proven in [19] that
if one adds an arbitrary amount of dissipation, in the form of a positive power of
—A, or even dissipation as mild as log(1 — A), to the left-hand side of (4.5), then
the equations have global in time smooth solutions. The global well-posedness
of (4.5) with no dissipation remains open for generic smooth forcing f.

(4.6)
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5. A priori estimates. In this section we carry out a priori estimates for so-
lutions evolving in X, , of (1.1)=(1.3) with m > d/p + 1, p > 2. The bounds
established in this section will be used extensively throughout the rest of the work.
We begin with the bounds in the Hilbert space case, namely for solutions in X,,.
These estimates will be used in Section 6 in the context of a Galerkin scheme.

5.1. L2-based estimates. We start with estimates in H™ (D), where m >
d/2 + 1. Let u be a solution of (1.1)=(1.2), which lies in H™*t!(D) and is de-
fined up to a (possibly infinite) maximal stopping time of existence & > 0. Note,
however, that the a priori estimates (5.4)—(5.8) involve only the H™ norm of the
solution u.

Let « € N be a multi-index with |«| < m. Applying the Leray projector P and
then 9% to (1.1) we obtain

(5.1) d(0%u) + 9% P(u - Vu) di = 3% Po (u) dW.
By the Itd lemma we find
d||0%u]7> = —2(8%u, 3% P(u - Vu)) dt + | 8% Po (u) |, dt
(5.2) +2(0%, 0% Po (1)) AW
= (JE + J$)dt + ¢ dW.
Fix T > 0 and any stopping time t <& A T. We find that for every s € [0, 7],
Jouto) 32 = Jouol 3+ [ o1+ o5 as'+| [ o5 aw)|.

Hence, summing over all |¢| < m, taking a supremum over s € [0, 7] and then
taking the expected value we get

T
o sup]uu(s)”i,m <Eluolym +E Y /O (179 + | J2]) di’

s€[0,t

loe] <m
(5.3) s
+ E E( sup /J“dWD.
\Ol|§m SG[O,‘L’] 0 3

We first treat the drift terms J* and J5' which may be estimated pointwise in
time. We bound the nonlinear term J{* by setting p =2 and v = u in (2.12) to
obtain

(5.4) 37 |IE] < Clluellyr.oo el 2
|| <m

for some positive constant C = C(m, D). In view of assumption (3.1) the J3' term
is direct.

(5.5) 371 < Bluliz)* (1 + luldm),

loe]<m
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where f is the increasing function given in (3.1).
We handle the stochastic term, involving J3', using the Burkholder-Davis—
Gundy inequality (2.14) and assumption (3.1):

s T ) ) 1/2
[ ozaw)) = ce( [ fauliz|Po @l dr)

]E( sup
s€[0,7]

T 1/2
< c1a</0 10%u |22 B (ull 1) 2(1 + ||u||%,m)dt> .

Now, summing over || < m, we infer

(sup / J5 dWD
|oz|<m AG[O ‘L’]
(5.6) | .
EE sup IIMIIHm+CE/ ﬂ(IIMIILoo)Z(lJr||u||12qm)dt-
s€[0,7] 0

In view of estimate (5.4) for the nonlinear term, we now define the stopping time
(5.7) gr=inf{r > 0: |u(®)| 1.0 = R}.
Combining estimates (5.4)—(5.6), we find that for any ¢ > 0, by taking T =1 A &,

E sup ||u||%{m
s€[0,EgpAt]

ERNE
< 2E|luol|%m + CIE/O (Nl oo + B(lull o)) (1 + [l 3 ) ds

t
< 2BJuolfp +C [ (1+E sup ulfyn) ds.
0 rel0,Eg As]

where the final constant C depends on R through R + B(R)?. From the classical
Gronwall inequality we infer

(5.8) E sup [lullfm < C(1+EluolFm),
s€[0,ERAT]
where C =C(m,d,D, T, R, B).

Of course estimate (5.8) does not prevent ||u|| 1, from blowing up before T';
bound (5.8) grows exponentially in R, and hence we do not a priori know that
&Er — o0 as R — oo. Note also that, in contrast to the case of the full space (or
in the periodic setting), when D is a smooth simply-connected bounded domain,
the nonblow-up of solutions is controlled by |[|u||y 1., rather than the classical
||Vul| . This is due to the nonlocal nature of the pressure. In bound (5.8) this is
inherently expressed through the definition of the stopping time £g. Of course, the
L®° bound on u is also needed to control the terms involving o .
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5.2. LP-based estimates, p > 2. We now return to (5.1) again for any o,
|| < m. We apply the 1t6 formula, pointwise in x, for the function ¢ (v) = |v|? =
( v|2)p/ 2. After integrating in x and using the stochastic Fubini theorem (see [22]),
we obtain

d|o%ul?, = p/ 3% - %P (u - Vu)|9%u|P? dx dt

+Z/ (—|30’Pak(u)| 9% P2

k>1

(5.9) + p(pf_z)(a“u 0% Poy(u))*[8%u |”‘4> dx dt

+p Z([ 3%u - 0% Poy (u)|8%u|”~ 2dx> AWy
k>1
=1{dt + I dt + I§ dWV.
By letting v =u in (2.12) we bound
(5.10) 117 < Cllullyroo | 5m.p-

We turn now to estimate the terms specific to the stochastic case. For I, us-
ing (3.1) we have

|12|<C/ Z|8“P0k(u)| |0%u|P™ 2 dx
k>1

(5.11) <CHPU(’/‘)“W’“1)”””W"1P
< C,3(||u||L°°) (1 lloellfym.p)-

To estimate the stochastic integral terms involving I3, we apply the Burkholder—
Davis—Gundy inequality (2.14) the Minkowski inequality for integrals, and
use (3.1). We obtain, for any stopping time t < T A §,

<sup / I3 dWD
s€[0,7]
5 2 1/2
<CIE(/ (/ 3%u - 3% Poy(u)|9%u| "~ dx) ds>
0

k>1
T 2 172
§CE< ( < 0% Poy (1) 3%u|* P~ 1)) dx) ds)
f; (L (Zheparcorieeu
5.12) P2 \2/p \1/2
<c (/ % |27~ 1>(/ <Z|8°‘Pok(u)|2) dx) ds)

k>1
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2 (F -2 2 2 172
§CE( sup [|a%u?’ ([o Nuall 22 B () (1+||u||wm.p)ds) )

s€[0,7]

1

< 3B sup [0%ulf, + CE [ Bllul =)’ (1+ lully) ds
s€[0,7]

Combining the L? 1t6 formula (5.9) with estimates (5.10)—(5.12), and making use

of the stopping time &z defined in (5.7), we may obtain, as in the Hilbert case,

(5.13) E sup  ullfym, < C(1+Eluolltymp),
s€[0,ERAT]

where C =C(m,d, D, T, R, B).

REMARK 5.1 (From a priori estimates to the construction of solutions). Hav-
ing completed the a priori estimates in W""P, we observe that, even for the de-
terministic Euler equations on a bounded domain, the construction of solutions
is nontrivial and requires a delicate treatment of the coupled elliptic/degenerate-
hyperbolic system; see, for example, [35, 50]. In addition, the stochastic nature
of the equations introduces a number of additional difficulties, such as the lack
of compactness in the w variable. We overcome these difficulties in Sections 6
and 7 below, by first constructing a sequence of very smooth approximate so-
lutions evolving from mollified initial data, and then passing to a limit using a
Cauchy-type argument.

6. Compactness methods and the existence of very smooth solutions. Leet
p=>2andm > d/p + 1 be as in the statement of Theorem 4.3. In this section we
establish the existence of “very smooth” solutions of (1.1)—(1.3), that is, solutions
in H™ , where m’ = m + 5 [sothatm’ >m +3+d(p—2)/Q2p) forany d =2,3
and p > 2]. We fix this m’ throughout the rest of the paper. In particular we shall
use that H" =2 c W"tLr and m’ > d /2 + 3. Note that the initial data in the
statement of our main theorem only lies in W7 not necessarily in H " but we
will apply the results in this section to a sequence of mollified initial data [cf. (7.1)
below], and then use a limiting argument in order to obtain the local existence of
pathwise solutions for all data in W"?; see Section 7.

We begin by introducing a Galerkin scheme with cut-offs in front of both the
nonlinear drift and diffusion terms. Crucially, these cut-offs allow us to obtain
uniform estimates in the Galerkin approximations globally in time; see Remark 6.1
below. We then exhibit the relevant uniform estimates for these systems which
partially follow from the a priori estimates in Section 5. We next turn to establish
compactness with a variation on the Arzela—Ascoli theorem, tightness arguments
and the Skorohod embedding theorem. In this manner we initial infer the existence
of martingale solutions to a cutoff stochastic Euler system [cf. (6.17) below] in a
very smooth spaces. We finally turn to prove the existence of pathwise solutions
by establishing the uniqueness for this cutoff system and applying the Gyongy—
Krylov convergence criteria, as recalled in Lemma 6.10 below.



102 N. E. GLATT-HOLTZ AND V. C. VICOL

6.1. Finite dimensional spaces and the Galerkin scheme. For each u € Xg, by
the Lax—Milgram theorem, there exists a unique ®(u#) € X, solving the varia-
tional problem

(W), v) gy = (u, v) forall v € X,,,/.

Actually, the regularity of ®(u) is expected to be better. In [29] it is shown that
in fact the maximal regularity ® () € X, holds. We let {¢}7> be the complete
orthonormal system (in X¢) of eigenfunctions for the linear map u +— ® (u), which
is compact, injective and self-adjoint on X¢. Therefore, (¢, v) ' = Ax(¢r, v) for
all v € X,,;, where )Lk_l > 0 is the eigenvalue associated to ¢, and by [29] we
know ¢y lies in X5,,» for all k > 1.

For all n > 1, consider the orthogonal projection operator P,, mapping X onto
span{¢1, ..., ¢, }, given explicitly by

n
P,v= Z(v,q&_/)(j)j for all v € Xj.
j=1
Note that these P, are also uniformly bounded in n on X,,/, X,,»_1, etc. See, for
example, [39] for further details.
Fix R > 0 to be determined, choose a C°°-smooth nonincreasing function
Or : [0, 00) — [0, 1] such that
1, for |x| < R,
0, for |x| > 2R.

We consider the following Galerkin approximation scheme for (1.1):
(6.1)  du" +60r(||u" | yy1.00) Pa P (" - Vu)dt = O (|u" | yy1.00) P Po (u™) AW,
(6.2) u"(0) = P,uy.

The system (6.1)—(6.2) may be considered as an SDE in n dimensions, with
locally Lipschitz drift (cf. Proposition 6.8 below) and globally Lipschitz diffu-
sion; cf. (3.1). Since we also have the additional cancelation property (P, P (u -
Vu),u);» =0 for all u € P, X,y we may infer that there exists a unique global in
time solution u" to (6.1)—(6.2), evolving continuously on P, X,,/. See, for example,
[27] for further details.

Or(x) = {

REMARK 6.1. The cutoff functions in (6.1) allow us to obtain uniform esti-
mates for u” in L*°([0, T, X,/) for any fixed, deterministic T > 0. Without this
cutoff function we are only able to obtain uniform estimates up to a sequence of
stopping times ", depending on n. In contrast to the deterministic case it is un-
clear if, for example, inf,>1 t" > 0 almost surely. Note, however, that the presence
of this cut-off causes additional difficulties in the passage to the limit of martingale
solutions (see Remark 6.6), and in order to establish the uniqueness of solutions
associated to the related to the limit cut-off system, see (6.17), Proposition 6.8 and
Remark 6.9 below.
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6.2. Uniform estimates. Applying the Itd6 formula to (6.1), and using that P,
is self-adjoint on X/, similar to (5.2) we obtain

dlu" [ = =208 (1" |yr.00) (", P (" - Vu")) o dit
+ O (6" [ y1.00)* | PaPor (") 5, dt

+ 208 (" | y1.00) (" Po(u”)) e dWV.
Further on, in order to establish the needed compactness in the probability distribu-

tions associated to u”, we need uniform estimates on higher moments of ||u" |2, ,.
H}’ﬂ

For this purpose we fix any » > 2 and compute d(||u" ||i1m/)r /2 from the It formula
and the evolution of ||u" ||§1m/. We find

dlu" [y = =rOr (" |yroe) " [ (0" P (" - Fu")) g dt

2(T -2 2
400l Ly (S L 1 PP,

r(r_z) n r—4 n n 2
S b P ) ) de

n n|r=2(.n n
+rOr ([ [ y1.00) [ [ (", Por(u”)) gy dWV.

Let us introduce the stopping time

(6.3)

% :=inf{t20: sup [ |y > K} for any K > 0.
€[0,¢] H

Using bounds similar to the a priori estimates of Section 5, we obtain the estimate

E( sup  [u" )

s€[0,t ATk ]

INTK
<E| Pauol’,,, + CE/O OR (1" o) (B([u" | o) + 1" [y1.)

X (14 [u" () [ ) ds
IATK 5 5 . ) 12
 CB( [ 01y B | ) g (1 ) )

t
§E||uo||;1m'+C/01+E( sup [ () g ) ds

s’€[0,s ATk ]
1
+ -E( su ") ),
2 (se[O,tEfK]” I )

where C is a constant independent of n and K but depends on D, m’, r, and R
(through 6 and B). Therefore, rearranging and applying the standard Gronwall
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inequality, we obtain that, for any 7 > 0

nlir
E  sup [u"|yw <C <o
s€[0,T Atk ]
for some positive finite constant C = C(T, R, r, B, E||u0||;1m,) which is indepen-
dent of n and K. Since tx — 0o as K — oo, with the monotone convergence
theorem we conclude

(6.4) supE sup [u"|’

' < C < o0.
n>1 s5€[0,T]

In order to obtain the compactness needed to pass to the limit in " we also
would like to have uniform estimates on the time derivatives of u”. Since in the
stochastic case we do not expect u” to be differentiable in time, we have to content
ourselves instead with estimates on fractional time derivatives of order strictly less
than 1/2. In order to carry out such estimates we shall also make use of a variation
on the Burkholder—Davis—Gundy inequality (2.14), as derived in [28].

For this purpose, let us recall a particular characterization of the Sobolev spaces
W*4([0, T], X) where X may be any separable Hilbert space. See, for example,
[22] for further details. For ¢ > 1 and @ € (0, 1) we define

T "
WeI(10, T); X) := {uem([o Tl; X); f/ ””(” WOIX 4o gy — }

t//|1+otq

which is endowed with the norm

T IIv(t) v(t)I% ,
||v||Wap([()T X) - —/ dl +f / l‘”|l+o‘q dt’ dt”.

Note that for o« € (0,1), Wh4(0,T]; X) c W*4([0,T]; X) with
lvllweaqo.11:x) < Cllvliwiaqo. 75 x)- AS in [28] one can show from (2.14) that
for any ¢ > 2 and any « € [0, 1/2)

t q T
(6.5) E(H ) < CE(/ 1G4 dt),
0 W4 ([0,T]; X) 0 L2(8,X)

over all X valued predictable G € L9(%2; LIOC([O, 00), Lo(U, X))) and where C =
C(a,q,T).

With these definitions and (6.5) in hand we return to (6.3). Forany 0 <« < 1/2,
we have

nir
H W"”([O,T],Hm/fl)
r

(6.6) < CE‘

t
Poug + /0 Ok (4" | y1.oe) Pu P (" - Vi) ds

wlr(o,71,H™ =1
.

1
-l—CIEH [ or (1) PP ()
0

wer([0,T], Hm' 1)
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for some positive constant C = C(T'), independent of n. Since P, P is uniformly
bounded in X,,/_; independently of n, using (2.2) and (6.4) we bound the first term
on the right-hand side of (6.6) as

r

g

t
Paug + fo Or (4" | 1) Pu P (" - Vi) ds

WLr (0,71, H™ =1

T
< CElluol,,, + cza:f Ok (| | yr0) | - Vit dt
(6.7) 0

T
< CE|uol,, + CE fo Or (1" [yyr.00) " [0 " [y dt

< CE( sup ||u”(t)||;1m/) <C,
1€[0,T]
where the final constant C = C(T, R, r, E||u0||;1 ) does not depend on 7. For the

second term on the left-hand side of (6.6) we make use of (6.5) with ¢ = r and
a € (0,1/2), then (3.1) and (6.4) to estimate

r

t
IEH /0 Or ([ | yy1me) Pu P () AW

WaA,r([()’T]’Hm/fl)
T
= ([ () 1PuPo ), ar)
(6.8) ,
< CE [ br(lu L) (" | o) (14 [ [ s

<CE(1+ sup [u" ())<= C.
tel0,T]

where in the final constant C = C(T, R, r, 8, E|lug ”;1"1’) is a sufficiently large con-
stant independent on n. Combining (6.6)—(6.8) we have now shown that

(6.9) igr;EHu” lwer qo, 71,11y <€

for some positive finite constant C = C(T, R, r, EHMOH;{WO‘)- In summary, we
have proven:

PROPOSITION 6.2. Fixm >d/2+ 1, m"=m+5, «a € (0,1/2), r >2 and
suppose that o satisfies conditions (3.1)—(3.3). Given ug € L"(2; X,,,), Fo mea-
surable, consider the associated sequence of solutions {u,},>1 of the Galerkin
system (6.1)—(6.2). Then the sequence {u"},>1 is uniformly bounded in

L7 (2 L®([0, T1, X)) N WO (0, T Xr—1))
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forany T > 0. Moreover, under the given conditions, we have

.
< 00,
Wer ([0,T1,H™' =)

r

t
(6.10) supEH/ Or ([|u" | y1.oe) PoPo (u™) dWW
n>1 0

(6.11) supE

n>1

< Q.
Wir(0,71,H™' =)

t
W (1) — /O Or (|4 | yy1.00) Pu P () AW

6.3. Tightness, compactness and the existence of martingale solutions. For
a given initial distribution g on X, we fix a stochastic basis S = (2, F,
{Fi}i=0, P, W) upon which is defined an F{ measurable random element u#( with
distribution po. As described above, we define the sequence of Galerkin approxi-
mations {u"},>1 solving (6.1)—(6.2) relative to this basis and initial condition.

To define a sequence of measures associated with {(«", V)},>1 we consider the
phase space

X =Xg x Xy
(6.12)
where Xs = C ([0, T1, X,w_2), Xw = C ([0, T1, o).

We may think of the first component, Xs D C([0, T'], X,,), as the space where the
u" lives, and the second component, X, as being the space on which the driving
Brownian motions are defined. On X we define the probability measures

(6.13) W= pls x ww where ©5(-) =Pu" € ), puw(-) =POW € ).

We next show that the collection {u"},>1 is in fact weakly compact. Let Pr(X)
be the collection of Borel probability measures on X’. Recall that a sequence
{vn}n=0 C Pr(X) is said to converge weakly to an element v € Pr(X) if [ fdv, —
[ fdv for all continuous bounded f on X'. As such, we say that a set A C Pr(X) is
weakly compact if every sequence {v,} C A possesses a weakly convergent subse-
quence. On the other hand we say that a collection A C Pr(X) is tight if, for every
e > 0, there exists a compact set K, C & such that, u(K;) > 1 —¢ forall u € A.
The classical result of Prohorov (see, e.g., [22]) asserts that weak compactness and
tightness are in fact equivalent conditions for collections A C Pr(X). We have:

LEMMA 6.3 (Tightness of measures for the Galerkin scheme). Letm > d/2+
I,m'=m+5, r > 2, assume that o satisfies conditions (3.1)—(3.3) and consider
any po € Pr(X,,) with [y | |u|" dpo(u) < oo. Fix any stochastic basis S = (Q, F,
{Fi}i>0, P, W) upon which is defined an Fo measurable random element ug with
this distribution o and take {u"},>1 to be the sequence solving (6.1), (6.2) relative
to this basis and initial condition. Define the sequence { 1" },,>1 according to (6.13)
using the sequence {u"},>1. Then {"*},>1 C Pr(X) is tight and hence weakly
compact.
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In order to obtain the compact sets used to show that the sequence {i"},>1 is
tight, we use the following variation on the classical Arzela—Ascoli compactness
theorem from [28].

LEMMA 6.4. Suppose that Y >'Y are Banach spaces with Y compactly
embedded in Y© . Let o € (0, 1] and q € (1, 00) be such that ag > 1; then

(6.14) w*4([0, T1; Y) cc C([0, T1, Y?)

and the embedding is compact.
With this result in hand we proceed to the proof of Lemma 6.3:

PROOF OF LEMMA 6.3. Fix any « € (0, 1/2) such that ar > 1. According to
Lemma 6.4 we have that both W2([0, T1; Xw—1), WHr*([0,T]; X,,/) are com-
pactly embedded in Xg. Therefore, for s > 0, the sets

BS2 = {l/t € Wl,z([o, T], Xm’,]): HMHWLZ([O,T];H”’/*I) S S}
+{u e WO (10, TT; Xow) < Nutllyyeer (0.7 -1y < 5

are pre-compact in Xs. Since {u" € Bsz} contains

|

t
u"(t)—/ ﬁ(Hu"||W,,1,,,)PnP0(u”)dWH / SS}
0 WL2([0,T]; H™ —1)

o[ £ 1y P an]

and using Proposition 6.2, estimates (6.10)—(6.11) and the Chebyshev inequality,
we bound

K382 <B(

<)
wer ([0,T1; Hm' 1)

t
u(t) — / Or(||u" | y1.00) P Po (u") dW” > s>
0 W12([0,7]; H™'=1)

+P<H/O’ QR(HM”|]W1_oo)PnPa(u")dW'

C

N

- )
Wer([0,T1; H™' =)
<

where C is a universal constant independent of s and n. We infer that u' is a
tight sequence on X'. Now, since the sequence {uw} is constant, it is trivially
weakly compact and hence tight. We may thus finally infer that the {u”"} is tight,
completing the proof. [

With this weak compactness in hand we next apply the Skorokhod embedding
theorem (cf. [22]) to a weakly convergent subsequence of {1"'},>1. We obtain a



108 N. E. GLATT-HOLTZ AND V. C. VICOL

new probability space (€, F, P) on which we have a sequence of random elements
{(@", W")},>1 converging almost surely in X to an element (i, W), that is,

(6.15) i —u in C([0, T'1, X,—2) almost surely
and
(6.16) W' — W in C([0, T, £4o) almost surely.

One may verify as in [4] that (u", W) satisfies the nth order Galerkin approxi-
mation (6.1)—(6.2) relative to the stochastic basis S" := (SNZ, F , I?’, {.7?1”}, W”) with
]T't” the completion of the o-algebra generated by {(u"(s), W"(s)):s < t}. Using
the uniform bound (6.4) and the almost sure convergences (6.15)—(6.16), we may
now show that (i, VNV) solves the cut-off system

6.17)  dii + O (|||l yi.c0) P (@ - Vi) dt = O (||| yy1.0) Po (i) dIWV.

For the technical details of this passage to the limit we refer to, for example, [24]
where this analysis is carried out for the primitive equations. Applying these ar-
guments to the Euler equations introduces no additional difficulties, so we omit
further details. More precisely we have established the following:

PROPOSITION 6.5. Fix any m' > d/2+ 3, r > 2 and R > 0. Suppose that

o € Pr(X,y) is given such that [y | ||u||;1m/ duo(u) < 0o. Then there exists a

stochastic basis S := (£, E P, {.7?;}, VT/) and an X,y valued, predictable process
if € L*(2; L2.(10, 00); X)) N L2(2; C([0, 00), Xpr—2))
with P(ii(0) € -) = P(uq € -) such that

t t ~
iz(z)+/0 Ok (1]l y10) P (@ - VD) dt:ﬁ(0)+/0 Ox (17 y1.0) Pos (@) VW
for every t > 0.

REMARK 6.6. The assumption m’ > d /2 + 3 is needed facilitate the passage
from (6.1) to (6.17). Indeed, when passing to the limit we need to handle some
stray terms arising due to the cut-off terms involving the W' norm of the solu-
tion. These stray terms are of higher order than the other terms in the estimates,
and in order to deal with them we need to have compactness in sufficiently regular
spaces. In the analysis above this compactness is provided by the Arzela—Ascoli
type result, Lemma 6.4. In order to apply this lemma we need estimates on (frac-
tional) time derivatives of u”, which in view of (6.7) must be made in X,,/_;. An
additional degree of regularity is then lost in order to obtain a compact embed-
ding in X,,’_1, as required by Lemma 6.4, and we therefore arrive at the condition
m' >d/2+3.
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We also observe that Proposition 6.5 immediately yields new results on the
existence of martingale solutions of the stochastic Euler equation.

REMARK 6.7 (Existence of martingale solutions). = We may show that the pair
(u, S), obtained from Proposition 6.5 is a local martingale solution of (1.1)—(1.3)
by introducing the stopping time

t=inf{t > 0: ||id||yy1. > R}.

Of course, unless [[#(0)[|y1.0 < R, that is, unless wo({uo € Xy : [luoll e <
R})) =1, we have P(t = 0) > 0. Such stopping times t will also be used fur-
ther on to infer the existence of solutions in the pathwise case. Note, however, that
in this case the L°°(f2) condition may be subsequently removed with a cutting
argument; cf. (6.26)—(6.27) below.

6.4. Uniqueness, the Gyongy—Krylov lemma and the existence of strong so-
lutions. Having now established Proposition 6.5, and guided by the classical
Yamada—Wannabe theorem (see [52, 53]), we would now expect pathwise solu-
tions to exist once we establish that solutions are “pathwise unique.”

PROPOSITION 6.8 (Pathwise uniqueness). Fix any r > 2, R > 0 and m' =
m+ 5, where p>2 and m > d/p + 1. Assume that o satisfies (3.1)—(3.3), and
suppose (S, uDy and (S, u®) are two global solutions of (6.17) in the sense of
Proposition 6.5, relative to the same stochastic basis S := (2, F,{Ft}t>0, P, W).
Ifu(l)(O) =u@(0) = ug, a.s, with E||u0||;m, < 00, then uV and u® are indis-
tinguishable, that is,

(6.18) P () =u®(); vt > 0) = 1.
PROOF. By the assumption on uy and Proposition 6.5, we have for every
T=>0

(6.19) E( sup (Ju® |3 + |u@ [ 5m)) < € <00,

sup
1€[0,T]
where C is a universal constant depending only on E||u0||§1m/, R, B and T. How-

ever, continuity in time is only guaranteed for the H "' =2 norms of u™ and u®@,
and so, in view of the choice of m’, we may define the collection of stopping times

X =inf{t = 0: [u® iy + 4@ [, > K}, K >0.

Observe that due to (6.19) we have £X — 0o almost surely as K — oo.
Take v = uM — 4@ We have

v + 0 (Ju® 1<) P - Vu D) dr — 08 (Ju® ] 1) P® - Vu®) di
= Or(1 " |yy1.) Po (1) = 08 (Ju® | y1.) P (u®)) aW.
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We now estimate v in WP, For any multi-index || < m we apply 9% to the
equation for v. With the Itd lemma in L? we find

duaavnip
/ % (QR(””(D“WLoo)aaP(M(l) . Vu(l))
D
—GR(”u(Z) ” N )8“ P(M(Z)'V”(z)))|3av|p_2dxdz

+ Z/D<§<8“P<0R<Hu“>||Wm.p><rk<u“)>

k>1
= O (1@ | yym.p)or () [*0%0| "2

p(p—2)
2

x (@ POr(lu [ yymp )o@ )

—Or(u®] Wm,p)Gk(u(z))))zlao‘v|p_4) dxdt

b p 3 (f 00 Ponl 1 o)

k>1

+

= 01 ) ®)[00] 2 dx ) aw,

= (JE + JE)dt + I dW.
Using the mean value theorem for fg, the embedding W' c WP and
Lemma 2.1 we estimate J{* as

7] = ClOR(Ju™ | y100) = Or (4 [ y1.)]
x |3 PV - vu®), 9%v[a%v|"7?)]
+C|(*Pu® - vu®) = 3% P® . vu®), %v|a%w|" )|
< Py = 4@ [y 1P @D - VD) [y 0
(6.20) +C|(*P(v- Vu'), 8%va*v| ")
+C|(3*Pu® - Vv), 3%|9%|" )]
< Clvllymp | Lyymp 1D [y
ol (1ol | fypmens + [P | yproc vl wnr)
+ Cllvl s ([P [ ymp 0l e + 4P i [0l wonr)

< Cllolmp (U4 [ [y p) [ s + 42 [y p)-
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Using the local Lipschitz condition on o, that is, (3.1), we have
51 < Cllo s 108 (1 Tyroe)o (4 2) = Or (4 [y1.00)0 (4 ) [
< Clolmy (Or (1 1) lo () = 0 (@) [0

- 10r (1™ [y1.0) = O (1> [yproe) 1o () L)

< CB([u ™ oo + [ o) (14 [ [y )0 -

6.21)

For the terms involving J3* we make use of the Burkholder-Davis—-Gundy inequal-
ity in a similar way to (5.12) and then argue as in (6.21) in order to finally estimate,
that for every ¢ > 0,

snek
E sup / JgdW’
sel0,1]1/0
tneK
(/ Z(/ %0 - 9* P(Or ([u™ [lyy1.00) o (u™)
k>1
= Or (4@ 1) ox ()
5 \2 12
(6.22) x |8%v| P~ a’x) ds)

N2 ~
= ([ 12 o Lyn ) )
5 12
- GR(”LL(Z) “ Wl’oo)a(u(Z)) ”me dS>

1 t/\EK
=3B swp [l CE [ ol ds.
AININTS 0

‘We now combine the estimates obtained in (6.20)—(6.22) and sum over all o with
|| < m. We find that for any fixed K > 0,

p
E  sup 1ol ym.p
se€[0,1nEK]

< CE [ 1ol (B |+ 1] 1)
2 2
(1 [ By + [0 ) ds

t
SC/IE sup ||v||€Vm,pds,

re[0,sAEK]
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where the constant C may depend on K via the definition of the stopping time £k .
By a classical version of the Gronwall lemma, the monotone convergence theorem
and the fact that & K _ 0 as K — oo, we infer that, for every T >0,

E sup [[v]lfyn, =0.
1€[0,T1]
Since T is arbitrary, (6.18) follows, and the proof of uniqueness is therefore com-
plete. [

REMARK 6.9. With obvious modifications the above proof can be used to
show that if (uP, 7Dy and (u®, 7@) are local pathwise solutions of (1.1)—(1.2),
then

(6.23)  P(L,m(0)=u 0y P (0) —u® (1)) = 0; Ve € [0, 7D At P]) = 1.

With uniqueness for (6.17) in hand, in order to establish the existence of path-
wise solution, we shall use the following criteria from [33].

LEMMA 6.10. Let X be a complete separable metric space and consider a
sequence of X valued random variables {Y j}j>o. We denote the collection of joint
laws of {Y;}j>1 by {vj1}ji>1; that is, we take

vi(E):=P((Y;,Y) €E),  EeB(X x X).

Then {Y;}j>1 converges in probability if and only if for every subsequence of joint
probabilities laws, {vj, ;, }k>0, there exists a further subsequence which converges
weakly to a probability measure v such that

(6.24) v({u,v)eX x X:u=v})=1.

With this result in mind let us now return again to the sequence of so-
lutions u/ to the system (6.1) relative to some stochastic basis S = (2, F,
{Fi}i=0, P, W) which we fix in advance. We define sequences of measures
V() = P((u’/,u') € ) and i) = P((u’,u’, W) € -) on the phase spaces
Xy =XsxXg=C(0,T], Xy —2) xC([0, T], Xppy—2), X7 = X7 x C([0, T'], o),
respectively. With only minor modifications to the arguments in Lemma 6.3, we
see that the collection {i ;};>1 is weakly compact. Extracting a convergent sub-
sequence pj; — u and invoking the Skorokhod theorem we infer the existence
of a probablhty space (8, F,P) on which there are defined random elements
(u i ,WJ l) equal in law to 1 ;; and so that

(6.25) @i WY — (@, i, W),

where the convergence occurs Q almost surely in X7. As above we infer that
each of (i, W) and (u W) are solutlons of (6.17) relative to the same stochas-
tic basis S := (S, F,P, {.7-",} W) with F; the completion of o algebra generated
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by {ii(s), #*(s), W(s)) :s < t}. Define v(-) = P((ii, ii*) € -) and observe that, due
t0 (6.25) v/ — v, weakly. Now Proposition 6.8 implies that v({(u, u*) € Xy :u =
u*}) = 1. Here we use that H™ =2 C W™ and so uniqueness in W"? (which is
proven in Proposition 6.8) implies uniqueness everywhere, and hence in H m=2
We may therefore infer (passing if needed to a subsequence) that u/ — u in Xg
almost surely, and on the original probability space. Having obtained this conver-
gence and referring again to (6.4), we may thus show that u is a pathwise solution
of (6.17). We finally define the stopping time

T =inf{t >0: ||lul|lwmr > R}.

Note that this stopping time is well defined since u € C([0, c0), X,;y_») C
C([0,00), Xpn,p) for m" = m + 5. Hence, relative to the initial fixed stochastic
basis S, (u, 7) is a local pathwise solution of the stochastic Euler equation (1.1)—
(1.2), in the sense that u(- A7) € L5, ([0, 00); X,,) N C([0, 00); X,y —2), and (4.1)
holds for every ¢ > 0.

In order to show that T > 0 we initially assume |[ugl| ;v < M for some de-
terministic M > 0, and choose R > C M, where C > 1 is the constant such that
|| 1,00 < Clluller, in the cut-off function in (6.1). To pass to the general case
[uoll g < 00 almost surely, we proceed as follows; see, for example, [32], Sec-
tion 4.2. For k > 0 we define u’(‘) = “Olkauolle/ <k+1 and obtain a correspond-

ing local pathwise solution (ug, 7x) by applying the above construction with any
R > C(k + 1) in the cut-off function 6. We then define

(6.26) U= uili<iugl,, <kt
k>0

(6.27) T= Z TkﬂksHuonHm/ <k+1
k>0

and find that (u, 7) is in fact the local pathwise solution corresponding to the initial
condition ug.

For any fixed ug € X,y we next extend the solution (u, T) to a maximal time
of existence £; cf. [32, 34, 43]. Take £ to be the set of all stopping times o cor-
responding to a local pathwise solution of (1.1)—(1.2) with initial condition uy.
Let £ =sup&, and consider a sequence oy € £ increasing to &. Due to the local
uniqueness of pathwise solutions we obtain a process u defined on [0, &) such that
(u, oy) are local pathwise solutions. For each r > 0 we now take

pr =inf{t = 0: |u(®)| 100 > 7} AE.

Note that u is continuous on W1 and so p, is a well-defined stopping time. By
continuity and uniqueness arguments we may infer that (u, p,) is a local pathwise
solution for each r > 0.° Suppose toward a contradiction that, for some T, 7 > 0

5Note that, for a given r > 0, we may have P(p, = 0) # 0. However, for almost every w € €2, there
exists r > 0 such that, p, (w) > 0.
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we have P(§ = p, A T) > 0. Since (u, p, A T) is a local pathwise solution then
there exists, another stopping time ¢ > p, A T and a process u* such that (u*, ¢) is
a local pathwise solution corresponding to ug, contradicting the maximality of &.
Hence we have proven that for every T, r > 0, we have P(§ = p, A T) = 0. Ob-
serve that on the set {§ < oo}, by suitably choosing T', we obtain that p, < & for
every r > 0. On this set we hence have sup, g , 1 lu(®)lly1.0c =r for all r >0,
which gives

(6.28) sup [[u ()| y1.00 =00 on the set {£ < oo}.

1€[0,&)

In summary in this section we have so far constructed maximal local pathwise
H™ solutions, but only for the nonsharp smoothness regime m’ = m + 5, with
the solution guaranteed to evolve continuously only in X,,/_,, and which remains
bounded in X, . In the next section we shall use these very smooth solutions to
construct local (maximal) pathwise W""? solutions for all m > d/p + 1, and for
all p > 2, which will then prove Theorem 4.3.

7. Construction of WP solutions. For m > d/p + 1 with p > 2, we now
establish the local existence of solutions for any initial data ug € X, », which is Fq
measurable, which concludes the proof of Theorem 4.3. For this purpose we will
adapt a density and stability argument from [35, 41], which makes use of the very
smooth solutions constructed in Section 6, as approximating solutions. Indeed,
when the initial data lies in X,,/, where m’ = m + 5, we obtained in Section 6
maximal pathwise solutions in the sense of Definition 4.1. In order to make use of
these smooth solutions we define a sequence of regularized initial data

(7.1) uy=Fj1u’,

where the smoothing operators F;-1 and their properties are recalled in Ap-
pendix A below; see also [35]. For technical reasons we assume initially, that
lugllwm.r < M for some deterministic fixed constant M. As in Section 6, once
we obtain the local existence of solutions for each fixed M, this assumption can be
relaxed to the general case via a cutting argument as given in (6.26)—(6.27). Note
that in view of Lemma A.1, estimate (A.2)

(7.2) sulla\}u{; lym.r < Clluolwmr <CM,
_/>

where C = C(m, p, D) is a universal constant. Bound (7.2) will b¢ used in a crucial
way in the forthcoming estimates. Since F;-1 is smoothing, {Mé}jzl C X,v, and
we obtain from the results in Section 6 a sequence (u/, Ej ) of maximal, pathwise
solutions evolving continuously in X,,s_, which are bounded in X,, . In order to
show that this sequence converges to a local X, , solution corresponding to the
initial condition ug we show that, up to some stopping time t > 0 the sequence
{uj}jzl is Cauchy and hence convergent in C ([0, 7); X, p).
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To obtain this convergence (along with an associated stopping time 7), we apply
an abstract result from [32]; see also [43]. For this purpose pick fix any 7 > 0 and
define the sequence of stopping times

(1.3) ol = inf{r = 01 [ul (1) gy =2+ [ | yym} A T
and let
(7.4) ro’k = ro A ‘L'kT

for j, k > 1. Since W7 is continuously embedded in W1 it is clear that ij <
£/, where as usual £/ is the maximal (stopping) time of existence of u/, that is,

(7.5) sup |u’ (1) wmp = 00 on the set {£/ < co}.
re[0,&7]

From [32], Lemma 5.1, we recall:

LEMMA 7.1 (Abstract Cauchy lemma). For T > 0 and rfk as defined in (7.4),
suppose that we have

(7.6) hm supE sup |u (2) —u (t)|| wmp =0
k=00 j>k r€(0,7] i

and

(7.7) hm supIP’[ sup  [ul (1) —— ||u{)|| wmp + 1] =0.

§20j21 Feorl as)
Then, there exists a stopping time T with
(7.8) PO<t<T)=1,
and a process predictable process u(-) =u(- A t) € C([0, T], Xy, p) such that

(7.9) sup [u —ulym, =0  as.
t€l0,7]
for some subsequence j; — 00. Moreover, the bound
7.10) i) |y < 2+ stplym 5.
J
holds uniformly for t € [0, t].

In view of Lemma 7.1, we may now establish the essential convergence needed
for Theorem 4.3 in the general case by verifying (7.6) and (7.7). To prove (7.6) we

fix arbitrary j, k > 1 and denote v = uF — uJ where v = u’é — ué. We have

dv+ P(v- Vuk 4+ ul - Vv)dt = P(O'(uj) _U(“k))dw'
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Applying 9¢ to this system and then the It6 lemma in L? we obtain
do*]2,
= —p/ 3% - 9P (v Vi +ul - Vv)|9%|P P dx dt

+ 3 [ (107 Plortu) = arfut)) ool

(7.11) = D)
+ %(a% - P(o1(u!) — oy (”k)))2|3av{p_4) dx dt

+p2(f 3% - 3% P (o7 (u’) — oy (uF )|8“v]p_2dx)dWl

>1
=(JE+ IS dt + J§dW.

Using (7.11), we now estimate v in W””, For the nonlinear terms we use
Lemma 2.1 and infer

L= CIP@- Vi) [y 0l s

a=m
+ Y |(0% P(u - V), 8%v[8%v]P )]
o=
< C||U||me(||v||L°° ¥ ymsrp + T0lwmr | Vik | )
(7.12) + Clloll s ([ [ o Il womr + [0llytoe 07 yyomp)

< Cllu¥| yymsrp 0 llygm—ro 01 s
+ C([u* |y + 1 [ yymp) 101 o
< Cluf )i 1015, 4 C Ul [y + [0 [yms + D0 -

Note that the first term in the final inequality prevents one from directly closing
the estimates for v in W:?. We will therefore need to make further estimates for
uk in WtLr and v in W 1-7; ¢f. (7.16)—(7.17) below. For the terms involving
J5 we use the local Lipschitz condition (3.1) and obtain

Z|J§|§C||v||wm,,<2/<z|aa ol —ol(uk))|2)p/2)2/"

a<m a<m 1>1

(7.13) < Cllvlfyus | P(0 () — o (b)) |Gy
< CA(|u* | oo + 7 | oo) N0 Ny
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Finally, estimating in a similar manner to (5.12), we find that for any stopping

time 7,
I an)

( sup
s€[0,7]

(7.14) <CE</O (/ 0% - 3% P (o7 (u’) — oy (u ))|8o‘v|p_2dx>2ds>l/2

k>1

1 T ;
< 5E sup [0%0) ]+ CE [ Bl | + Jud| o) 100y ds.
s€l0,1] 0

Combining the estimates obtained in (7.12)—(7.14) and recalling the definition of
th’k in (7.4) we find that

E( sup [vlfm)

[Or kAt]
S ZEHUOH wm.p + CE/ ”Mk“[v)vrn«kl,p ”Ullwm lp)ds
w08 [Ty

+ B oo+ 107 [ 1)) 10 Gy s

< 2E || volljym.»

+C/ E Sup ”U”me +E Sup (”U” m— l,p”ukuwm+1p))dsa

10,7/, As] 0,7/ As]

where C is a positive constant that depends on M and § but is independent of j, k.
By an application of the classical Gronwall lemma, we obtain that

E( sup [u* —ul|fym,)
[0.7,]

=E( sup vllfm)
[0.7]]

C(ElJuf — ug|fmp +E sup (10lfyner [ [ ir)),
0,7],1

where C = C(m, p, D, M, T) is independent of both j, k. Observe that, in view of
Lemma A.1, estimate (A.5), and applying the dominated convergence theorem we
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conclude that SUp >k Ellul(‘) — ué ||€Vm,,, goes to zero as k — 0o. As such, (7.6) will
follow once we show that

(7.15) lim supE sup ([v|f,, ., [u*]" .1 ,) =0.

k .
—>X >k [()’,_—Ik]

With this goal of establishing (7.15) in mind, let us determine d (”v”Iv)v'"*l’ » X

|k I ¥yme1.p)- We have [cf. (5.9) and (7.11)] that
(7.16) du* P s, = (11 + D) dt + I;dW,
(7.17) A1, = (1 + D) dt + J3dW,

where, to make the notation less cumbersome, we take

L= Y If and Ji= ) J¥ forl=1223.

lot|<m+1 loe|<m—1

The elements I;* are defined as in (5.9) (with u replaced with uk throughout) and
J are as in (7.11). By an application of the It6 product rule we find that

(0l 1 [ sr.0)
= N0l @ [ i + [0 i p @011
+dlvllypd |4 |G
= (Il s, (I + 1)+ | |8, (T + J2) + K) di
+ (1ol 13+ [ [ i J3) AWV,
where K is the term arising from I3 dWWJ3 dVV and is given by

K = p22< > /Da“uk : 8“P01(uk)\8°‘uk\p_2dx)

=1 Ma|<m+1
x( > f Bo‘v-a“P(o*l(uj)—Gl(uk))|8“v|p_2dx>.
loe] <m—1 D

In view of the estimates carried out in Section 5 [cf. (5.10)—(5.11)] and making use
of the assumption (3.2), we immediately infer that

ol i, (1 + 1)
(7.18) < CB(|u* =)0

wm—1.p

+ C(B(1uE ] o) + Ik lroo) [ 5 |2 p 0111
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We next treat the drift terms in (7.17). For Jy, recalling that P = I — Q we write

il<p >

|la|<m—1

< Clvllh P Vib) [y

/8“1} P (v- Vuk +ul . V)|a*v| P 2 dx

(7.19) N /a% 3% (ul - vv)|9%v|" % dx
loe|<m—1
+C ‘/ 3% - 3% Q(u’ - Vv)[a%v|P* dx
lo|<m—1

=hi1+JN12+ 13,

The right-hand side of the above estimate may be bounded as follows. To bound
J1,1 we use Lemma 2.1 and obtain

o M= Cllvlutsy (0l e [ |y + 0l [ [ y1.0)
' < ClIE sy 1 Ly

For the other two terms on the right-hand side of (7.19) we cannot estimate as
in Lemma 2.1 directly; we would obtain bound of the type ||u” || yym-1.p |v||wm.r X
||v||Wm 1.p» which would prevent us from closing the estimates involving

loll? To bound J;» we use the Leibniz rule, the Holder inequality and

wm—1,p* )
Gagliardo—Nirenberg inequality. There is only one nonstandard term |0%u’ -
Vv||Lr, which is bounded as

Yo 0% Vol < Clwd [ymor IVl < Ju? [y 01y,
loe|<m—1
where g = pd/(d — p),r =pq/(q—p)=dif p<d,andg =00, r =pif p>d.
The other terms are bounded as in Lemma 2.1, and we obtain
(7.21) J1.2 < Clollf-

Finally, the “pressure term” Jj 3 is estimated using the Holder inequality, the
Agmon—-Douglis—Nirenberg estimate (2.6), and the Gagliardo—Nirenberg inequal-
ity as

Ji3<| Q(uj V) | yym-t1.p ||U||€V;l—1 P
(7.22) < C([9i] 3yl yym-2.0 + [0 0 1) 101,

S C ||v ” Wmfl.p ||uj “ wm.p .
Combining (7.20)—(7.22) we conclude

(7.23) [ Clolll o, (1 [ ymp + [ yms)-
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For J, we find, as above in (7. 13) that
21 < Clol s | P o () = o () -1
< CB(JuH | oo + 67 ) N0,
Combining (7.23)—(7.24) we find
|||uk||€vm+l,p(]l + Jo)|

(7.24)

L
(7.25) < C(B(Ju ] oo + T N o)™+ lae? [y + N )

X ||uk||IV7Vm+l,p ||v||€Vm—l,p'

The term K is estimated using the Holder and Minkowski inequalities followed by
the standing assumption on o (3.1),

1/2
|K|§C< ( > /|8°‘P01 )|[8%u*|P~ ‘dx>>

[>1 Ma|<m+1

S(( X L —atre) )

>1 Ma|l<m—1

12
<C Z /( 8“P01 )\2) ]8“uk]p_ldx

|| <m+1 >1

1/2
< X [ (Sl plet) ~ )l ) el dx
26 lo|<m—1 >1
(720 ; P2 \1/p
st ( X [ (Shepah?) a)
|| <m+1 >1

ot (8 (S ) -atr) )

lo|<m—1 >1

< Clu* e | P () lgmen o 10l | P (o () = 0 (")) gm0

< B oo + [ ] o) 10U+ 1011
To treat the stochastic terms we proceed similar to (5.12) and find that for any
stopping time t,
N
IE( su / uk|P T dWD
s [ 5

< CB( [t 1},
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(5 [t - oty ax) as)

[>1 Ma|l<m—1

< CB( [ "1 3
(7.27) (Z /<Z|a“ o1 (u —Gl(uk))|2)l/2

lo|<m—1 >1
) 2 172
x [9%v| P~ dx) ds)

1/2
2(p—1) ds)

CE( [ s | P 9) = o ) o 013

| /\

p—

<-E Sup (||v||’;Vm,1,,,Huk||€vm+1,,,)

4;

+CE fo Bk oo + [ [ 1oo) 2 N0N 0, [y, s

Similar to (7.27) above, we also obtain

N —y
1/2
2p=1) ¢ ) /

T
< CB( [ 1001 P ) o [0,

(7.28) !
_E sup (”U”ﬁ/mfl,p ”uk ” wm+l, p)
s€[0,7]

T
+ CE [ B P00 (s + 1) .

E( sup

s€[0,7]

4;

m

Summarizing, from estimates (7.18), (7.25)—(7.28), and the definition of ‘L’n

in (7.3), we find that

E( sup ”U”ﬁ/mfl,p“uk” Wm+1p>
te[O,rkat]

< 2E([lvollty1., 46| msr )
+ CE/ p |v||lv?vmfl,p ||uk||1‘,7vm+l,p) + Sup ”U”I‘,yvmfl,p) dS
te[Or k/\s]

t€l0, r «Ns]
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for any ¢ > 0 where the constant C depends on M, 8 and the data but not on j, k.
Thus, again invoking the Gronwall lemma, we finally conclude that

E( sup ||uk||Wm+1p||U||Wm 1p>
tel0,7],]

(7.29) < CE(ug .o 146 = #d lyn-1.)

+ C]E( sup [uf —ul|b, ),
t€l0, ‘[j’k]
where the constant C is independent of j, k. By the dominated convergence the-

orem [for (€2, F, P)] and making use of the properties of the smoothing operator
F¢ [cf. (A.3) and (A.6)], we find

hm SupE(””O” Wwm+1.p ””]6 MO” wm= 11’)
©j>

< C lim supE(||u0||Wm,,kp||u0 — MO”W”’ 1) =0.
— 0 ]>
To handle the second term in (7.29), we refer back to (7.17) and the estimates in
(7.23)—(7.24). The stochastic terms involving J3 are handled similar to (7.27) [and

also cf. (5.12) above]. Combining these observation, using the Gronwall inequality
and the properties of F, we finally infer

(7.30) hm supE( sup [u/ — ”kH[‘ijfl,p) =0.

k=00 j=k tel0,7]]

With this final observation in place we have now established (7.15) and hence the
first requirement (7.6) of Lemma 7.1.

To establish the second condition (7.7) required by Lemma 7.1, we return
to (5.9). We find that for any £k > 1 and S > 0,

wp (s = Wil + X [ 14151

t<[0,7] AS] | <m

+  sup f Zl?

1<10,77 AS1YO | l<m

and hence

IP’( sup  [u @) |G > [ug]fmr + 1)
1<[0,7T AS]

(7.31) <]P>< > / |If‘+1§‘\dt>%>

la|<m

oo L Z vl

t<[0,7; T AS] || <m
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For the first term on the right-hand side of (7.31), we apply the estimates in (5.10)—
(5.11), and then the Chebyshev inequality, and find

1
20> / |If‘+1§‘|dt>5>

la|<m
rkT/\S ‘ ) . - 1
(7.32) 51@(/0 CBu*]| Loe)? + |65 gy ) 45| B dt > 5)
<CEf BN L) + 1 [ yymp) | [y d < CS,

where the constant C = C(m, p, M, B, D) is independent of k and S. With Doob’s
inequality, the Itd isometry and the integral Minkowski inequality, we estimate the
second term,

IP’( sup / Z I3 dW‘ )
ZE[O,‘L’T/\S] la|<m
<4]E< f S e dW)
lx|<m

(7.33)

<CIE/Tk " > Z(/ 9°uk - 8% Poy (u*)|9*u*|"™ zdx) di

lo|<m [>1

<CE / Bl ) (L | [ ) de < C.

where again the constant C is independent of S and k. With (7.31)—(7.33) we now
conclude the proof of the second item in Lemma 7.1, that is, (7.7).

Having finally established both (7.6) and (7.7), we apply Lemma 7.1 to infer the
existence of a strictly positive stopping time 7, a subsequence {u/};= of {u/ }i=1
and a predictable process u such that, up to a set of measure zero, u/* converges to
uin C(0, t; Xy, p) and sup, ¢ 7 lullwm.r < C < 0o. We may infer that (u, 7) is a
local pathwise solution of (1.1)—(1.3) in the sense of Definition 4.1. Note that, in
order to initially obtain this u#, we had to impose the almost sure bound on the initial
data, ug, in (7.2). This restriction is easily removed with the cutting argument as
employed in Section 6; cf. (6.26)—(6.27). We may pass from the case of local to
maximal pathwise solutions as given in Definition 4.2 via maximality arguments
similar to those at the end of Section 6, in (6.28). Recall that this maximality
argument involves considering the set of all stopping times up to which the solution
exists. We then show by contradiction that the supremum of all these stopping
times yields the maximal time of existence of the solution; see Section 6 for further
details. The proof of Theorem 4.3 is now complete.
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8. Global existence in the two-dimensional case for additive noise. In this
section we establish the global existence of solutions to (1.1)—(1.3) in dimension
two, forced by an additive noise. Note that, while the local existence of solutions
for (1.1)—(1.3) in the case of a general w dependent additive noise [cf. (3.4) above],
is not covered under the proof of local existence given here, equations with additive
noise can be treated “pathwise” via a simple change of variables. In this way the
local existence follows from more classical arguments. See Remark 4.5 above and
the proof of Lemma 8.1 below.

Recalling the a priori estimates in Section 5, we have that, forany m > d/p +1,

(8.1 dlullfym, = Xdt + ZdW,

where X and Z are defined according to (5.9). Making use of the estimates
in (5.10)-(5.11), we have

(8.2) |1X| < C(1 4 llullyr.00) 1l jym.p + Cllom.p

for some universal constant C = C(m, d, D). For Z we observe with similar esti-
mate to (5.12) that

2012
IZ]l, < (Z(/;) o%u - a“Pakya‘”u\”_zdx) )

k>1
(8.3)

p—1
< Cliollwymrllullym.p-

Thus, in view of (8.2)—(8.3), to close the estimates for (8.1) we make use of the
Beale—Kato—Majda type inequality,

( +( |t || wm.p ))
B.4)  Nullwro = Collullzz + Collcurlufze| 1 +log™( —————],
|| curl u || Lo©

where C; is a universal constant depending only on D, m, p. See, for example,
[26] for the simply-connected bounded domain case. As such the proof of global
existence requires us to obtain uniform bound on the vorticity of the solution in L*°
and also for ||u||; 2 and to establish a stochastic analog of the log-Gronwall lemma.
The latter is developed in Appendix C below; see also related results in [25].

In order to carry out suitable estimates for w = curl u we apply V' = (35, —91)
to (4.1) and obtain the evolution

(8.5) dw+u-Vwdt = pdW,
(8.6) w=V't.u, V.-u=0,

where for ease of notation we denoted p = V- - o. Note that crucially, in contrast
to the three-dimensional case, no vortex stretching term w - Vu appears in (8.5).
For w we now establish the following result:
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LEMMA 8.1 (Nonblow-up of the energy and the supremum of vorticity). Fix
m > 2/p + 1, consider any o that satisfies (3.4), and any ug € X, . Take (u, &)
be the maximal solution corresponding to this o and ugy. Then we have

(8.7) sup  full3-+ sup [lwllp= < oo,
te[0,T NE] te[0,TNE]

almost surely, for each T > 0.

PROOF. The bound for ||u| ;2 required in (8.7) follows directly in view of the
cancelation (P (u - Vu), u);2 = 0; cf. Section 5.1.

We turn to estimate the vorticity term (8.7). Since (8.5) is forced with an the
additive noise we have the option to introduce the stochastic process

(8.8) dz=pdW, z(0)=0

and then consider the evolution of W := w — z. The equation for w is the random
partial differential equation

(8.9) ohw—+u-Vwo+u-Vz=0,
(8.10) H=V+tou—z, V-u=0,
(8.11) w(0) = wy.

This system can be treated pathwise with the methods of ordinary calculus. Multi-
plying (8.9) by @|@|”~2 and integrating over D we obtain

d
—WllLr < lullLelVzliLe,
dt

where we have used the divergence-free nature of u. Integrating in time and send-
ing p to oo, the above estimate gives

t
(8.12) @) 0 < Nwollzos +f0 |t ()] oo [V2() | Lo ds.

We can use the two-dimensional Sobolev embedding and the Biot—Savart law to
bound
(8.13) lullLee < ClIVullps + Cllull2 < Cllwllps + Cllull g2,

where C = C (D). Thus, in view of (8.12)—(8.13) and the fact that w = W + z, the
proof will be complete once we obtain suitable bounds for the quantities ||w||;4
and ||Vz]| g

In order to obtain bounds on ||w/||;4+ we apply the Itd formula in L*to (8.5) and
obtain

ol = [ (2P Y ol +4 3w ) dx s

k>1 k>1

+4Z(/ |w|2w,0kdx) dWy,
D

k>1

(8.14)
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where we have used the cancellation (u - Vw, w|w|?) 12 =0.Let

t
(8.15) o*Rzinf{tzO:Hw(t)HH>R}/\inf{t20:f ||,0||%W0,4ds>R}/\$.
0

From (3.4) and the definition of & as the maximal time of existence, it follows that
ogr — & almost surely as R — oo. In addition, for every T > 0 and a.s. w, if R is
sufficiently large we have that og AT =& A T.
Upon taking a supremum in time in (8.14), and applying the Holder inequality
in the last term, we obtain on the set {og > 0}
/ / |w| w - ,okdxde‘

O'R/\ 5 5
+4/0 [w@ sl o150 d1

//lwl w - pkdxde‘

sup |}w(t)||i4 < llwoll} +4 sup

te[0,0grAT] €[0,0rAT] k>1

< llwoll}s +4 ol
ORN

k>1

1
P wols

te[0,0grAT]
2

or AT )
v ([ 1ol pedr )

To estimate the stochastic integral terms we find with the Burkholder-Davis—
Gundy inequality, (2.14) that

loeo X [ [ 1w peaxawy

k>1

or AT 2 1/2
CIE( UR>0[ Z(/ wl kaldx) dt)

k>1

(7R/\T ; 1/2 2 1/2
CE(RWO (f Wi (S 1al) dx) dr)

k>1

E sup

tel0,0grAT]

IA

A

| /\

12
6 2
810000 [ o2 0 dr)

1 ( “ || 4 ) —+ C E:(]] o N1 ” ” 2
< —E Su[) w f ,O dt) .
— I 0R>Ot [0 AT L4 0R>O W0,4

Combining the above observations we find E(Ly>0SUP,c[0.0xnT] ||w||i4) <C,
by recalling the definition of og [cf. (8.15)], for some C > 0 which depends on R.
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Since [Jwoll ;4 < 0o almost surely we conclude that sup; ¢ 5,77 ||w||‘z4 < o0 al-
most surely for all R > 0. Thus we finally conclude that for almost every w that

(8.16) sup  [lw|74 < oo.
te[0,EAT]

We now turn to make estimates for z. In view of the Sobolev embedding
W12 c WP and the definition of z, given in (8.8), we estimate using (2.14),

t P t P
E sup /de < Z E sup /8"‘de dx
1€[0,T111/0 WP a=m Y P te[0,7]170
T 5 r/2
<C )Y /]E(/ |8°‘p|L2dt> dx
jaf<m * P A0

T
<CE /O 1012 p dt.

We therefore infer that

)4 p/2
) < 00.

8.17) E sup ||z(z)||€vl,oo§c<}z sup
wm.p

t€[0,T] t€[0,T]

t
/ pdW
0

Taking the supremum in time over [0, T A €] for (8.12), and applying (8.13), we
obtain for almost every w that

sup W) o
te[0,T NE]

T
s||wo||Loo+C( sup HumHLz/ HVz(ﬂHLoodt)
1e[0, T AE] 0

T
(8.18) +C< sup  Jw(®)] 4 /0 ||Vz(t)HLoodt)

te[0,T NE]

< llwoll e~

+C< sup  Ju®)|72+ sup [w®)|re+ sup ”Z(t)”%;yl,oo)a
A te[0,TA 1€[0,T]

1€[0,TAE] [0,TAE]

where C may depend on T. Given the bounds established in (8.16)—(8.17), and
since by construction w = W + z, referring once more to (8.17), the proof of the
lemma is now complete. [J

With the estimates in Lemma 8.1 in hand we apply the results established in
Appendix C below, to show that (u, £) is a global pathwise solution.

PROOF OF THEOREM 4.4. We need to verify that the conditions in Lemma C.1
are satisfied. In what follows we will assume, without loss of generality that
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luo|lwm.r < M, for some deterministic constant M > 0. Indeed, after we obtain
global existence in this special case, the general case, ug € X, a.s, follows from
a cutting argument as in Section 6; see (6.26)—(6.27).

Define the collection of stopping times

(8.19) p i=inf{r = 0: [u(@) |72+ |w(®)] .~ > R} AE,

where we recall that w = curlu. Obviously, tp is increasing in R, almost surely.
We need to verify that (C.3) is satisfied. In other words, we need to show

(8.20) P(ﬂ{m <TA g}) =0

R

for every T > 0. For this purpose we make use of the conclusions of Lemma 8.1.
Owing to the fact that T is increasing in R and (8.7), we infer

P(ﬂ{m < T/\g}) = lim IP( () f{r< T/\S})
R>0 R*=00 N\ Rr<prs
= Rlim P(tps < T ANE)

< lim P( sup (Jull?,+ lw]r=) > R
R*—00 <ZE[O,T/\%-]( L2 ) >

<P | s (ls +wles) > &} ) =0
R*>0 te[0,T NE]
forevery T > 0.
Returning to the a priori estimates (8.1)—(8.3), we now define the quantities
(8.21) Y =1+ flullfymp, n=(1+lollwnr)".

Of course, Y satisfies dY = X dt + Z dVV. Combining (8.2), (8.4) and the defini-
tion of T, we find that for each R there exists a deterministic constant Kg such
that on [0, Tg] we have

il
1X) < C<1 T llull 2+ lwllze (1 +log+(—)))nun€vm,p

lwllze

+ Cllol5m,
(8.22) f’i !
< CQ2+ RV + R+ |lw| g log™ [ullwmr)Y + Cllo |5,

< KR(I +10g Y)Y + C(l + ||O'”Wm.p)p,
and from (8.3) we in addition obtain

—1 _
(823)  11Zllz, < Cllollwms lullfyuty < C(1+ llollggmn) Y P=1/P,

We now have all the ingredients need to apply Lemma C.1. More precisely we
take Y and n according to (8.21), r = 1/p, & as the maximal time of existence
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of u and tg according to (8.19). Having established (8.20)-(8.23) and recalling
the standing assumption (3.4) we infer from Lemma C.1 that indeed & = co. The
proof of Theorem 4.4 is therefore complete. [J

9. Global existence for linear multiplicative noise. Here we consider the
stochastic Euler equations in two and three dimensions, with linear multiplicative
noise

9.1 du+ Pu-Vu)dt =cudW,

where in this case o € R, and W is a single 1D Brownian motion. This forcing
regime is covered under the theory developed in the previous sections, so we are
guaranteed the existence of a local pathwise solution in the sense of Definition 4.1;
cf. Theorem 4.3.

As in the case of an additive noise above we may transform (9.1) to an random
PDE. To this end consider the (real valued) stochastic process

9.2) y(@) =e W
Due to the It6 formula we find the y satisfies
dy = —aydW + o’y dt, y(0) = 1.
By apply the It6 product rule we therefore find that
dlyu)=ydu+udy + dydu
9.3) =—yPw-Vu)dt +ayudW —ayudW + %azyu dt — azyu dt
=—yP(u-Vu)dt — Jo*(yu)dt.

By defining v = yu we therefore obtain the system

2

(9.4) 8,v+%v+y_1P(v-Vv)=0,

9.5) v(0) = uo.

Fix p > 2, and m > d/p + 1 throughout the rest of this section. First, using the
standard estimates on the nonlinear term [cf. (5.4) for p =2, or (5.10) for p > 2],
we may obtain

2

9.6 v m,p -+ v m, C
P wm.p ) wmpr = C1Y

[llw.eolv]lwm.p

for a positive constant C1 = C;(m, p, D). In order to bound the right-hand side
of (9.6) we recall the Beale-Kato—Majda-type inequality [cf. (8.4)]

v m,
9.7) ol < Callvllz2 + Callw] oo (1 + 1°g+<%)>’
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where the constant C» = Ca(m, p, D) is fixed, and as usual w = curl v. Due to the
cancellation property (P (v - Vv), v) =0, it follows directly from (9.4) that

2
9.8) [v@)] 2 < Iwoll 2™
for all # > 0. On the other hand, obtaining an a priori estimate on ||w(#)|| L is more
delicate. For this purpose, we return to (9.4) and consider the equation satisfied by
w = curl v, that is,

2

o 1 0, ford =2,
9.9 8tw+7w+y v-Vw=

y lw . Vo, for d = 3.

Multiplying (9.9) by w|w|?~2, integrating in x and making use of the divergence-
free nature of v, we obtain
1 2

d o
;E||w||ip+7||w||€ps{

0, ford =2,
y Hvllyrellwl?,,  ford=3.

: -1 . . .
Upon canceling ||w ||]’j » and sending p — oo in the above estimate, we have

9.10) d Wl + o? g < {0, ford =2,
. — W 00 — W 9]
dr' T IR = e lwll e, ford =3,

In view of the different bounds obtained in (9.10) in 2D versus 3D, we now treat
the two cases separately. For this purpose it is convenient to first fix the Sobolev
embedding constant C3 = C3(m, p, D) such that

9.11) lvll 2 + lvllyre < Callv]lwmr
andtolet C = C;C, + C3 + 1.

9.1. The two-dimensional case. Intwo dimensions we prove the global in time
existence of smooth pathwise solutions, as stated in Theorem 4.6. From (9.10) we
immediately obtain that the function

2
2(t) = |w®) ] exp(%)

is such that
9.12) z(t) < z(0) = [lwol| Lo~

for all ¢ > 0. Therefore, letting

o’t
y(t) = ”v(t)” wm.p eXp(T)



STOCHASTIC EULER EQUATIONS WITH MULTIPLICATIVE NOISE 131

we obtain from (9.6)—(9.8) and (9.12) that

dt

N (@) ))
9.13) ] (14 1og <||w(z>||Loo exp(a%/z)>

d _
=y (ol

2

- a’t y
<Gy 16XP<—7>y(|IU0||L2+ ||wo||Loo+zlog+(g)).

A short computation reveals that zlog™ (y/z) < 1/e+zlog™ (y). In view of (9.12),
and defining p, (1) = exp(a W; — o2t /2) estimate (9.13) gives

dy _ - +
9.14) o= Cpay(llvoll 2 + llwollLoe + 14 [lwollLoe log™ (1))

By the law of iterated logarithms we have sup,-( py < 00 a.s. for every o > 0.
Hence, (9.14) implies

dy

(9.15) S=a( +log* ().

where

(9.16) A=C(sup pu) (Ivollz2 + wollzos +1).
1>

Let Y (¢) =log(1 4 y(¢)). We obtain from (9.15) that
dYy
— < A(l14+7Y(
T =Al+Y®)
for all ¢+ > 0. This gives Y (t) <Y (0)exp(tA) + tAexp(tA), and hence

9.17) y(1) < (14 )P exp(t Aexp(r A)).

Recalling the definition of y(¢), we note that |u(?)|wmr = y‘l(t)y(t) X
exp(—azt/2) = p (1) y(t). Thus, estimate (9.17) shows that

@y < a0 (14 uollwnr) Y exp(r A exp(cA)
with A as defined in (9.16). Therefore, for all T > 0 we have proven

sup  |lullyr.0 <00 a.s.
te[0,T NE]

So that necessarily (u, £) is a global pathwise solution, that is, we have £ = oco; cf.
Definition 4.2. We have thus now established part (i) of Theorem 4.6.
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9.2. The three-dimensional case. Fix a > 0. Let (u, £) be the maximal strong
solution of (9.1). As in the two-dimensional case, the key ingredient to global
regularity is an a priori bound on ||w| . However, due to the presence of the
vortex stretching term, in the three-dimensional case we have [cf. (9.10) above]

d o’ _1
(9.18) E”w”LOO'i‘?”w”LWEV vl yicollw|lLoe.

To exploit the damping in (9.18), we now define the stopping time

2 2
. R ol . o
©19) o =intle:y Oy = 1z | = int]r: uOl = 55 |

where C > 1 is the constant defined above (9.11). Note that o < & on the set
{& < oo}; cf. (4.3) and the Sobolev embedding. In order to ensure that o > 0 a.s.
we will at least need to impose the condition

o2
9.20 u mp < —=.
(9.20) luollwm.p ac

In fact, in order to close the estimates we shall impose additional assumptions
on ug; cf. (9.31) below.
Due to the Sobolev embedding, on [0, o] we have

2

_ _ o
(9.21) y Hwllze <y ‘||v||wl,oos?

Hence, by (9.18) and (9.21) we obtain

d o?

922 —_ 00 _ 0 < 0
9.22) dtllwllL + 1 wllLe <
on [0, o). Therefore, letting

ot
2= Jw |~ ewn(5).
we find from (9.21) and (9.22) that

2
o
(9.23) z(1) = z(0) = lwoll L~ < T
where we also used that y (0) = 1. Similar to above, we now let
ot
(9.24) y(@) = |v(@®) | yymp exp T)

By (9.6) and (9.7) we obtain

dy - _ y
7 = Cy 1y(llvlle + IIwIILoo(l +10g+<—>>)-
t Z
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Using the decay of ||v(¢)]|;2 obtained in (9.8), and assumption (9.20), the above
estimate implies

d - a’t
ay < Cy_1 exp(——)y(”uolle +Z<1 +10g+<X>))
dt 4 Z

2 2
- ot o
o= (et (7))

where we now denote

(9.25)

2 2
! t
(9:26) pa(t) =y~ () exp<‘a?> = eXP(“Wt - %)
To simplify the right-hand side of (9.25), it is convenient to observe that
o? (YN a2
9.27) Z—I—Z—I—zlog (E)§C+a +zlogy

holds whenever 0 < z < o2 /4,and z < C y [note that we indeed have these a priori
bounds on z, due to (9.11) and (9.23)]. In order to prove (9.27) we distinguish two
cases: z <y and z/C <y < z. If z < y, then log*(y/z) = log(y/z) = log(y) —
log(z). Hence the left-hand side of (9.27) is bounded by

2

a -
5 +zlog(y) — Lreo.11zlog(z) <’ +zlogy + C,

where we have used the fact that 0 < —zlog(z) < 1/e < C for all z € (0, 1].
This concludes the proof of (9.27) for y > z. On the other hand, if y < z, then
log* (y/z) = 0, and hence we need to prove that a? /4 + z is less than the left-hand
side of (9.27). For this purpose, it is sufficient to prove that

C+zlogy=>0

for all y € [z/C,z] and all z > 0. Indeed, the right-hand side of the above in-
equality is monotone increasing in y, so the minimum is attained at y = z/C,
and it equals C + zlog(z/C). A simple calculation shows that C + zlog(z/C) >
C — C_'/e > 0, for all z > 0, concluding the proof of (9.27).

Therefore, by (9.25) and (9.27) we have

dy - ot - 5
(9.28) o §C,0aexp<—?)y(C+a +zlogy).
Fix any R > 1 and define the stopping time
(9.29) g =inf{t > 0: po(t) > R}.

From (9.28) we obtain the bound

dy - ot - 2
(9.30) o <CR exp(—?)y(C +a” +zlogy)
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for all t € [0, Tg A o]. We now may apply Lemma B.1, which is a suitable version
of the logarithmic Gronwall inequality. Lemma B.1 guarantees the existence of a
positive deterministic function « (R, «) with the following properties:

2

o
K(R,a) < — for every R > 1;
(R, ) ¥ y
Iim «(R,a)=0 for every fixed « # 0;
R—>o0
lim «k(R,a) =00 for every fixed R > 1;
a?—o00
lim «(R,a)=0 for every fixed R > 1;
a?2—0

such that if the initial data satifies
(9.31) luollwmr = y(0) <k (R, a),

then a smooth solution of (9.30) satisfies

o2

9.32 £ < ——
(9.32) y() = SRC
for all ¢ € [0, tg A o]. For clarity of the presentation, we postpone the precise
formula for the function « (R, o) and the proof that (9.31) implies (9.32) to Ap-
pendix B below.

Note that the condition (9.31) imposed on the initial data automatically im-
plies (9.20), and hence o > 0. Recalling the definition of y(¢) and p,(¢) in (9.24)
and (9.26) we obtain from (9.32) that for every ¢ in the interval [0, o A TR]

—1 Olzt (xz
w(Ollymp =y @O0 | yymp =Xp| ——= | pa )y () < R —=
Ju@)) O [v@®)| g )@y = R

(9.33) c

2

[07

Yol

Hence, due to the definition of o [cf. (9.19)], bound (9.33) shows that o A Tg = Tg.
Therefore

a2

sup [u®) |10 =C3 sup Ju®)|ym, < —,
r€[0.7x] 1€[0,7x] 8
which implies that & > tg. Therefore, the maximal pathwise solution (u,£)
of (9.1) is global in time on the set {tg = oo}, that is, on the set where p4(?)
always stays below R; cf. (9.29). We now claim that

1

(9.34) Plz=00)2 1 - -z
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holds, for any R > 1. Note carefully that this lower bound in (9.34) is independent
of . Thus if we wish to obtain that the local pathwise solution is global in time
with high probability, that is,
Pél=o00)=1-¢

for some ¢ € (0, 1), it is sufficient to choose R so that

1
(9.35) — =R

&

and for this fixed R, consider an initial data 1o which satisfies ||ug||w=.r <k (R, o).
Alternatively for this R and a given (deterministic) initial data |[ug||wm.» We may
choose o2 sufficiently large so that |ug|lw=.r <k (R, «) to guarantee that the as-
sociated (u, £) is global with probability 1 — ¢. The proof of Theorem 4.6(ii), is
now complete, modulo a proof of (9.34), which we give next.

In order to estimate P(tg = 00), letting u = % we observe that
o2
Po(t) = exp((u — 7)t + oeWt)
is a geometric Brownian motion, the solution of
(9.36) dx =uxdt +axdW, x(0) =1,
where W is a standard 1 — D Brownian motion. The following lemma, with p =

%, proves estimate (9.34), and by the above discussion it concludes the proof of

Theorem 4.6.

LEMMA 9.1 (Estimates for the exit times of geometric Brownian motion).
Suppose that u < 0’2—2 and xo > 0 and is deterministic. Let x(t) be the solution
0of (9.36) and for R > 1 define tg as
(9.37) g =inf{r > 0:x(r) > R}.

Then we have

1—2u/a?
(9.38) P(tg=00)>1— (E) .

PROOF OF LEMMA 9.1. For A > 0 we apply the Ito formula for f(x) = x*
and obtain that

A —1 2 —1
%Xl_zdxdx=<ﬂk+%

Integrating up to any time ¢ A T and taking an expected value, we find that

, IATR a?r(r— 1)\
Ex*tAntp)=14+E l/«)»‘i‘TXdS-
0

dx* = x> Vdx + )xA dt +arx* dw.
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Taking A=A, =1-— i—’j in the above expression, we find that

Ex*(t Atg) = 1.

Now, using that T is increasing in R and the continuity of measures, we get
P(tg = 00) = P(ﬂ{rR > n})
n
= lim P(tg > N) = lim P(x*(N A tg) < R’)
N—oo N—o0

Ex*e(N A 1
> lim (1_M):1__’
R*e R’

which concludes the proof of the lemma. [

APPENDIX A: THE SMOOTHING OPERATOR AND ASSOCIATED
PROPERTIES

In this Appendix we define and review some basic properties of a class of
smoothing operators F, as used in [35]. These mollifiers are used to construct
solutions in W in Section 7 above.

For every ¢ > 0, let E be a standard mollifier on R¥; for instance, consider
I?g to be the convolution against the inverse Fourier transform of exp(—e¢|& 12).
Assuming 90D is sufficiently smooth, there exists (see, e.g., [1], Chapter 5) a lin-
ear extension operator E from D to R4, that is, Eu(x) = u(x) ae. in D, and
| Eullwm.pray < Cllullwmrp) form > 0,and all 2 < p < co. We also take R to be
a restriction operator, which is bounded from W7 (R¢) into W™ P (D) for m >0
and all p > 2. We let P be the Leray projection operator as defined in Section 2.
We finally define the smoothing operators F, by

(A.1) F.= PRF.E
for every ¢ > 0. We have the following basic properties for F;.
LEMMA A.1 (Properties of the smoothing operator). Suppose that m > 0, and

p = 2. For every ¢ > 0 the operator F; maps X, p into X, , where m =m+5.
Moreover the following properties hold.:

(i) The collection F is uniformly bounded on X, , independently of &
(A.2) | Feullwm.pr < Cllu|lwm.r, ueXpp,

where C = C(m, p, D) is a universal constant independent of € > 0.
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(ii) For every € > 0, when m > 1 we have

C
(A3) | Fellwnr < —lullyn-rr 1€ Xy
and
(A4) | Feu — ullym-1., < Cellu|lwm.r, ue€ Xm, p,

where C = C(m, p, D) is a universal constant independent of ¢ > 0.
(iii) The sequence of mollifications Feu converge to u, for every u in X, ,, that
is,
(A.5) lim ||F5Lt - l/t||wm,p =0,
e—0
and when m > 1 we also have

1
(A.6) lim —||F€u —ullym-1.p =0.

(iv) The convergence of Feu to u is uniform over compact subsets of Xy, p. In
particular if {u* }k>1 is a sequence of functions in X, , which converge in X, p,
then we have

(A7) lim ;§ng” Fou* —u¥ | yym, =0
and

(A.8) gh_r)%zlip—”Fu —u ”Wm 1, =0,
when m > 1.

The above properties hold for F,, since they hold for the standard mollifier F,
on R?, we have that R and E are bounded maps between the relevant Sobolev
spaces and RE = Idp a.e. For further details, see, for instance, [1, 35].

APPENDIX B: A TECHNICAL LEMMA ABOUT ODES

In this Appendix we give the proof of a technical lemma which was used in
proving the 3D case of Theorem 4.6, in Section 9.2 above. The raison d’étre of
the below lemma is to very carefully keep track of the dependence on « for all con-
stants involved. This enables us to control the quantities involved as the parameter
« is sent to either O or co.

LEMMA B.1. Ler C > 1 be a universal constant. Fix the parameters R >
l,a£0and T > 0. For yg > 0, let y(t) be a positive smooth function satisfying

dy = ot - 5
(B.1) E(t) < CReXp(—?>y(t)(C +a” +z(t)logy()),

(B.2) y(0) = yo,
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where z(t) is a given continuous function such that 0 < z(t) < o*/4 for all t €
[0, T']. There exits a positive function K (R, «) > 2 such that if

a?

(B.3) Yo = m

then we have

K(R,a) _“
2R ° = 3RC
forallt € [0,T). This function K (R, a) may be chosen explicitly as

2\ (I=1/B(Dr—1)) SCRDw(C 4+ o
(B.5) K(R,a):2R<1+<g—é> >exp( R(2 +“)),
(07

(B.4) y() <

where we have denoted Dg = exp(4C R). Additionally, for every fixed R > 1 we
obtain the asymptotic behavior for the function

o
k(R,o) = ————
2CK(R, )
to be
0(2
(B.6) hm Kk(R,a) = hm ,
a2—00 a?—00 K(R Ot)
2
(B.7) lim «(R,a) = 11rn
a?2—0 o?2—0 K(R, Ol)

PROOF OF LEMMA B.1. For ease of notation, let a(t) = CR exp(—ozzt/8).
After letting Y (#) = log y(¢), inequality (B.1) reads

dy (1)

(B.8) <a@®)((C+a?) +z()Y (1))

with initial condition Y (0) = log yp. The initial value problem associated to (B.8)
leads to the bound

Y(t) < Y(0) exp(/t a(s)z(s)ds)

+(C +a?) a(s)exp(/ta >ds
(B.9)
<Y exp( a(s)z(s) ds + C+a exp(2CR)/ a(s)ds

+

8CR(C +a?) exp(ch)
) o?

<Y(0) exp< a(s)z(s)ds
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where we used the a priori bound z < «?/4 and the identity Jo a(t)dt = 8CR/a?.
By exponentiation it follows that

Cas 8CR(C + a? 2CR
(B.10) ¥ < ygxp(fo a(s)z(s)ds) exp( (C+ 0;2) exp( ))

We note that if yg < 1, since exp(fé a(s)z(s)ds) > 1, we have

it
(Bl l) ySXP(fo a(s)z(s)ds) <0

On the other hand, if yg > 1, due to (B.3) we may bound

a2

B.12 P
( ) Y=o

whenever M < 4CK . Hence, recalling the a priori bound on z(¢) and integrating
a(t) from 0 to oo, we obtain from (B.10) and (B.12) that

2\ Dr—1
4 K _ o
(B.13) O e yo<ﬁ>

for yo > 1, since Dg = exp(ZC'R) > 3. Hence, we obtain from (B.10), (B.11)

and (B.13) that
1 a2\ Pr=1 8CC4Dr(C +a?)
—(2r(1+ (=
y°2R< ( +(M) )eXp< o? ))

1 -
=:yo—K(M).
Y05 R (M)

y()

A

(B.14)

The proof of (B.4) is complete if we show that K(M) < K for all « > 0, for
some M is chosen such that M <4C K. We now let

(B.15) M =8C1,_g¢ + 1o ga(8C) /PR @1/ (Dr=1)

a?>8

and define

2\ (1-1/(8(Dr—1))) 8CRD»(C 2
K(R,a):2R<1+<“—_) )exp( R(C +a )).

8C o?
Indeed, it is not hard to verify that for R > 1, and C > 1, we have 4CK > M for
all « > 0. Finally, to verify that the above defined K indeed is larger than K (M)
[which was defined in (B.14)], it is sufficient to check that

o2\ Pr—1 a2\ (1=1/@(Dr—=1)))
(B.16) (—) < (—_)

M 8C
for all @ > 0. Indeed, (B.16) may be checked by a direct computation using (B.15)
and Dg > 3.
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Finally, one may directly check that for any fixed R > 1, as ¢« — oo we
have K (R, a) = O (a2~ V/#*Dr=1)Y) "and therefore aZ/K(R, o) — 00,as o —> 00,
which concludes the proof of (B.6). To conclude, it is clear from the definition
of K (Ra) that it is larger than 2, and hence a?/K (R, @) — 0 as « — 0, which
completes the proof of the lemma. [

APPENDIX C: A NONBLOWUP CONDITION FOR SDES WITH
LINEAR-LOGARITHMIC GROWTH IN THE DRIFT

In this Appendix we state and prove a condition for the nonblow-up of solutions
to SODEs via a logarithmic Gronwall-type argument; see, for example, [25] for
related results.

LEMMA C.1. Fix a stochastic basis S := (2, F,P, {Fi}i=0, W). Suppose
that on S we have defined Y a real valued, predictable process defined up to a
blow-up time § > 0, that is, for all bounded stopping times T <&, sup,c[g 1Y < 00
a.s. and

sup Y =00 on the set {§ < oo}.
1€[0,§)

Assume that Y > 1 and that on [0, §), Y satisfies the Ito stochastic differential
(C.1) dY=Xdt+ZdWw, Y (0) =Yy,

where on [0,&), X, Z are, respectively, real valued and L, valued predictable
processes, and Yy is Fo and bounded above by a deterministic constant M > 0.’
Suppose there exists a stochastic process

(C.2) neL'(Q; LLL.[0, 00))

with n > 1 for almost every (w, t) and an increasing collection of stopping times
TR with tg < & and such that

(C.3) IP’( ﬂo{rR <EN T}> =0.
R>

We further assume that for every fixed R > 0, there exists a deterministic constant
KR depending only on R (independent of t), and a number r € [0, 1/2] such that

IX| < Ke((L+logV)Y +1),  1ZlL, < Kr¥' 0",

which holds over [0, tg]. Then & = oo and in particular, Sup;epo,77 Y < 00, a.s.
forevery T > 0.

TThis condition is not essential; we may merely assume that Yy < oo, almost surely; see Re-
mark C.2 below.
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PROOF. Asin [25], we introduce the functions

x 1
(o) =0+Ix), W) :/0 e+
(C4)

@ (x) = exp(¥(x)).

By direct computation we find that

CD/(X)= D(x) ’ " (x) = — Q(x)g(X)z-
x¢(x)+1 (xZ(x) + 1)
Thus, by an application of the It6 lemma, we have
/ 1 Q(Y) 1 X)) 2
d®(Y) =o' (Y)dY + EdeY = mxm — EW”Z”LZC”
oY)
Ye(y)+1

For S > 0 we define the stopping times
t
{s:=inf{r>0:Y(t) > S} A g, o ::inf{t ZO:/ nds > S}.
0

In view of the definition of &, we have that limg_,. o, s = Tg A €. Due to (C.2) we
also have that limg_, o, ps = 00. Fix T, S1, $2 > 0. We estimate and any stopping
times0<71, <1 <is5 Aps, AT

E sup &(Y)
teltq, ]
Z IX| 1] {IIZIIE,
SECD(Y(I“)HE/M Q(Y)(Yg(Y)H i 112 )d’
+E s oW ZdW‘
| o)
e e Yoy +1

<E®(Y (1) + CE/”' oY) (1 +n)dr

5 ®(Y) 2 ) 12
+CE(/TQ (Y;(Y)Jrl) ”Z”det)

T 7 1/2
<E®(Y () + CE/ OY)(1+n)dr+ CIE(/ ®(Y)’n dt)

§E®(Y(Ta))+CE/de>(Y)(1+77)dt+%E sup DY),

t€la,tp]

where C, depends on R through K and is independent of 7', S1, &, 7, and 7. Re-
arranging and applying a stochastic version of the Gronwall lemma given in [32],
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Lemma 5.3, we find

E sup oY) <C,

tE[O,USl /\,052/\T]

where here C = C(R, T, S>, M) and is independent of S| and &. Thus, sending
S1 — oo and applying the monotone convergence theorem,

(C.5) E sup oY) <C.

tE[O,psz/\‘[RAT]
Thus, by the properties of ® [cf. (C.4)] we infer

sup Y <o for each R, S > 0,
te[O,psz/\rR/\T]

on a set of full measure. Thus, since limg, . ps, = 00 we infer that, for each
R >0, sup,¢[o,rpar7 ¥ < 00, almost surely. In view of condition (C.3) imposed
on the stopping times g, this in turn implies sup,c;g ¢n71 Y < 00. Since T was
also arbitrary to begin with, we have perforce £ = 0o, almost surely. The proof is
therefore complete. [J

REMARK C.2. In Lemma C.1 we may actually just assume that Y is finite
almost surely. Indeed if we define the sets 2y := {Yo < M} we infer, arguing
similar to above that

E(lg, sup &) =Cy.
1€[0,85, Aps, AT

We thus find that £ = oo for almost every w in (s Q. Since this latter set is
clearly of full measure, we may thus establish the proof of Lemma C.1 in this
more general situation.
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