
The Annals of Applied Probability
2005, Vol. 15, No. 1A, 116–124
DOI 10.1214/105051604000000558
© Institute of Mathematical Statistics, 2005

CHARACTERIZATION OF ARBITRAGE-FREE MARKETS1

BY EVA STRASSER

Vienna University of Technology

The present paper deals with the characterization of no-arbitrage prop-
erties of a continuous semimartingale. The first main result, Theorem 2.1,
extends the no-arbitrage criterion by Levental and Skorohod [Ann. Appl.
Probab. 5 (1995) 906–925] from diffusion processes to arbitrary continuous
semimartingales. The second main result, Theorem 2.4, is a characterization
of a weaker notion of no-arbitrage in terms of the existence of supermartin-
gale densities. The pertaining weaker notion of no-arbitrage is equivalent to
the absence of immediate arbitrageopportunities, a concept introduced by
Delbaen and Schachermayer [Ann. Appl. Probab. 5 (1995) 926–945].

Both results are stated in terms of conditions for any semimartingales
starting at arbitrary stopping timesσ . The necessity parts of both results are
known for the stopping timeσ = 0 from Delbaen and Schachermayer [Ann.
Appl. Probab. 5 (1995) 926–945]. The contribution of the present paper is the
proofs of the corresponding sufficiency parts.

1. Introduction. In a discrete-time model, the usual definition of the no-
arbitrage property (NA-property) can be characterized by the existence of an
equivalent martingale measure for the underlying price process; see Harrison and
Pliska (1981) and Dalang, Morton and Willinger (1990). Within the setting of a
continuous-time model, Kreps (1981) associates the existence of an equivalent
martingale measure with a stronger no-arbitrage property, the so-called property
of no free lunch (NFL-property). In a series of detailed studies, Delbaen and
Schachermayer (1994, 1995) show that the NFL-property is equivalent to the ap-
parently weaker property of no free lunch with vanishing risk (NFLVR-property),
clarifying the situation with various versions of the NA-property.

The focus of this paper is on the characterization of weaker notions of no-
arbitrage than the NFL-property and the NFLVR-property, respectively. In this
regard, we extend criteria going back to Levental and Skorohod (1995) and
Schweizer (1995), applying results by Delbaen and Schachermayer (1995).

Fix a finite time horizonT > 0 and a stochastic base(�,FT ,P ; F), where
the filtrationF = (Ft )0≤t≤T is assumed to satisfy the usual conditions. The set of
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R
d -valued semimartingales is denoted byS and forS ∈ S, the setL(S) is defined

to be the set ofRd -valued, predictable,S-integrable processes. Moreover, recall
that a locally square integrable semimartingale has a canonical decomposition,
S = S0 + M + A, into a locally square integrable martingaleM with M0 = 0 and
a predictable process of finite variationA with A0 = 0.

In the context of mathematical finance, a market model is a vector ofd + 1
assets, one bond andd stocks. The price process of the bond is assumed to be
constant (i.e., we choose the bond as numeraire) and the price process of thed

stocks is assumed to be anRd -valued semimartingaleS. A portfolio is a pair
(x,H), wherex ∈ R is the initial wealth andH ∈ L(S) specifies the number
of shares in each asset held in the portfolio. The corresponding (self-financing)
wealth-processX is given byX = x + H · S. Let us denote byX the family of
wealth-processes, that is,

X := {X = x + H · S :x ∈ R,H ∈ L(S)}.
A wealth-processX ∈ X is called admissible if it is uniformly bounded from
below. Let us denote byXa ⊆ X the family of admissible wealth-processes and
by X+ ⊆ Xa the family of nonnegative wealth-processes.

For a semimartingaleS and a stopping timeσ ≤ T we defineσS to be the
semimartingaleS starting atσ , that is,σSt := S(σ+t)∧T , 0 ≤ t ≤ T . Note thatσS
is adapted to the filtrationσ F = (σFt )0≤t≤T , whereσFt := F(σ+t)∧T , 0≤ t ≤ T .
Accordingly, we defineσX to be the set of wealth-processes given byσX =
x + H · σS, wherex ∈ R andH ∈ L(σS).

Let us recall some basic concepts of no-arbitrage theory. We say thatS satisfies
the NA-property, if for everyX ∈ Xa , we have

X0 = 0 and XT ≥ 0 �⇒ XT = 0.(NA)

Moreover, we say thatS satisfies the NA+-property, if for everyX ∈ X+, we have

X0 = 0 and X ≥ 0 �⇒ X = 0.(NA+)

Recall that by Delbaen and Schachermayer [(1995), Lemma 3.1], for a
continuous semimartingale the NA+-property is equivalent to the absence of so-
called immediate arbitrage opportunities.

An equivalent (absolutely continuous) probability measureQ ∼ P (Q 	 P )
is called an equivalent (absolutely continuous) local martingale measure for the
semimartingaleS if S is a localQ-martingale with respect to the filtrationF.

2. Main results. It is a well-known fact that the existence of an equivalent
local martingale measure implies the NA-property. The reverse implication is not
true in general. However, for special classes of semimartingales one can achieve a
characterization. This is the topic of our first main result, Theorem 2.1.

Levental and Skorohod (1995) prove in their Theorem 1 a kind of prototype
of our Theorem 2.1 under the additional assumption that the local martingale
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part M of the continuous semimartingaleS is of the formM = � · W . Here,
W is an R

d -valued Brownian motion defined on its natural filtration and� is
an adapted matrix-valued process such that each�t is invertible, 0≤ t ≤ T .
Within this framework, the martingale representation property holds true and
thus the proof can be based on explicit representations of the local martingale
measures. Delbaen and Schachermayer (1995) consider in their Theorem 1.4 the
more general case of arbitrary continuous semimartingales and show that the
NA-property implies the existence of an absolutely continuous local martingale
measure. The proof relies on the fundamental theorem of asset pricing by Delbaen
and Schachermayer (1994). Recently, Kabanov and Stricker (2003) extend this
result, dropping the continuity assumption for the semimartingales.

Theorem 2.1 is an extension of the criterion by Levental and Skorohod (1995) to
arbitrary continuous semimartingales, using the result by Delbaen and
Schachermayer (1995). In the meantime, after the submission of the present pa-
per, Kabanov and Stricker (2003) extended Theorem 2.1 to the case of markets
with countably many assets.

THEOREM 2.1. The continuous semimartingale S satisfies the NA-property
iff for every stopping time σ ≤ T there exists an absolutely continuous local
martingale measure σQ 	 P satisfying σQ|Fσ ∼ P |Fσ for the semimartingale σS

starting at σ .

For a detailed proof we refer to Section 3. The author thanks Y. Kabanov for
pointing out a lacuna in a preliminary version of the proof.

Before we present our second main result, Theorem 2.5, we give a reformulation
of Theorem 1 in Levental and Skorohod (1995). For this purpose, let us recall an
important structure condition, which can be characterized in terms of a very weak
notion of no-arbitrage.

THEOREM 2.2. Let S be a locally square integrable semimartingale. Then
every nonnegative, predictable wealth-process X ∈ X of bounded variation is
constant iff the structure condition dA 	 d〈M,M〉 is valid, that is, there exists
a predictable process λ with values in R

d such that dA = d〈M,M〉λ.

This theorem is proved using the same arguments as in the proof of Theorem 3.5
in Delbaen and Schachermayer (1995). A direct proof is given in Strasser (2003).

A semimartingaleS as used by Levental and Skorohod (1995) always satisfies
the structure conditiondA 	 d〈M,M〉. In this case, the absolutely continuous
local martingale measures used in Theorem 2.1 can be derived from a particular
process. To be explicit, such a semimartingaleS satisfies the NA-property iff for
every stopping timeσ ≤ T the density process

σZ := E

(
−

∫
λ′I�σ,T � dM

)
(2.1)
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satisfiesE(σZT ) = 1. The relation between our Theorem 2.1 and Levental and
Skorohod (1995), Theorem 1, is then established by definingdσQ := σZT dP .

Now we are in a position to present our second main result. Recall that for an
arbitrary continuous semimartingaleS satisfyingdA 	 d〈M,M〉, the condition
E(σZT ) = 1 implies the existence of an absolutely continuous local martingale
measure forσS. In general, ifE(σZT ) < 1, σZ is not the density of an absolutely
continuous local martingale measure, but sometimes a so-called supermartingale
density, a notion we adopt from Kramkov and Schachermayer [(1999), Section 2].
Note that this notion of a supermartingale density is slightly stronger than that
introduced by Kabanov and Stricker (2003).

DEFINITION 2.3. A nonnegative (strictly positive) processY is a (strict)
supermartingale density forS if Y is a supermartingale withY0 = 1 such that the
productYX is a supermartingale for everyX ∈ X+.

It is easy to see that the existence of a strict supermartingale density implies
the NA+-property. Our second main theorem shows that it is even possible to
characterize the NA+-property by means of the existence of supermartingale
densities. The key idea is similar to that of Theorem 2.1, that is, we impose
conditions on the semimartingalesσS starting at arbitrary stopping timesσ . For
a proof as well as further equivalent assertions see Theorem 3.5 in Section 3.

THEOREM 2.4. A continuous semimartingale S satisfies the NA+-property iff
for every stopping time σ ≤ T the process σZ defined in (2.1) is a supermartingale
density for σS.

3. Proof of the main results. Let us begin with the proof of Theorem 2.1. For
this purpose, we state and prove an auxiliary lemma, which isolates the basic idea
of the proof of Theorem 2.1.

LEMMA 3.1. Let S be a continuous semimartingale and suppose that there
exists an absolutely continuous local martingale measure Q 	 P satisfying
Q|F0 ∼ P |F0. Let X ∈ Xa such that X0 = 0 and XT ≥ 0 and define

τ := inf{t > 0 :Xt 
= 0}.
Then we have τ > 0.

PROOF. Denote byZ the density process ofQ with respect toP . The local
martingaleZX is bounded from below by a multiple of the martingaleZ and thus
ZX is a supermartingale. The nonnegativity ofZT XT yields ZX ≡ 0 and thus
Xθ ≡ 0, where the stopping timeθ is defined by

θ := inf{t > 0 :Zt = 0 orZt− = 0}
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satisfyingθ > 0. For a more detailed proof we refer to Strasser (2003).�

PROOF OFTHEOREM 2.1. Necessity: Fix a stopping timeσ ≤ T and observe
that the NA-property ofS implies the NA-property ofσS. Applying Delbaen and
Schachermayer [(1995), Theorem 1.4], we get the existence of an absolutely
continuous local martingale measureσQ 	 P satisfying σQ|Fσ ∼ P |Fσ for σS.
A recent discussion of this result can be found in Kabanov and Stricker (2003).

Sufficiency: Let X ∈ Xa with X0 = 0 andXT ≥ 0. Define the stopping time

σ := inf{t > 0 :Xt 
= 0} ∧ T

and assumeP (σ < T ) > 0. It is easy to see thatσX ∈ σXa satisfiesσX0 = 0 and
σXT ≥ 0. Moreover,

στ := inf{t ≥ 0 :σXt 
= 0}
is a stopping time with respect to the filtrationσ F satisfyingστ = 0 on{σ < T }.

By assumption, there exists an absolutely continuous probability measure
σQ 	 P satisfyingσQ|Fσ ∼ P |Fσ for σS. Applying Lemma 3.1 toσS andσX yields
στ > 0 on {σ < T }. This is a contradiction. Hence,σ = T and the assertion is
proved. �

Let us turn to the discussion of Theorem 2.4. For this purpose, letF be a
càdlàg, predictable and increasing process withF0 = 0 such thatdA = g dF and
d〈M,M〉 = v dF . Here,g andv denote predictable Radon–Nikodym derivatives.
Using this notation, the structure conditiondA 	 d〈M,M〉 can equivalently be
stated as follows: there exists a predictable processλ with values inR

d such that

g = vλ, F ⊗ P -a.e.(3.1)

This structure condition is frequently used in the literature; see, for example,
Ansel and Stricker (1992) and Schweizer (1995). Karatzas and Shreve (1998)
consider positive continuous semimartingales and naturally use a logarithmic
version of (3.1).

Let us define the notion of the mean-variance trade-off, similar to
Schweizer [(1995), Section 2].

DEFINITION 3.2. AssumedA 	 d〈M,M〉 and let λ be any predictable
process satisfying condition 2 of Theorem 2.2 [or equivalently equation (3.1)].
The family

Kt
s :=

∫ t

s
λ′vλdF, 0 ≤ s ≤ t ≤ T,(3.2)

is called the mean-variance trade-off (MVT).
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Clearly, the MVT is not necessarily finite. Finiteness of the MVT, that is,
KT

0 < ∞, simplifies the situation considerably. The following assertion follows
from Theorem 2.2 and Corollary 3 in Schweizer (1995).

COROLLARY 3.3. Let S be a continuous semimartingale and assume KT
0 <∞.

Then S satisfies the NA+-property iff dA 	 d〈M,M〉.

The question arises whether it is possible to characterize the NA+-property
without assumingKT

0 < ∞. This problem is settled by our second main result,
Theorem 2.4. For completion, we will prove a more detailed assertion in
Theorem 3.5 containing that of Theorem 2.4. For this we need the following
notion, going back to Delbaen and Schachermayer (1995) and Levental and
Skorohod (1995).

DEFINITION 3.4. We say that the MVT does not jump to∞, if the stopping
time α defined by

α := inf{t > 0 :Kt+h
t = ∞ ∀h ∈]0, T − t]}

satisfiesα = ∞.

Obviously, KT
0 < ∞ implies α = ∞, whereas the converse is not true in

general. For reasons of proof, we equivalently reformulate the assertion of
Theorem 2.4 in the following theorem.

THEOREM 3.5. Let S be a continuous semimartingale. The following are
equivalent:

1. The semimartingale S satisfies the NA+-property.
2. The structure condition dA 	 d〈M,M〉 is valid and the MVT does not jump to

∞.
3. For every stopping time σ ≤ T the process σZ defined in (2.1)is a supermartin-

gale density for σS.
4. For every stopping time σ ≤ T there exists a supermartingale density σY for σS.

The proof of the implication 1⇒ 2 is a straightforward extension of Delbaen
and Schachermayer [(1995), Section 3]. Below, we prove implications
2 ⇒ 3 and 4⇒ 1.

In the setting of Levental and Skorohod (1995), the NA+-property implies
α = ∞. Our Theorem 2.4 shows that under the assumptiondA 	 d〈M,M〉, which
is weaker than the setting of Levental and Skorohod (1995), the conditionα = ∞
is even equivalent to the NA+-property.
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PROOF OFTHEOREM 3.5. 2⇒ 3: Fix a stopping timeσ with P (σ < T ) > 0.
It is easy to see thatP (Kσ+h

σ = ∞ ∀h ∈ �0, T − σ �) = 0 and that the stopping
time

τ := τ (c) := inf{h > σ :Kσ+h
σ = c} ∧ T, c ∈ R+,(3.3)

satisfiesτ > σ on {σ < T }, since the MVT(Kσ+h
σ )h∈�0,T −σ� is continuous,

starts at zero and does not jump to∞. Moreover,
∫

λ′vλ1�σ,τ� dF < ∞ and thus∫
λ′1�σ,τ� dM is a locally square integrable martingale.
Note that the continuous semimartingaleσS has a canonical decomposition

σS = σS0 + σM + σA with respect to the filtrationσ F. Moreover, the predictable
characteristicsσg andσv of σS satisfyσg = (gT

σ+t )t∈[0,T ] andσv = (vT
σ+t )t∈[0,T ].

Finally, dA 	 d〈M,M〉 obviously impliesdσA 	 d〈σM, σM〉 and thus we have
σg = σvσλ, P ⊗ F -a.e.

Defineρ := ρ(c) := τ − σ , whereτ is as in (3.3), and note thatρ ≥ 0 as well
as ρ > 0 on {σ < T }. In general,ρ is not a stopping time with respect to the
filtration F, but it is a stopping time with respect to the filtrationσ F. Indeed, since
σ andτ are stopping times with respect to the filtrationF, we obtain

{ρ ≤ t} = {τ − σ ≤ t}
= {τ ≤ (σ + t) ∧ T } ∈ Fτ ∩ F(σ+t)∧T ⊆ σF t ∀ t ∈ [0, T ].

Define

σZ := E

(
−

∫
σλ′ dσM

)
.(3.4)

Since
∫

σλ′ d(σM)ρ is a locally square integrable martingale, it follows that
0 < (σZ)ρ = 1− ∫

σZσλ′ d(σM)ρ is a locally square integrable martingale, too,
and that

(σA)ρ =
∫

σgI�0,ρ� dσF =
∫

σvσλI�0,ρ� dσF =
∫

σλ′ d〈σM, σM〉ρ.(3.5)

Straightforward computations as in Schweizer (1995) prove the local mar-
tingale property of(σZσS)ρ . Consequently,(σZσX)ρ is a supermartingale for
everyσX ∈ σX+.

Defineρ(∞) := τ (∞) − σ , where

τ (∞) := inf{h > σ :Kσ+h
σ = ∞} ∧ T .

Observe limc→∞ ρ(c) = ρ(∞) and σZ1�ρ(∞),T � = 0. In particular, we have
σZ = (σZ)ρ(∞) as well asσZσX = (σZσX)ρ(∞). Together with Fatou’s lemma,
this implies

E(σZt
σXt |Fs) ≤ lim

c→∞E
(
(σZt

σXt )
ρ(c)|Fs

) ≤ lim
c→∞(σZs

σXs)
ρ(c) = σZs

σXs,

0 ≤ s ≤ t ≤ T , since the choice ofc ∈ R+ in (3.3) was arbitrary. Hence,σZ is a
supermartingale density forσS.



ARBITRAGE-FREE MARKETS 123

4 ⇒ 1: LetX ∈ X+ with X0 = 0. Define the stopping time

σ := inf{t > 0 :Xt 
= 0
} ∧ T(3.6)

and assumeP (σ < T ) > 0. It is easy to see thatσX ∈ σX+ satisfiesσX0 = 0.
Moreover,

στ := inf{t ≥ 0 :σXt 
= 0} ∧ T

is a stopping time with respect to the filtrationσ F satisfyingστ = 0 on{σ < T }.
By assumption, there exists a supermartingale densityσY for σS. Define the

stopping time

θ := inf{t ≥ 0 :σYt = 0 or σYt− = 0}
and note thatθ > 0 on {σ < T } since σY0 = 1. SinceσY σX is a nonnegative
supermartingale, it follows thatσY σX ≡ 0 and(σX)θ ≡ 0. We obtain in particular
that στ ≥ θ > 0 on {σ < T }. This is a contradiction. Hence,σ = T and the
assertion is proved.�
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