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AN EXTENSION OF KATO’S STABILITY CONDITION FOR
NONAUTONOMOUS CAUCHY PROBLEMS

Gregor Nickel and Roland Schnaubelt∗

Abstract. An extension of Kato’s stability condition for nonautonomous
Cauchy problems is presented. It is proved that in the commutative case
this condition and a mild regularity assumption imply wellposedness.
If one supposes the Kato-stability, then the solutions are given by an
integral formula. By means of examples we show that in general these
stability conditions cannot be omitted in our results. Moreover, it is seen
that the Kato-stability is not necessary for wellposedness.

1. Introduction

The theory of nonautonomous Cauchy problems{
u̇(t) = A(t)u(t)
u(s) = us, a ≤ s ≤ t ≤ b,(nCP)

for unbounded linear operators on Banach spaces is still in an incomplete state.
However, at least in the so-called hyperbolic case, all results are based on

the classical 1970 paper of Kato [7] and his stability condition. In preliminary
results (see, e. g., [6]) the operators A(t) were assumed to generate contraction
semigroups, and thus Kato’s stability condition was automatically satisfied
(see below). It is then used, e. g., in [3], [2], [8], or [1] in combination with more
or less complicated regularity conditions to obtain wellposedness of (nCP ). A
necessary and sufficient characterisation of wellposedness is still lacking.

0Received June 25, 1997; revised October 2, 1997.
Communicated by S.-Y. Shaw.
1991 Mathematics Subject Classification: 47D06, 34G10.
Key words and phrases: Nonautonomous Cauchy problem, wellposedness, Kato’s stability,
commutative case.
∗The authors wish to thank R. Nagel and F. Räbiger for many stimulating discussions. The
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In this paper we show that even this stability condition is not necessary for
wellposedness (cf. Example 3.4). We introduce a weaker concept of stability
which suffices to show wellposedness in the commutative case under rather
weak regularity assumptions (Section 2). Here we partly generalize a result
for generators of contraction semigroups obtained by Goldstein [5]. In Section
3 we give examples and counterexamples illustrating the various notions and
thus, hopefully, contributing to a better understanding of the complicated
behaviour of (nCP ).

Let us first fix some notations. Throughout, we consider a compact interval
I := [a, b] ⊂ R and the triangle D := {(t, s) ∈ I2 : s ≤ t}. On the interval I we
consider partitions Pn := {tn0 , tn1 , . . . , tnm(n)} with a = tn0 < tn1 < . . . < tnm(n) = b.
A sequence of partitions, denoted by (Pn), converges to 0 if

lim
n→∞

sup
1≤j≤m(n)

| tnj − tnj−1 | = 0.

The Kato-stability can be defined in the following way (cf. [10, p. 131]), where
products are always taken to be time-ordered.

Definition 1.1. (Kato-stability) A family (A(t), D(A(t)))t∈I of generators
of C0-semigroups on a Banach space X is called Kato-stable, if there exist
constants M ≥ 1 and ω ∈ R such that∥∥∥∥∥∥

m(n)∏
j=0

esjA(tnj )

∥∥∥∥∥∥ ≤Me
ω
∑m(n)

j=0
sj

for any partition Pn := {tn0 , tn1 , . . . , tnm(n)} and sj ≥ 0.

It can easily be verified (cf. [10, Thm. 5.2.2]) that the Kato-stability is
equivalent to the condition

(ω,∞) ⊂ ρ(A(t)) for t ∈ [a, b]

and ∥∥∥∥∥∥
m(n)∏
j=0

R(λ,A(tnj ))

∥∥∥∥∥∥ ≤M(λ− ω)−m(n)−1

for λ > ω and for any partition Pn := {tn0 , tn1 , . . . , tnm(n)}.
Clearly, a family of generators of quasicontractive semigroups with uniform

exponential bound is Kato-stable.
Inspired by the explicit formula for the solution of the above Cauchy prob-

lem in the commutative (and bounded) case (see Section 2), we now weaken
the concept of stability.
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Definition 1.2. ((Pn)-stability) For a given sequence of partitions (Pn)
converging to 0, a family (A(t), D(A(t)))t∈I of generators of C0-semigroups on
a Banach space X is called (Pn)-stable, if there exists an M ≥ 1 such that for
any subinterval [s, t] ⊆ I we have∥∥∥∥∥(e(t−tnl )A(tnl+1))

(
l∏

i=k+1

e(tni −t
n
i−1)A(tni )

)
(e(tnk−s)A(tnk ))

∥∥∥∥∥ ≤M
for every n ∈ N, where {tnk , tnk+1, . . . , t

n
l } := [s, t] ∩ Pn.

Stability on every subinterval [s, t] ⊆ I is essential for proving wellposed-
ness and does not follow automatically from stability on the whole interval I
(see Section 3, Example 3.3).

Example 3.4 shows that the (Pn)-stability actually depends on the choice
of the special sequence of partitions (Pn) and that it is strictly weaker than
the Kato-stability. Moreover, in Example 3.2 we present a family which is
unstable for any sequence of partitions converging to 0.

Definition 1.3. (Wellposedness) A family (U(t, s))(t,s)∈D of bounded op-
erators on a Banach space X is called a strongly continuous evolution family
if U(t, r)U(r, s) = U(t, s) and U(s, s) = Id for t ≥ r ≥ s and t, r, s ∈ I,
and the mapping D 3 (t, s) 7→ U(t, s) is strongly continuous. For a given
family (A(t), D(A(t)))t∈I of closed, linear operators on a Banach space X the
nonautonomous Cauchy problem{

u̇(t) = A(t)u(t)
u(s) = us, a ≤ s ≤ t ≤ b,(nCP)

is wellposed if there exists a unique strongly continuous evolution family (U(t, s))(t,s)∈D

on X and a dense subspace Y ⊆ X, such that U(t, s)Y ⊆ D(A(t)) for every
(t, s) ∈ D and t 7→ U(t, s)us is a (classical) solution of (nCP ) for any us ∈ Y .

Remark 1.4. The principle of uniform boundedness implies that a strongly
continuous evolution family U(t, s) is bounded on the compact set D. It is
possible to consider unbounded evolution families on unbounded intervals by
restricting to arbitrary compact intervals.

2. A Wellposedness Theorem for the Commutative Case

In the case of bounded commuting operators A(t), the solution of the
nonautonomous Cauchy problem (nCP ) is given by

U(t, s)us = e
∫ t
s
A(r)dr

us.
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The following considerations are inspired by this fact.
We consider a family (A(t), D(A(t)))t∈I of generators of C0-semigroups

((eτA(t))τ≥0)t∈I on the Banach space X and assume the following commuta-
tivity and continuity property.

Assumption 2.1. The semigroups ((eτA(t))τ≥0)t∈I pairwise commute and
there exists a space Y ⊆ Ỹ := ∩t∈ID(A(t)) which is dense in X. Moreover
the mapping t 7→ A(t)y is continuous from I to X for all y ∈ Y .

For the remainder of this section we fix a sequence of partitions (Pn) con-
verging to 0. To approximate the solution of (nCP ) we consider for any
partition Pn := {tn0 , tn1 , . . . , tnm(n)} the piecewise constant family

An(s) := A(tnk) for tkk−1 < s ≤ tnk and tnk ∈ Pn.

Now we define an operator Bn(t, s) : Y → X by

Bn(t, s)y :=
∫ t

s

An(r)y dr

= (tnk − s)A(tnk)y +
l∑

i=k+1

(tni − tni−1)A(tni )y + (t− tnl )A(tnl+1)y

for tnk−1 < s ≤ tnk ≤ tnl ≤ t < tnl+1. Since the semigroups ((eτA(t))τ≥0)t∈I
commute, Bn(t, s) is closable and its closure Bn(t, s) is the generator of a C0-
semigroup still commuting with all the semigroups ((eτA(t))τ≥0)t∈I as well as
with all the resolvents R(λ,A(s)) (see [9, A-I.3.8]). Let

Un(t, s) := eBn(t,s)

=
(
e(t−tnl )A(tnl+1)

) ( l∏
i=k+1

e(tni −t
n
i−1)A(tni )

)
(e(tnk−s)A(tnk )).

(2.1)

The following stability condition is our main assumption.

Assumption 2.2. ((Pn)-stability) The family (A(s))s∈I is (Pn)-stable, i.
e., there is an M ≥ 1 such that for any a ≤ s ≤ t ≤ b and for all n ∈ N we
have

‖Un(t, s)‖ ≤M(t, s) := sup
n
‖Un(t, s)‖ ≤M <∞.

We can now state our main result.

Theorem 2.3. If the family (A(s))s∈I fulfills Assumptions 2.1 and 2.2,
then there exists a unique strongly continuous evolution family (U(t, s))(t,s)∈D

such that
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(a) U(t, s)Y ⊆ Ỹ ,

(b) the function t 7→ U(t, s)y is continuously differentiable for all y ∈ Y and
∂

∂t
U(t, s)y = A(t)U(t, s)y for t ≥ s,

(c) ‖U(t, s)‖ ≤M(t, s).

Consequently, (nCP ) is wellposed.

Proof. The first part of the proof uses ideas which can be found, e. g.,
in the proof of [10, Thm. 5.3.1]. Since the operators Un(t, s) commute with
the resolvent R(λ,A(r)) for all (t, s) ∈ D, r ∈ I, we have Un(t, s)Y ⊆ Ỹ and
A(r)Un(t, s)y = Un(t, s)A(r)y for every y ∈ Y , and (t, s) ∈ D, r ∈ I. More-
over, ∂

∂t
Un(t, s)y = A(tnl+1)Un(t, s)y and ∂

∂s
Un(t, s)y = −Un(t, s)A(tnk)y for

t 6= tnl and s 6= tnk . Therefore, ∂
∂r
Un(r, s)y = Un(r, s)An(r)y and ∂

∂r
Un(t, r)y =

−Un(t, r)An(r)y for r ∈ (s, t)\Pn.
Note that all (Un(t, s))(t,s)∈D are strongly continuous evolution families and

that all the mappings (t, s) 7→ ∂
∂s
Un(t, s)y as well as (t, s) 7→ ∂

∂t
Un(t, s)y are

piecewise continuous.
Since the mapping r 7→ A(r)y is uniformly continuous on the compact

interval I for y ∈ Y , we obtain for the piecewise constant functions (An(·)y)
that

lim
m,n→∞

sup
s∈I
‖An(s)y −Am(s)y‖ = 0.(2.2)

It now follows that

‖Un(t, s)y − Um(t, s)y‖=
∥∥∥∥∫ t

s

∂

∂r
(Un(t, r)Um(r, s))y dr

∥∥∥∥
≤
∫ t

s

‖Un(t, r)Um(r, s) (An(r)−Am(r))y‖ dr

≤M2(b− a) sup
r∈I
‖An(r)y −Am(r)y‖.

By equation (2.2) the right-hand side converges to 0 as n,m → ∞ indepen-
dently of (t, s) ∈ D. Therefore we can define

U(t, s)y := lim
n→∞

Un(t, s)y.(2.3)

By the density of Y ⊂ X and the stability condition 2.2 we extend this map-
ping by defining

U(t, s)x := lim
n→∞

Un(t, s)x, x ∈ X.(2.4)
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From the properties of the evolution families (Un(t, s)) we obtain a strongly
continuous evolution family (U(t, s))(t,s)∈D satisfying ‖U(t, s)‖ ≤ M(t, s). In
addition, the operators U(t, s) commute with all the resolvents R(λ,A(r)).
This implies U(t, s)Ỹ ⊆ Ỹ and A(r)U(t, s)y = U(t, s)A(r)y for every y ∈ Ỹ .

It remains to show assertion (b). To do this we remark first that for fixed
y ∈ Y ,

lim
n→∞

[A(r)U(t, s)y −An(r)Un(t, s)y]

= lim
n→∞

[Un(t, s) (A(r)−An(r))y + (U(t, s)− Un(t, s))A(r)y] = 0
(2.5)

independently of (t, s) ∈ D and r ∈ I. Taking now t 6∈ Ω := ∪n∈NPn, s < t < b
and h ∈ R with small |h| > 0 we obtain∥∥∥∥Un(t+ h, s)− Un(t, s)

h
y − Um(t+ h, s)− Um(t, s)

h
y

∥∥∥∥
=

∥∥∥∥∥1
h

∫ t+h

t

[An(r)Un(r, s)y −Am(r)Um(r, s)y]dr

∥∥∥∥∥
≤ sup

s≤r≤b
‖An(r)Un(r, s)y −Am(r)Um(r, s)y‖.

(2.6)

Using (2.5) we obtain that for any ε > 0∥∥∥∥U(t+ h, s)− U(t, s)
h

y − Un(t+ h, s)− Un(t, s)
h

y

∥∥∥∥
≤ sup

s≤r≤b
‖A(r)U(r, s)y −An(r)Un(r, s)y‖ ≤ ε

(2.7)

if n ≥ N(ε, y), t 6∈ Ω, and h ∈ (0, b− t).
Consider now the following expression for fixed b > t > s ≥ a, y ∈ Y , small

|h| > 0 and t 6∈ Ω:

1
h

[U(t+ h, s)− U(t, s)]y −A(t)U(t, s)y

=
1
h

[U(t+ h, s)− U(t, s)]y − 1
h

[Un(t+ h, s)− Un(t, s)]y︸ ︷︷ ︸
In

+
1
h

[Un(t+ h, s)− Un(t, s)]y −An(t)Un(t, s)y︸ ︷︷ ︸
IIn

+ [Un(t, s)− U(t, s)]An(t)y︸ ︷︷ ︸
IIIn

+U(t, s)[An(t)−A(t)]y︸ ︷︷ ︸
IVn

.
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For arbitrary ε > 0, we can – using (2.7) and (2.2) – choose N1 = N1(ε, y) ∈ N
such that ‖In‖ ≤ ε and ‖IVn‖ ≤ ε for every n ≥ N1 uniformly for h ∈
(0, b − t). Since the sequence xn := An(t)y converges to A(t)y and Un(t, s)
converges strongly to U(t, s), we have IIIn → 0 as n→∞. So we can choose
N = N(ε, y) ∈ N such that ‖In‖ + ‖IIIn‖ + ‖IVn‖ ≤ 3ε for n ≥ N . For this
N ∈ N we obtain that IIN → 0 as h→ 0. Consequently,

lim
h→0

∥∥∥∥1
h

[U(t+ h, s)− U(t, s)]y −A(t)U(t, s)y
∥∥∥∥ ≤ 3ε.

Since ε > 0 was arbitrary, the equation ( ∂
∂t

)+U(t, s)y = A(t)U(t, s)y follows
for any t 6∈ Ω.

The continuity of the mapping (t, s) 7→ A(t)U(t, s)y follows from

A(t′)U(t′, s′)y −A(t)U(t, s)y

= U(t′, s′) [A(t′)−A(t)]y + [U(t′, s′)− U(t, s)]A(t)y

and the strong continuity of U(t, s) and A(t)y. Thus the continuous function
t 7→ U(t, s)y is differentiable for t ∈ I\Ω, where ∂

∂t
U(t, s)y = A(t)U(t, s)y for

t ∈ I\Ω. Since Ω is countable and the function t 7→ A(t)U(t, s)y is continuous,
we obtain

∂

∂t
U(t, s)y = A(t)U(t, s)y

for all (t, s) ∈ D. Uniqueness of the evolution family follows by a standard
argument (cf. [10, p. 138]).

Remark 2.4. If the family (A(t))t∈I is Kato-stable, then the space X
can be equivalently renormed such that each (eτA(s))τ≥0 becomes a (quasi)
contraction semigroup (cf. [10, p. 260]). The contractive case was considered
by Goldstein [5], where our result is proved even for piecewise continuous
functions A(·).

Even more can be said in this case.

Proposition 2.5. If the family (A(t))t∈I is Kato-stable and satisfies As-
sumption 2.1, then all assertions of Theorem 2.3 hold. Moreover,

∫ t
s A(r) dr

(defined pointwise on Y ) is closable and its closure (we denote it still by
∫ t
s A(r)

dr) is a generator. The solution of the Cauchy problem is then given by

U(t, s) = e
∫ t
s
A(r)dr for (t, s) ∈ D.(2.8)

Proof. The Kato-stability implies that for an arbitrary sequence of parti-
tions (Pn) all operators Bn(t, s) defined as above are generators of the same
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type (M,ω(t− s)). In addition, we have by Assumption 2.1

Bn(t, s)y n→∞→
∫ t

s

A(r)ydr for all y ∈ Y.

To apply the theorem of Trotter-Kato (cf. [10, Thm. 3.4.5]) we have to show
that the range of (λ−

∫ t
s A(r)dr) is dense in X. In fact, for λ > ω and y ∈ Y ,∥∥∥∥(λ− ∫ t

s

A(r)dr
)
R(λ,Bn(t, s))y − y

∥∥∥∥
≤ ‖R(λ,Bn(t, s))‖

∥∥∥∥(Bn(t, s)−
∫ t

s

A(r)dr
)
y

∥∥∥∥
which shows convergence to 0 as n→∞. So the closure of the range contains
Y which is dense in X. By the theorem of Trotter-Kato we now obtain that the
closure B(t, s) of

∫ t
s A(r)dr is a generator and that eBn(t,s)x

n→∞→ e
∫ t
s
A(r)dr

x.

By equation (2.4) we conclude U(t, s) = e
∫ t
s
A(r)dr which gives the solutions of

(nCP ).

3. Discussion and Examples

In Theorem 2.3 and Proposition 2.5 the main assumptions were the (Pn)-
stability and the Kato-stability of the family (A(s))s∈I , respectively. In this
section we present examples showing that these assumptions cannot be weak-
ened in general. Moreover, a family is constructed which is (Pn)-stable for a
certain sequence of partitions (Pn) converging to 0, while it is not Kato-stable
and is unstable with respect to another sequence of partitions (Qn).

In order to achieve this, we first construct uniformly bounded, commuting
C0-semigroups (eτAk)τ≥0 such that ‖eτnAn · · · eτ1A1‖ = Mn for 0 < τk < 2ak
and a given sequence (ak), where the operators eτkAk are translations on a
weighted L1-space.

To be more precise, fix M > 1 and 0 < ak ≤ min{ 1
2(M−1) ,

1
M+1} for k ∈ N.

Set bk := 1 − (M − 1)ak and Jk := [0, bk]. Then max{ 1
2 , 2ak} ≤ bk < 1. Let

hk : Jk → R be defined by

hk(ξ) :=

{
1 for 0 ≤ ξ < ak or 2ak < ξ ≤ bk,
M for ak ≤ ξ ≤ 2ak.

Set µk := hkλ, where λ is the Lebesgue measure on Jk. Then (Jk, µk), k ∈ N,
is a probability space. Thus the product space (Ω, ν) :=

∏
k∈N(Jk, µk) and the
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space X := L1(Ω, ν) are well-defined. We denote by ‖ · ‖ the 1-norm on X and
by χC the characteristic function of a set C. Note that the space

X0 =lin {χC : C = C1 × · · · × Cn × Jn+1 × · · · , n ∈ N,

Ck ⊆ Jk measurable}

is dense in X because X0 contains all simple functions in L1(Ω, ν). In addition,
if ϕk ∈ L1(Jk, µk) and Ω(n) :=

∏∞
k=n+1 Jk, then the product function

f := ϕ1 · · ·ϕnχΩ(n) : (ξ1, · · ·) 7→ ϕ1(ξ1) · · ·ϕn(ξn)

is an element of X and ‖f‖ =
∏n
k=1

∫
Jk
|ϕk|dµk . Finally, for measurable sets

Ck ⊆ Jk, k ∈ N, the set C :=
∏
k Ck is ν-measurable and ν(C) =

∏
k µk(Ck).

(See e.g. [11, pp. l67] for relevant facts from the integration theory.)
On the space X we define for each k ∈ N a nilpotent right-translation

semigroup by

(eτAkf) (ξ1, · · ·) :=

 f(ξ1, · · · , ξk − τ, ξk+1, · · ·), if ξk − τ ∈ Jk,

0, if ξk − τ 6∈ Jk.

In the following lemma we show that these semigroups are strongly continuous.
We denote the generator of (eτAk)τ≥0 by (Ak, D(Ak)). Formally, we have
Akf = − ∂

∂ξk
f .

Lemma 3.1. Let X and ((eτAk)τ≥0)k∈N be defined as above. Then the
following assertions hold.

(a) The semigroups ((eτAk)τ≥0)k∈N are strongly continuous and commute
pairwise. Moreover, ‖eτAk‖ = M for 0 < τ < 2ak, ‖eτAk‖ ≤ 1 for
τ ≥ 2ak and eτAk = 0 for τ ≥ bk.

(b) ‖eτnAn · · · eτ1A1‖ = Mn for 0 < τk < 2ak, 1 ≤ k ≤ n, and n = 1, 2, · · ·.

(c) The space Y := {f ∈ ∩k∈ND(Ak) : supk∈N ‖Akf‖ < ∞} endowed with
the norm ‖f‖Y := max{‖f‖, supk ‖Akf‖} is continuously and densely
embedded in X.

Proof. For f ∈ X0 one easily shows ‖eτAkf‖ ≤M‖f‖ and limτ→0 ‖eτAkf−
f‖ = 0. Therefore the semigroups ((eτAk)τ≥0)k∈N are strongly continuous. The
other assertions in (a) are obvious. In order to prove assertion (b) we consider

Ck :=

 [ak − τk, ak], if 0 < τk ≤ ak,

[0, 2ak − τk], if ak < τk < 2ak

491
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for k = 1, · · · , n. Let C := C1 × · · · × Cn × Jn+1 × · · ·. Then we have

‖eτnAn · · · eτ1A1χ
C‖ =

n∏
k=1

µk(Ck + τk) = Mn
n∏
k=1

λ(Ck) = Mn‖χC‖.

Thus, (b) holds. It remains to show that the space Y is dense in X.
Let Yn : = {f = ϕ1 · · ·ϕnχΩ(n) : ϕk ∈W 1,1 (Jk, µk), ϕk(0) = 0, 1 ≤ k ≤

n} for n ∈ N. For k ≤ n a straightforward computation yields

Yn ⊆ D(Ak) and Akf = −ϕ1 · · ·ϕ′k · · ·ϕnχΩ(n) = − ∂

∂ξk
f.

Fix 0 < ε ≤ 1 and f = χ
C , where C = C1 × · · · × Cn × Jn+1 × · · · and Ck ⊆

Jk is measurable. Then there is a function gn = ϕ1 · · ·ϕnχΩ(n) ∈ Yn such that

‖f − gn‖ =
∫
J1

· · ·
∫
Jn

|χC1 · · ·χCn − ϕ1 · · ·ϕn|dµn · · · dµ1 ≤ ε.(3.1)

We set c := max1≤l≤n{
∫
Jl
|ϕl|dµl,

∫
Jl
|ϕ′l|dµl}. In addition, consider functions

ϕl ∈ W 1,1(Jl, µl) with ϕl(0) = 0, l = n + 1, · · ·, which are equal to 1 on
[ε2−l+1, bl] and linear on [0, ε2−l+1]. Then we have∫

Jl

ϕldµl ≤ 1,
∫
Jl

(1− ϕl)dµl ≤ εM2−l and
∫
Jl

ϕ′ldµl ≤M(3.2)

for l = n + 1, · · ·. Set gm := ϕ1 · · ·ϕ · · ·ϕmχΩ(m) for m ≥ n. Then gm ∈ Yk ⊆
D(Ak) and Akgm = − ∂

∂ξk
gm for m ≥ k. From (3.2) we deduce

‖gm − gm−1‖≤
∫
Jm

(1− ϕm)dµm
m−1∏
l=1

∫
Jl

|ϕl|dµl

≤ εMcn2−m and

‖Akgm −Akgm−1‖≤
∫
Jk

|ϕ′k|dµk
∫
Jm

(1− ϕm)dµm
m−1∏
l=1
l 6=k

∫
Jl

|ϕl|dµl

≤ εM2cn2−m

(3.3)

for m ≥ N := max{n+1, k+1}. Hence, (gm)m≥N and (Akgm)m≥N are Cauchy
sequences. By the closedness of the operator Ak the function g := limm gm is
an element of D(Ak) and Akg = limmAkgm, k ∈ N. Thus, ‖Akg‖ ≤ Mcn and
g ∈ Y . Finally, (3.1) and (3.3) yield

‖f − g‖ ≤ ‖f − gn‖+ ‖gn − g‖ ≤ (1 +Mcn)ε.

This shows that Y is dense in X.
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We now can construct the announced counterexamples. In the sequel we
use the spaces X, Y and the operators (Ak, D(Ak)) and eτAk as defined above.

Example 3.2. There is a family (A(s), D(A(s)))0≤s≤1 of generators of
commuting C0-semigroups ((eτA(s))τ≥0)0≤s≤1 on X such that

(a) ‖eτA(s)‖ ≤ 2 for all τ ≥ 0 and Y ⊆ ∩0≤s≤1D(A(s)),

(b) A(·) ∈ C([0, 1],L(Y,X)),

(c) the Cauchy problem (nCP ) corresponding to (A(s))0≤s≤1 is not well-
posed and the family (A(s))0≤s≤1 is not (Pn)-stable for any sequence of
partitions (Pn) converging to 0.

Proof. Set M := 2 and sk := 1− 2−k for k = 0, 1, . . .. Moreover, let τk :=
sk−1 + sk−sk−1

2 = sk−1 + 2−k−1 for k ∈ N. Define functions αk ∈ C[0, 1], k ∈ N,
such that αk(s) = 0 for s 6∈]sk−1, sk[, αk(τk) = 2−k+1 and αk is linear on
[sk−1, τk] and [τk, sk]. Set ak :=

∫ sk
sk−1

αk(r)dr, k ∈ N. Then ak = 2−2k. Now,
according to the sequence (ak) we can define the spaces X,Y and the operators
(Ak, D(Ak)) as above.

Let A(s) := αk(s)Ak and D(A(s)) := D(Ak) for sk−1 ≤ s < sk and
k = 1, 2, . . ., and A(1) := 0. By Lemma 3.1, the operators A(s) generate
commuting C0-semigroups satisfying (a). Moreover, we have for sk−1 < s, t <
sk and f ∈ Y ,

‖A(t)f −A(s)f‖ ≤ 4|t− s| ‖f‖Y and ‖A(s)f‖ ≤ |αk(s)| ‖f‖Y .

Hence, (b) holds.
For 0 ≤ s ≤ sl ≤ sm ≤ t < 1, we set

U(t, s) :=
(
e

∫ t
sm

αm+1(r)drAm+1

)
(eamAm) · · ·

(eal+1Al+1)
(
e
∫ sl
s
αl(r)drAl

)
.

(3.4)

This defines a strongly continuous evolution family (U(t, s))0≤s≤t≤1 solving
the Cauchy problem (nCP ) corresponding to (A(s))0≤s<1. However, Lemma
3.1(b) implies ‖U(sm, 0)‖ = 2m. Hence, by Remark 1.4, (nCP ) is not well-
posed on [0,1]. On the other hand, by assertions (a), (b) and Lemma 3.1(c)
the family (A(s))0≤s≤1 satisfies Assumption 2.1. Thus, it follows from Theo-
rem 2.3 that the family (A(s))0≤s≤1 cannot be (Pn)-stable for any sequence of
partitions (Pn) converging to 0.

In the following two examples we use the family (A(s))0≤s≤1 from Example
3.2.
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Example 3.3. Let the family (B(s), D(B(s)))−1≤s≤1 be defined by B(s) =
A1 with D(B(s)) = D(A1) for s ∈ [−1, 0] and B(s) = A(s) with D(B(s)) =
D(A(s)) for s ∈ [0, 1]. This family is stable on the interval [−1, 1] but unstable
on the interval [0, 1] with respect to any sequence of partitions (Pn) converging
to 0.

Proof. The second claim has been shown in Example 3.2. Moreover, recall
that eτA1 = 0 for τ ≥ b1 = 3

4 . Hence, for any sequence of partitions (Pn)
converging to 0 we can find an index N such that Vn(1,−1) = 0 for n ≥ N ,
where Vn(t, s) are the products with respect to B(s) and Pn (cf. (2.1)).

Example 3.4. Consider the operators C(s) := 2A(s) with D(C(s)) =
D(A(s)), 0 ≤ s ≤ 1. Then the following assertions hold.

(a) There are sequences of partitions (Pn) and (Qn) converging to 0 such
that the farmily (C(s))0≤s≤1 is (Pn)-stable, but neither (Qn)-stable nor
Kato-stable.

(b) The Cauchy problem corresponding to (C(s))0≤s≤1 is wellposed, but the
representation formula (2.8) does not hold for 1 = t > s ≥ 0.

Proof. We want to show stability of the products Wn(t, s) correspond-
ing to the family (C(s))0≤s≤1 and the partitions Pn := {tnk = k2−n : k =
0, · · · , 2n}, n ∈ N (cf. (2.1)). First, observe that every partition Pn is a refine-
ment of the preceding one and 1 − 2−m = sm ∈ Pn for n ≥ m. Moreover, we
have tn2n = 1, tn2n−1 = sn, t

n
2n−2 = sn−1 and

∑
tn
k
∈]sl−1,sl[

2−nαl(tnk) = 2−n2−l+1 + 2
2n−l−1−1∑

k=1

4k2−2n = al

for n ≥ l + 1. This yields

Wn(1, sl) = e0An+1e0Ane2an−1An−1 · · · e2al+1Al+1

and
Wn(sm, sl) = e2aNAN · · · e2al+1Al+1 ,

where N = max{m,n− 1} and n ≥ l+ 2. Thus, ‖Wn(1, sl)‖, ‖Wn(sm, sl)‖ ≤ 1
for n ∈ N and m ≥ l. The stability of the products Wn(t, s), 0 ≤ s ≤ t ≤ 1,
follows readily.

Clearly, the family (C(s))0≤s≤1 satisfies Assumption 2.1. Hence, Theorem
2.3 implies wellposedness of the corresponding Cauchy problem. Moreover,
the family (C(s))0≤s≤1 cannot be Kato-stable, since then the operators A(s) =
1
2C(s) would be Kato-stable contradicting Example 3.2.
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We now define partitions Qn := {rnk : k = 0, · · · , 2n}, n ∈ N, by

rnk := tnk − 2−n−1 if tnk = τ1, · · · , τn−1, and rnk := tnk otherwise.

Let W̃n, (t, s), 0 ≤ s ≤ t ≤ 1, be the products with respect to the family
(C(s))0≤s≤1 and the partitions Qn. Then we obtain

σl :=
∑

τn
k
∈]sl−1,sl[

2−nαl(rnk ) = al − 3 · 2−2n

for n ≥ l + 1. Since we have W̃n+1(1, 0) = e2σnAn · · · e2σ1A1 for n ∈ N, Lemma
3.1(b) implies ‖W̃n+1(1, 0)‖ = 2n. Thus, the family (C(s))0≤s≤1 is not (Qn)-
stable.

It remains to show the second claim in assertion (b). Let (W (t, s))0≤s≤t≤1
be the evolution family corresponding to (C(s))0≤s≤1 which is given as in (3.4)
for t < 1. Since limt→1W (t, 0)f = W (1, 0)f , we obtain for f ∈ X0,

(W (1, 0)f)(ξ1, ξ2, · · ·)

=

{
f(ξ1 − 2a1, ξ2 − 2a2, · · ·) if ξk − 2ak ∈ Jk for all k ∈ N,

0 otherwise.

Assume now that there is a space D ⊆ ∩0≤s≤1D(A(s)) such that the closure of the

operator (
∫ 1

0 C(r)dr,D) is a generator and W (1, 0) = e

∫ 1

0
C(r)dr. Then we would have(

e
1
2

∫ 1

0
C(r)dr

f

)
(ξ1, ξ2, · · ·)

=

{
f(ξ1 − a1, ξ2 − a2, · · ·) if ξk − ak ∈ Jk for all k ∈ N,

0 otherwise

for f ∈ X0. But this mapping cannot be continuously extended to a bounded operator
on X (use again Lemma 3.1(b)). Thus the representation formula (2.8) for W (1, 0)
does not hold. Clearly, one can show in the same way that this is also true for
W (1, s), 0 < s < 1.
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Auf der Morgenstelle 10, 72076, Tübingen, Germany


