
TAIWANESE JOURNAL OF MATHEMATICS
Vol. 14, No. 5, pp. 1713-1739, October 2010
This paper is available online at http://www.tjm.nsysu.edu.tw/

FROM PLANAR NEARRINGS TO GENERATING BLOCKS

Hsin-Min Sun

Abstract. Planar nearrings, like most of the subjects in finite geometries, can
be applied for the construction of block designs. In this article we introduce the
ideas of constructing simple BIBDs (balanced incomplete block designs) from
field-generated (or nearfield-generated) planar nearrings. Further investigation
reveals that there are strong connections between these kinds of constructions
and the action of a sharply 2-transitive group on a set. We next explore the
structures of the constructions. The theory is derived from finite fields directly.
The main point is on finding a subset S (called generating block) of the field
F with respect to the given stabilizer StabF∗(S). A big portion of simple
BIBDs with various parameters can be obtained in this way; many simple
BIBDs with the same parameters appear. We classify the constructed BIBDs
according to the types of the respective generating blocks.

1. INTRODUCTION

Planar nearring is one of the topics in finite geometries. M. Anshel and J.R. Clay
began its study in the 1960s [1, 2]. In the 1980s, J. R. Clay got the idea of circles
in a planar nearring [9, 11, 13]. Later on, he developed some related ideas about
“rays”, “line segments”, and “lines” in a planar nearring [14]. The interested reader
is referred to some materials [3, 10, 12, 17, 19, 20, 21] on planar nearrings and
finite geometries. Especially there is a recent survey by W.-F. Ke [18].

Like most of the subjects in finite geometries (e.g., affine planes or projective
planes), planar nearrings can be applied for the construction of block designs. The
use of planar nearrings to constructing BIBDs dates back to Ferrero’s and Clay’s
papers [8, 15]. J. R. Clay and his followers discover many related connections with
these kinds of combinatorial structures and with other kinds.

In this article we will develop a method for constructing BIBDs from finite
fields. This method covers all the results of constructing BIBDs from field-generated
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planar nearrings. Structures of the constructions will be analyzed and the constructed
BIBDs will be classified.

1.1. Planar Nearrings

A (left) nearring is an algebraic structure (N, +, ·) such that (N, +) is a group
(not necessarily abelian), (N, ·) is a semigroup (i.e., · is associative), and · satisfies
the left distributive law with respect to +: a ·(b+c) = a ·b+a ·c, for any a, b, and c
in N . The definition of planarity is motivated by two nonparallel lines intersecting
at exact one point in affine planes constructed from fields. For a nearring (N, +, ·),
define an equivalence relation =m on N by a =m b if and only if ax = bx for
all x ∈ N . If a =m b, we say that a and b are equivalent multipliers. A nearring
(N, +, ·) is called planar when (1) =m has at least three equivalence classes, i.e.,
|N/=m| ≥ 3; (2) for constants a, b, c ∈ N with a �=m b, the equation ax = bx + c

has a unique solution for x in N .
The construction of planar nearrings is known as the Ferrero Planar Nearring

Factory in Clay’s book [12, §4]. We will not use the construction in the sequel.
However, we need the definition of a Ferrero pair.

Definition 1.1. Let (N, +) be a group, and let Aut(N, +) be the set of all
automorphisms of (N, +). Let Φ ≤ Aut(N, +) such that:

(1) 1N �= φ ∈ Φ and φ(x) = x implies x = 0 (i.e., Φ is a regular group of
automorphisms).

(2) −φ + 1N is surjective for any 1N �= φ ∈ Φ.
We call (N, Φ) a Ferrero pair.

Note that every planar nearring is constructible from a Ferrero pair. And, if
(N, +, ·) is a planar nearring constructed from the Ferrero pair (N, Φ), then we
have N∗ · a = Φ(a).

Let F be a field. Define automorphism φa : F → F by φa(x) = ax. Let P
be a subgrooup of (F∗, ·), Φ = {φa | a ∈ P}. Then (F, Φ) is a field-generated
Ferrero pair. A planar nearring is field-generated if it is generated from a field-
generated Ferrero pair. Similarly, there are nearfield-generated and ring-generated
planar nearrings.

Let (C, +, ·) be the field of complex numbers. Define the operation ◦ on the
complex plane (C, +, ·) by

a ◦ b =




0, if a = 0;
a

|a| · b, otherwise.

Then (C, +, ◦) is a (left) planar nearring. Define the operation ∗ on the complex
plane (C, +, ·) by
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a ∗ b = |a| · b.

Then (C, +, ∗) is also a (left) planar nearring. These two planar nearrings, which
are related to circles and rays in the complex plane, motivate some ideas in the
study of geometry in finite planar nearrings.

Given a finite planar nearring (N, +, ·), let N ∗ = N \{0}. For a, b ∈ N , a �= 0,
the circle C(a, b) with radius |a| and centered at b is N ∗ · a + b. For a, b ∈ N ,
a �= b, the ray from a through b is

−→
a, b = N · (b− a) + a; the (line) segment with

endpoints a and b is

a, b =
−→
a, b ∩−→b, a = [N · (b− a) + a] ∩ [N · (a− b) + b];

the line through a and b is

←→
a, b =

−→
a, b ∪−→b, a = [N · (b− a) + a] ∪ [N · (a− b) + b].

Thus in finite geometries we are interested in knowing what kind of geometric
properties these objects can possess.

1.2. Balanced Incomplete Block Designs (BIBDs)

Let V be a finite nonempty set of symbols, and suppose B is a nonempty
collection of nonempty subsets of V . Then (V,B) is called a BIBD (balanced
incomplete block design) if there are parameters r, k, and λ with the following
properties: every block in B has exactly k symbols; every symbol appears in exactly
r blocks; every pair of distinct symbols appears in exactly λ blocks. There are
another two parameters v = |V | and b = |B|. So sometimes a BIBD is described
as a (v, b, r, k, λ) design. It is well-known that vr = bk and λ(v − 1) = r(k −
1). Therefore, once we know (v, k, λ) for a BIBD, the other two parameters are
determined. Thus a BIBD is called a (v, k, λ) design. A design without repeated
blocks is called simple. In this article we shall always consider simple BIBDs.

The modern study of BIBDs begins with Bose, Fisher, and Yates [6, 16, 24].
BIBDs can be constructed by various ways [5]. One of the methods uses difference
families. Suppose (V, +) is a group of order v. Let Bi = {bi,1, bi,2, . . . , bi,k} (1 ≤
i ≤ t) be t k-subsets of V . Then the collection {B1, . . . , Bt} forms a (v, k, λ)
difference family if every nonzero element of V appears exactly λ times in the list
of differences bi,j−bi,l (1 ≤ i ≤ t; 1 ≤ j, l ≤ k). In this case, the Bi are called base
blocks and all the translates of the base blocks form a (v, k, λ) BIBD. A k-subset
S of V is a short block if S + g = S for some nonzero g ∈ V . A collection of
k-subsets of V forms a (v, k, λ) partial difference family if all the distinct translates
of the base blocks form a (v, k, λ) BIBD.

Let v, k, and λ be positive integers. It is not difficult to check that (1) λ(v−1) ≡
0 mod (k− 1) and (2) λv(v− 1) ≡ 0 mod k(k− 1) are necessary conditions for
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the existence of a BIBD with parameters (v, k, λ). We fix v and k, then the smallest
positive integer that satisfies these conditions is denoted by λmin. It then follows that
λmin divides λ whenever a (v, k, λ) BIBD exists. Let λ1 = (k−1)/ gcd(k−1, v−1)
and let λ2 = k(k − 1)/ gcd(k(k − 1), v(v − 1)), then λmin = lcm(λ1, λ2) =
k(k − 1)/c1c2 gcd(k, v) where c1 = gcd(k, v − 1) and c2 = gcd(k− 1, v − 1).

Given a finite planar nearring (N, +, ·) constructed from the Ferrero pair (N, Φ),
let B◦ = {N ∗ ·a+b | a, b ∈ N, a �= 0} be the collection of circles. Clay shows that
(N,B◦) is a BIBD [12, (5.5)] with parameters v = |N |, b = v(v−1)/k, r = v−1,
k = |N ∗/=m| = |Φ|, and λ = k − 1. In particular, a circular planar nearring
can produce a nice circular BIBD, in which any two distinct blocks have no more
than two points in common. Sometimes, the collection of rays is also a BIBD [12,
(7.9),(7.11)]. The author finds that segments [21] and lines in a field-generated (or
nearfield-generated) planar nearring can be used to constructing BIBDs [20, (8.3),
(8.5), (11.16)].

Investigations reveal that there are strong connections between these construc-
tions and the action of a sharply 2-transitive group on a set. It is known that the
action of a sharply 2-transitive group on a set yields a simple BIBD [5, III.4.6].
The affine group of a nearfield (F, +, ·) is defined as

Aff(F ) = {τb,a : F → F | τb,a(x) = bx + a, b ∈ F ∗, a ∈ F}.

We also know that Aff(F ) is a sharply 2-transitive group on F . Therefore, given
any subset S of F , the orbit OrbG(S) of S under the action of G = Aff(F ) is a
simple BIBD. In this article we explore the structures of these constructions.

To give a more transparent (and elementary) development, we derive the theory
by using finite fields directly. In the next section, we introduce the method and
analyze the basic structures. In section three, we give the constructions from finite
fields. We will first show that there exists a subset S (called generating block) of
the field F with respect to the given stabilizer StabF∗(S). Accordingly, various
BIBDs with the possible parameters can be obtained. Thereafter, we develop other
constructions of BIBDs in section four. Meanwhile, we give a classification of the
constructed BIBDs. The results are stated mainly in the following places: Theo-
rem 2.7, Theorem 3.5, Corollary 3.6, Theorem 4.4, Theorem 4.9, Theorem 4.10,
and Theorem 4.14 to Theorem 4.25. Since the construction is possible from a finite
nearfield, we introduce this structure here. A left nearfield is an algebraic structure
(F, +, ·) such that (F, +) is a group, (F ∗ = F \ {0}, ·) is also a group, and ·
satisfies the left distributive law with respect to +: a · (b + c) = a · b + a · c for
any a, b, and c in F . Similarly, we can also define a right nearfield. For more facts
about nearfields, the reader is referred to Clay’s or Wähling’s books [12, 23].
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2. SIMPLE BIBDS FROM FINITE NEARFIELDS

In this section we will develop a method for constructing BIBDs. We also
analyze the basic structures of the constructions.

Let us assume that (F, +, ·) is a finite left nearfield (or just a finite field)
with |F | = q and characteristic charF = p. Let S be a proper subset of F and
|S| = k ≥ 2. We call S a generating block. For any nonempty subset B of F

and any b ∈ F∗, a ∈ F , we use the following notations: bB = {bx | x ∈ B} and
B − a = {x− a | x ∈ B}. Define B = {bS + a | b ∈ F ∗, a ∈ F}.

The following tells that all blocks in B are of the same size. Besides, B is
invariant under certain transformations.

Theorem 2.1. (1) |B| = |S| for any B in B.
(2) B remains the same if S is replaced by βS + α or by β(S + α) for any

β ∈ F ∗ and any α ∈ F .

Define∼c on F ∗ by b1 ∼c b2 if there is a ∈ F such that b1S = b2S+a. Then∼c

is an equivalence relation on F ∗. Define ∼r on F by a1 ∼r a2 if S +a1 = S +a2.
Then ∼r is an equivalence relation on F . Let n = |F ∗/∼c| and let µ = |F/∼r|. Let
Tc = {b1, b2, . . . , bn} be a set of representatives of the equivalence classes induced
by ∼c, and denote the equivalence class of b by b. Also let Tr = {a1, a2, . . . , aµ}
be a set of representatives of the equivalence classes induced by ∼r, and denote the
equivalence class of a by ã.

We have some structures for the equivalence relation ∼c on F ∗ as follows.

Theorem 2.2. (1) 1 is a subgroup of F ∗.
(2) The equivalence classes induced by ∼c are exactly those left cosets of 1 in

F ∗; we have b = b1 for any b ∈ F ∗.
(3) F ∗ =

⊔n
k=1 bk =

⊔n
k=1 bk1 = Tc1 =

⊔
β∈1 Tcβ, where the symbol

⊔
means

disjoint union.
(4) n = |F ∗|/|1|.

We also obtain some structures for the equivalence relation ∼r on F .

Theorem 2.3. (1) 0̃ is an additive subgroup of F .
(2) The equivalence classes induced by ∼r are exactly those cosets of 0̃ in F ;

we have ã = a + 0̃ for any a ∈ F .
(3) F =

⊔µ
k=1 ãk =

⊔µ
k=1(ak + 0̃) = Tr + 0̃ =

⊔
α∈0̃(Tr + α).

(4) µ = |F |/|0̃|.
(5) S is a union of some cosets of 0̃ and so |0̃| divides |S|.



1718 Hsin-Min Sun

(6) If ∼r is nontrivial, that is, | 0̃| > 1, then gcd(|S|, |F |) > 1.

Corollary 2.4. For any nonempty proper subset S ⊂ F with p � |S|, ∼ r is
trivial and therefore µ = q.

Theorem 2.5. If S is an additive subgroup of F , then 0̃ = S.

We find all the distinct blocks in B. Therefore, the size of B is determined.

Theorem 2.6. (1) B = {bi(S + aj) | 1 ≤ i ≤ n, 1 ≤ j ≤ µ}.
(2) b = |B| = µn.

Proof. These can be asserted by showing (1) and (2) below.

(1) bS + a = bi(S + aj) for some bi ∈ Tc and some aj ∈ Tr.
(2) For any bi1, bi2 ∈ Tc and aj1 , aj2 ∈ Tr, bi1(S + aj1) = bi2(S + aj2) if and

only if i1 = i2 and j1 = j2.

The main result of this section is as follows.

Theorem 2.7. (1) (F,B) is a simple BIBD with parameters v = q, b = µn =
|F/∼r| · |F ∗/∼c|, r = µnk

q , k = |S|, and λ = µnk(k−1)
q(q−1)

.

(2) {b1S, b2S, . . . , bnS} is a difference family if ∼r is trivial, and a partial dif-
ference family if ∼r is nontrivial.

(3) If p �= 2 and |1| is odd, then the BIBD (F,B) can be partitioned into two
isomorphic simple BIBDs with parameters v = q, b = µn

2 , r = µnk
2q , k = |S|,

and λ = µnk(k−1)
2q(q−1) .

Proof. Since B − c = B, the number of blocks in B containing c is the same
as the number of blocks in B containing 0. Since |S| ≥ 2, we have {0, 1} is a
subset of some block. One candidate is (y− x)−1(S − x) ∈ B where x, y ∈ S and
x �= y. It remains to show that every pair {c, d}, c �= d, appears the same number
of times as {0, 1} does. This follows from the equation (d−c)−1(B−c) = B. This
proves (1). Part (2) is a consequence of (1). To prove (3), note that bi and −bi are
in different cosets of 1 for any i since p �= 2 and |1| is odd. So −biS = bjS + a
for some j �= i and some a. However, biS and −biS have the same difference lists.
Thus these biS can be put into two parts such that b iS and bjS = −biS − a are
each in different parts (n is sure to be even). The difference lists of these two parts
are the same. Therefore the statement follows since their union forms a (partial)
difference family. The map x �→ −x is an isomorphism of these two designs.
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2.1. Zero-Sum Generating Blocks

If
∑

x∈S x = 0, we say that S is a zero-sum generating block (abbreviated as
ZSGB). When p � k, we can assume S is a ZSGB, since if we let s =

(∑
x∈S x

)
k−1

and S ′ = S − s, then the summation for S ′ is zero and S ′ generates the same B as
S does. Moreover, we can assume 1 ∈ S. This is because B remains the same if S

is replaced by any βS for β ∈ F∗.

Definition 2.1.
(1) Let S be a zero-sum generating block. Then it is of the first type if 0 /∈ S.

Otherwise, it is of the second type. A ZSGB containing 1 is abbreviated as
ZSGBO.

(2) For any nonempty subset S of F , define S to be a generating block of the
first type if there exist β ∈ F ∗ and α ∈ F such that βS + α is a ZSGB of
the first type; if there exist β ∈ F ∗ and α ∈ F such that βS + α is a ZSGB
of the second type, we say that S is of the second type.

(3) For any BIBD (F,B) constructed in Theorem 2.7, we say B (or the BIBD) is
of the first type if it is generated by a first-type block; B (or the BIBD) is of
the second type if it is generated by a second-type block.

Theorem 2.8. Suppose p � k. Then any generating block S ⊂ F with |S| = k
is either of the first type or of the second type. Therefore any BIBD with block size
k is either of the first type or of the second type.

For any generating block S, let StabF∗(S) = {b ∈ F ∗ | bS = S}, which is the
stabilizer subgroup of S under the action of F ∗ on

(
F
k

)
.

In the following theorems, we investigate some properties of StabF∗(S), espe-
cially when S is a zero-sum generating block.

Theorem 2.9.
(1) StabF∗(S)S=S; so S\{0} is a disjoint union of right cosets ofStabF∗(S).
(2) If StabF∗(S) is nontrivial, then S is a ZSGB.
(3) StabF∗(S) ⊆ S if S is a ZSGBO.

Theorem 2.10. If S is a zero-sum generating block and p � k, where k = |S|,
then

(1) β1 ∼c β2 ⇐⇒ β1S = β2S, and so 1 = StabF∗(S);
(2) |StabF∗(S)| divides k if S is of the first type;
(3) |StabF∗(S)| divides (k − 1) if S is of the second type;
(4) {bS | b ∈ F ∗} = {b1S, b2S, . . . , bnS}.
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Note that when p � k, we have ∼r is trivial by Corollary 2.4. Then B =
{biS + a | 1 ≤ i ≤ n, a ∈ F}. Therefore if F is a finite field with g a generator
of F∗, we may choose bi = g(i−1) for 1 ≤ i ≤ n. That is, {S, gS, . . . , g(n−1)S} is
a difference family for (F,B).

Example 2.1. If S is a nontrivial multiplicative subgroup of F ∗, then S is a
first-type ZSGBO; 1 = S, and therefore n = (q − 1)/k; ∼r is trivial, and hence
µ = q. So (F,B) is a first-type simple BIBD with parameters (q, k, k− 1).

The following reveals certain connections between first-type ZSGBs and second-
type ZSGBs.

Theorem 2.11.
(1) Suppose S ′ = S � {0}, then StabF∗(S ′) = StabF∗(S).

(2) Suppose S is a first-type ZSGB and p � k(k + 1); let S ′ = S � {0}. If the
BIBD generated by S has parameters (q, k, λ), then the BIBD generated by
S ′ has parameters (q, k+1, λ(k+1)/(k−1)). In particular, these two BIBDs
have the same number of blocks.

(3) Suppose S is a second-type ZSGB and p � k(k − 1); let S′′ = S \ {0}. If
the BIBD generated by S has parameters (q, k, λ), then the BIBD generated
by S′′ has parameters (q, k− 1, λ(k− 2)/k). In particular, these two BIBDs
have the same number of blocks.

2.2. The Possible Parameters

We now discuss the possible parameters of the BIBDs constructed in Theo-
rem 2.7 when p � k. Since 0̃ is trivial and so µ = q at this time, it is enough to
focus on the value c = |1|. If (F,B) is a first-type BIBD, then c divides k. We
also know that c divides q−1. Therefore the parameters for a first-type BIBD must
be of the form (q, k, k(k − 1)/c) for c | gcd(k, q − 1). Similarly, we obtain that
the parameters for a second-type BIBD must be of the form (q, k, k(k− 1)/c) for
c | gcd(k − 1, q − 1).

We have developed a method for constructing BIBDs from generating blocks of
finite nearfields. The basic structures of the constructions are analyzed.

3. THE CONSTRUCTIONS FROM FINITE FIELDS

In this section we will show that, in a finite field, ZSGBOs with given stabilizers
do exist except in some situations. Thereafter, various BIBDs with the possible
parameters mentioned above can be obtained.
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We assume that p is a prime and q = pα. Let (F, +, ·) be the finite field with
|F | = q and let g be a generator of F∗. Recall that StabF∗(S) is equal to 1 when
p � k and S is a ZSGB with |S| = k. For 3 ≤ k ≤ q−4, we are going to construct a
first-type ZSGBO S such that |S| = k and |StabF∗(S)| = c where c is any number
with c | gcd(k, q − 1). The exceptions are when (1) q = 7, k = 3, and c = 1,
or (2) q = 9, k = 4, and c = 1. For 4 ≤ k ≤ q − 3 and c is any number with
c | gcd(k − 1, q− 1), we are going to construct a second-type ZSGBO S such that
|S| = k and |StabF∗(S)| = c. There are also exceptions when (1) q = 7, k = 4,
and c = 1, or (2) q = 9, k = 5, and c = 1.

Therefore, for 3 ≤ k ≤ q − 4, we obtain a first-type BIBD with parameters
(q, k, k(k−1)/c) when p � k and c is any divisor of gcd(k, q−1). For 4 ≤ k ≤ q−3,
when p � k and c is any divisor of gcd(k− 1, q − 1), a second-type BIBD with the
above parameters is also constructed. The corresponding exceptions are indicated
as in the above paragraph. Moreover, if p �= 2 and c is an odd number in these
constructions, simple BIBDs with parameters (q, k, k(k− 1)/2c) can be obtained.

We are going to establish three lemmas, which will be applied in the proof of
Theorem 3.5. The constructions in Lemma 3.3 and Lemma 3.4 rely mainly on the
following theorem.

Theorem 3.1. We assume that p is a prime, q = pα, 3 ≤ k ≤ q − 3, and
gcd(k, q − 1) > 1. Let (F, +, ·) be the finite field with |F | = q. Let c be any
divisor of gcd(k, q − 1) and let Φ be the subgroup of F ∗ with |Φ| = c. Suppose
that S is a first-type ZSGBO, |S| = k, and ΦS = S. For any prime divisor u of
gcd(k, q − 1)/c, define zu according to

(1) if u � c, then let zu = g(q−1)/u;

(2) if u | c and suppose uw ‖ c, then let zu = g(q−1)/y where y = u(w+1).

We have StabF∗(S) = Φ if for any prime divisor u of gcd(k, q − 1)/c, there is
x ∈ 〈zu〉 \ Φ such that x /∈ S. In particular, if zu /∈ S for any prime divisor u of
gcd(k, q − 1)/c, then we have StabF∗(S) = Φ.

Proof. It is clear that Φ is a subgroup of StabF∗(S). We also have that
|StabF∗(S)| divides gcd(k, q − 1). So StabF∗(S) is in the subgroup of order
gcd(k, q−1). We consider the possibility that Φ is a proper subgroup of StabF∗(S).
Then S must contain some subgroup 〈zu〉, where u is a prime divisor of gcd(k, q−
1)/c and zu is defined above. Thus if we exclude all the possible cases in choosing
S, we get StabF∗(S) = Φ.

Lemma 3.2. When 3 ≤ k ≤ (q − 1)/2 and gcd(k, q − 1) = 1, there is a
first-type ZSGBO in F with |S| = k such that StabF∗(S) is trivial.



1722 Hsin-Min Sun

Proof. Any first-type ZSGBO S with |S| = k has trivial StabF∗(S) since
|StabF∗(S)| divides gcd(k, q−1). We construct such a generating block S according
to p �= 2 or p = 2 in the following.

• The case for p �= 2.
Since q − 1 is even, we have that k is an odd number. We then choose S as
S = (T � {1, t− 1}) \ {t} where T satisfies: (1) 0, 1 /∈ T , (2) x ∈ T ⇔
−x ∈ T , and (3) |T | = k − 1. The element t ∈ T is any one with t �= 2 and
t−1 /∈ T . There are

((q−3)/2
(k−1)/2

)
choices of T that meets these three conditions.

Any S specified above is a first-type ZSGBO with |S| = k. For example,
when α = 1 (so F = Zp), our first choice of S is

S =
(

T �
{

1,
p− k

2

})
\

{
p− k + 2

2

}

where

T =
{

p

2
± 2i− 1

2
| i = 1, . . . ,

k − 1
2

}

=
{

p− k + 2
2

,
p− k + 4

2
, . . . ,

p + k − 2
2

}
.

• The case for p = 2.

(1) If k = 4i for i ≥ 1, we choose S as S = t−1T where T satisfies:
(1) 0, 1 /∈ T , and (2) 2i disjoint pairs x, x + 1 are in T . The element
t is in T . There are

(
(q−2)/2

2i

)
choices of such T that meets these three

conditions. Any S specified above is a first-type ZSGBO with |S|=k.
(2) If k = 4i + 3 for i ≥ 0, we first construct a first-type ZSGBO S1

with |S1| = 3. We take F as an α-dimensional vector space over Z2

for α ≥ 3. Let {e1 = 1, e2, . . . , eα} be a basis of F over Z2. Then
S1 = {e1, e2, e1 + e2} is a first-type ZSGBO. When i ≥ 1, we then
choose T so that (1) e1, e2, e1 + e2 /∈ T , and (2) 2i disjoint pairs x,
x+ 1 are in T . If i = 0, we let T be the empty set. There are

(
(q−4)/2

2i

)
choices of such T . Next let S = S1 �T . Then S is a first-type ZSGBO
with |S| = k.

(3) If k = 4i + 5 for i ≥ 0, the proof is similar. We construct a first-type
ZSGBO S1 = {e1 = 1, e2, e3, e4, e1+e2+e3+e4}. There are

(
(q−10)/2

2i

)
choices of T .

(4) If k = 4i + 6 for i ≥ 0, also by similar proof. We construct a first-type
ZSGBO S1 = {e1 = 1, e2, e3, e4, e1+e2, e3+e4}. There are

(
(q−10)/2

2i

)
choices of T .
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Lemma 3.3. When 3 ≤ k ≤ (q − 1)/2, c divides gcd(k, q − 1), and c > 1,
there is a first-type ZSGBO in F with |S| = k such that |Stab F∗(S)| = c.

Proof. Suppose that gcd(k, q − 1) = cd, q − 1 = cde, and k = cdh. Let
Φ =

〈
g(q−1)/c

〉
, so |Φ| = c. If d = 1, then S =

⊔h
i=1 βiΦ with β1 = 1 (as

a union of h distinct cosets of Φ) is a first-type ZSGBO such that |S| = k and
StabF∗(S) = Φ. There are

((q−1)/c−1
h−1

)
choices of such S.

So we suppose that d > 1 and let d = pα1
1 · · ·pαm

m . Define z1, z2, . . . , zm as
follows:

(1) if pj � c, then let zj = g(q−1)/pj;

(2) if pj | c and suppose pw
j ‖ c, then let zj = g(q−1)/y where y = p

(w+1)
j .

We then choose S =
⊔dh

i=1 βiΦ where β1 = 1 and β2, . . . , βdh are chosen such that
zj /∈ S for 1 ≤ j ≤ m. Since m � d and e ≥ 2h, we have d(e − h) ≥ dh > m.
So (q − 1)/c −m = de −m > dh. That means even z1, z2, . . . , zm are exactly
in m distinct cosets of Φ, we still have

((q−1)/c−m−1
dh−1

)
many choices for S. It is

clear that |S| = k, S is a first-type ZSGBO, and ΦS = S. Also S satisfies the rest
requirements in Theorem 3.1. Hence StabF∗(S) = Φ.

Lemma 3.4. When 3 ≤ k ≤ (q − 1)/2 and gcd(k, q − 1) > 1, there is a first-
type ZSGBO in F with |S| = k such that StabF∗(S) is trivial, except for (q, k) =
(7, 3) or (9, 4).

Proof. We discuss this part in two situations: q − 1 > 2k and q − 1 = 2k.
Therefore p �= 2 in the second situation.

• The case for q − 1 > 2k.
We choose a larger prime divisor c′ of gcd(k, q−1). Suppose gcd(k, q−1) =
c′d, q − 1 = c′de, k = c′dh, and d = pα1

1 · · ·pαm
m . Let g1 = g(q−1)/c′ and let

Φ = 〈g1〉. We first construct a set T , as in Lemma 3.3, for c = c′, so that
T is a first-type ZSGBO with |T | = k and StabF∗(T ) = Φ, where |Φ| = c′.
If d �= 1, let z1, z2, . . . , zm be defined as in the proof of Lemma 3.3. Let
M = {0, z1, z2, . . . , zm} if d �= 1; let m = 0 and M = {0} if d = 1. We
then choose z ∈ T \ {1, g1}. Consider the following two sets:

A = {x | g1 + x /∈ T �M}
and

B = {x | z − x /∈ T �M}.
Each set has q − 1 − k −m elements. Note that 0 /∈ A ∪ B. So we have
|A ∩ B| = |A|+ |B| − |A ∪ B| ≥ q − 1− 2k − 2m = c′d(e− 2h)− 2m ≥
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c′d− 2m ≥ 2. Therefore there is an x0 such that g1 + x0, z − x0 /∈ T �M ,
g1 +x0 �= z−x0, and g1+x0 �= z. Let S = (T �{g1 +x0, z−x0})\{g1, z}.
Then we have that StabF∗(S) is trivial by Theorem 3.1. Clearly, S is a
first-type ZSGBO with |S| = k.

• The case for k = (q − 1)/2.

We have q = 2k+1 = pα. Let k = pα1
1 pα2

2 · · ·pαm
m with p1 < p2 < · · ·< pm

and let Φi =
〈
g(q−1)/pi

〉
for 1 ≤ i ≤ m. Here the discussions are arranged

according to different values of q and p, in order for technical details.

(1) If q = 4h + 1 and p ≥ 5, then k = 2h and p1 = 2. In order to apply
Theorem 3.1, we need to choose a subset T such that (1) x ∈ T ⇔
−x ∈ T , (2) ±1 ∈ T and 0,±2 /∈ T , (3) |(T ∩ Φi) \ {1}| ≥ 2 for any
i �= 1, and (4) |T | = k = 2h. Moreover, we require that (5) there is
x0 ∈ T \ {±1, 3} such that x0 − 1 /∈ T .
When can we have this choice of T ? We claim that the choice is always
possible as long as k ≥ 4m. There are exactly h pairs {x,−x} in T .
To fulfill condition (3) we need at most 2(m− 1) pairs. The problem
is mainly on the suitable choice of x0.
In the beginning we put ±1 in T . Next we put at most 2(m−1) pairs in
T as in condition (3). If there is no such x0 mentioned in condition (5)
for the current T , then we choose a such x0 and put ±x0 in T . If
the current |T | is less than k, we continue choosing other pair not in
T � {0,±2,±(x0− 1)} and putting this pair in T until T has h pairs.
Thus when h − 2 ≥ 2(m − 1) this can always be done; that is, when
k ≥ 4m. Let T ′ = (T �{2, x0−1})\{1, x0} and let S = F ∗\T ′. Then
S is a first-type ZSGBO such that |S| = k and StabF∗(S) is trivial by
Theorem 3.1. Note that |T ′ ∩ Φi| ≥ 1 for any i.
When is k < 4m? It is certainly impossible if m ≥ 3. So (m, k) =
(1, 3) or (2, 6). We only consider even k here. For q = 13 and k = 6, the
set S = {1, 2, 3, 4, 5, 11} is a first-type ZSGBO with trivial StabF∗(S).
For another construction, we can use the method as in the last paragraph.
Note that Φ2 = {1, 3, 9}. So we let T = {1, 3, 4 = −9, 9, 10 =
−3, 12 = −1}, x0 = 9, and T ′ = {2, 3, 4, 8, 10, 12}. Therefore S =
{1, 5, 6, 7, 9, 11} meets the requirements.

(2) When q = 4h + 1 = 3α = 9β for β ≥ 2, then h ≥ 20. We are going to
choose T so that (1) 0, 1, 2 /∈ T , (2) x ∈ T ⇔ −x ∈ T , (3) |T ∩Φi| ≥ 2
for any i �= 1, and (4) |T | = k = 2h. Moreover, we require that (5) there
exist x1, x2 ∈ T such that (i) x1 �= ±x2, (ii) {x1, x2} � Φi for any
i, (iii) x1 + 1, x2 − 1 /∈ T , and (iv) x1 + 1 �= x2 − 1. How to have
this choice of T ? First we choose x1, x2 in (5), then there are at least
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(q − 3− 4− 4)/2 distinct pairs {±x} left for chosen in order to fulfill
conditions (3) and (4). And we still need h−2 pairs. Since k ≥ 4m (so
h−2 ≥ 2(m−1)) and (q−11)/2 > h−2, we conclude that this choice
of T is always possible. Let T ′ = (T � {x1 + 1, x2 − 1}) \ {x1, x2}
and let S = F ∗ \ T ′. Then S is a first-type ZSGBO such that |S| = k.
Note that x1, x2 ∈ S and −x1,−x2 /∈ S; so −1 /∈ StabF∗(S). Also
|T ′ ∩ Φi| ≥ 1 for any i �= 1; so Φi � StabF∗(S) for any i �= 1.
Therefore StabF∗(S) is trivial.

(3) For q = 9 and k = 4, there is no first-type ZSGBO S with trivial
StabF∗(S); while there exists second-type ZSGBO with trivial StabF∗(S).
Let F = GF (9) ∼= Z3[x]/(x2 + 1) and suppose u ∈ F is a root of
x2+1 = 0. We have that S = {0, 1, u, 2u+2} is a second-type ZSGBO
with trivial StabF∗(S). Therefore S generates a (9, 4, 12) BIBD. To
show that there is no first-type ZSGBO S with trivial StabF∗(S). Sup-
pose S = {1, x1, x2, x3} is such a set. Then x1, x2, x3 ∈ {±u,±(u +
1),±(u + 2)} are all distinct, and the sum of any two of them is not
zero– otherwise we will have S = −S. Consider the pair {x1, x2} first.
We have twelve (i.e., 6 · 4/2) choices of this pair. However, for any
of these choices, there is no solution of x3 such that S is a first-type
ZSGBO.

(4) If q = 4h + 3 and p ≥ 11, then k = 2h + 1. We are going to choose
T such that (1) 2, 3,−5 ∈ T and 0,±1,−2,−3, 5 /∈ T , (2) x ∈ T \
{2, 3,−5} ⇒ −x ∈ T , (3) |T ∩ Φi| ≥ 1 for any i, and (4) |T | = k =
2h + 1. Since k ≥ 2m + 3 (so h− 1 ≥ m), we always have this choice
of T . We first choose those m elements in (3), then at least we have(2h−3−m

h−1−m

)
choices of T . Let S = F∗ \T . Then S is a first-type ZSGBO

with trivial StabF∗(S) by Theorem 3.1.
(5) When q = 4h + 3 = 7α = 72β+1 for β ≥ 1, then h ≥ 85. We

are going to choose T such that (1) 1, 2, 4 ∈ T and 0, 3, 5, 6 /∈ T ,
(2) x ∈ T \ Z7 ⇒ −x ∈ T , (3) |(T ∩ Φi) \ {1}| ≥ 2 for any i,
and (4) |T | = k = 2h + 1. Moreover, we require that (5) there exists
x0 ∈ T \ {1, 2} so that x0− 2 /∈ T . We first choose x0 in (5) and those
2m elements in (3), then at least we have

(2h−4−2m
h−2−2m

)
choices of T . Note

that 2h + 1 = k ≥ 4m + 5. Let T ′ = (T � {3, x0 − 2}) \ {1, x0} and
let S = F ∗ \ T ′. Then S is a first-type ZSGBO such that |S| = k and
StabF∗(S) is trivial by Theorem 3.1.

(6) When q = 4h + 3 = 3α = 32β+1 for β ≥ 1, then h ≥ 6. We are going
to choose T so that (1) 1, 2 ∈ T and 0 /∈ T , (2) x ∈ T ⇔ −x ∈ T ,
(3) |(T ∩ Φi) \ {1}| ≥ 2 for any i, and (4) |T | = 2h + 2. Moreover,
we require that (5) there exists x0 ∈ F ∗ \ T so that x0 − 1 ∈ T . We
first choose x0 in (5) and those 2m elements in (3), then at least we
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have
(2h−2−2m

h−1−2m

)
choices of T . Note that 2h + 1 = k ≥ 4m + 3. Let

T ′ = F ∗\T and let S = (T ′�{1, x0−1})\{x0}. Then S is a first-type
ZSGBO such that |S| = k and StabF∗(S) is trivial by Theorem 3.1.

(7) For q = 7 and k = 3, a first-type ZSGBO with trivial StabF∗(S) is
impossible. It is because that we have at most 35 distinct blocks here,
while such a ZSGBO will generate a BIBD with 42 blocks.

Now we introduce the main result of this section.

Theorem 3.5. We assume that p is a prime and q = pα. Let (F, +, ·) be the
finite field with |F | = q. For 3 ≤ k ≤ q − 4, there is a first-type ZSGBO S such
that |S| = k and |StabF∗(S)| = c where c is any divisor of gcd(k, q − 1). The
exceptions are when (q, k, c) = (7, 3, 1) or (9, 4, 1). For 4 ≤ k ≤ q−3 and c is any
divisor of gcd(k−1, q−1), there is a second-type ZSGBO S such that |S| = k and
|StabF∗(S)| = c. There are also exceptions when (q, k, c) = (7, 4, 1) or (9, 5, 1).

Proof.

(1) As a result of the above three lemmas, we have for 3 ≤ k ≤ (q− 1)/2, there
is a first-type ZSGBO S such that |S| = k and |StabF∗(S)| = c where c
is any number with c | gcd(k, q − 1). The exceptions are when (q, k, c) =
(7, 3, 1) or (9, 4, 1).

(2) When 4 ≤ k ≤ (q + 1)/2 and c is any divisor of gcd(k − 1, q − 1), suppose
S1 is a first-type ZSGBO such that |S1| = k − 1 and |StabF∗(S1)| = c.
Let S = S1 � {0}, then S is a second-type ZSGBO such that |S| = k and
|StabF∗(S)| = c. The exceptions are when (q, k, c) = (7, 4, 1) or (9, 5, 1).

(3) When (q−1)/2 ≤ k ≤ q−4 and c is any divisor of gcd(k, q−1), suppose S2

is a second-type ZSGBO such that |S2| = q− k and |StabF∗(S2)| = c. Note
that gcd(q − k − 1, q − 1) = gcd(k, q − 1). We next choose s ∈ F \ S2 and
let S = s−1(F \ S2). Then S is a first-type ZSGBO such that |S| = k and
|StabF∗(S)| = c. The exceptions are when (q, k, c) = (7, 3, 1) or (9, 4, 1).

(4) When (q+1)/2 ≤ k ≤ q−3 and c is any divisor of gcd(k−1, q−1), suppose
S3 is a first-type ZSGBO such that |S3| = k − 1 and |StabF∗(S3)| = c. Let
S = S3 � {0}, then S is a second-type ZSGBO such that |S| = k and
|StabF∗(S)| = c. The exceptions are when (q, k, c) = (7, 4, 1) or (9, 5, 1).

Corollary 3.6. Let p be a prime and let (F, +, ·) be the finite field with |F | =
q = pα. For 3 ≤ k ≤ q−4, there is a first-type BIBD with parameters (q, k, k(k−
1)/c) when p � k and c is any divisor of gcd(k, q − 1). The exceptions are when
(q, k, c) = (7, 3, 1) or (9, 4, 1). For 4 ≤ k ≤ q−3, when p � k and c is any divisor
of gcd(k − 1, q − 1), a second-type BIBD with the above parameters also exists.
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The exceptions are when (q, k, c) = (7, 4, 1) or (9, 5, 1). Moreover, if p �= 2 and
c is an odd number in these constructions, the BIBD can be partitioned into two
isomorphic simple BIBDs with parameters (q, k, k(k− 1)/2c).

Therefore, various BIBDs with the possible parameters mentioned in the end of
section two can be obtained.

4. THE CASES WHEN charF DIVIDES THE BLOCK SIZE

In this section we focus on the remaining cases not considered in the last section.
The situation becomes more complicated when the characteristic of the finite field
divides the block size, as the reader is going to see.

Throughout this section, we assume that (F, +, ·) is the finite field with |F | =
q = pα, S is a proper subset of F , and p divides k, where k = |S|. For a generating
block S with p | k, it may happen that bS + a is never a ZSGB for any b ∈ F∗ and
any a ∈ F . For example, let F = GF (9) and let u be a root of x2 + 1 = 0. Then
S = {1, 2, u} is such a block. These kinds of blocks always generate (q, k, k(k−1))
BIBDs when p �= 2.

Theorem 4.1. If p divides k, where k = |S|, and S is not a ZSGB, then 1 is
trivial and so is StabF∗(S).

Theorem 4.2. Any additive subgroup H of F with |H | �= 2 has zero sum.

Proof. When p �= 2, this can be seen easily since we can put all nonzero
elements of H into distinct pairs {±x}. When p = 2, we consider that any additive
subgroup is also a vector space over Zp. Let {e1, e2, . . . , em} be a basis of H over
Z2, where m is the dimension of H . For any i with 1 ≤ i ≤ m, consider the
number of occurrences of ei in the representation of all nonzero elements in H .
It is 2m−1, which is even since m ≥ 2. Therefore H has zero sum. Hence the
statement follows.

Theorem 4.3. Suppose S ⊂ F and |0̃| �= 1, 2, then S is a ZSGB.

Proof. Consider S = S + 0̃ = ��
i=1(ai + 0̃) as a disjoint union of additive

cosets of 0̃, so k = �|0̃|. Since 0̃ is not trivial, we get p divides |0̃|. Therefore

∑
x∈S

x =
�∑

i=1


 ∑

x∈ai+0̃

x


 =

�∑
i=1

|0̃|ai = 0.
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Note that
∑

x∈0̃ x = 0 if |0̃| �= 2. Hence S is a ZSGB.

When |0̃| = 2 (so p = 2), S is a ZSGB if and only if 4 divides k. It is because
the sum of any coset of 0̃ is 1. The interesting fact is that Z2 is the only finite field
which does not have the zero-sum property.

The following theorem is a consequence of the above theorems.

Theorem 4.4. For any k with 3 ≤ k ≤ q − 3 and p | k, when p �= 2 or
k ≡ 2 (mod 4), there is always a (q, k, k(k − 1)) simple BIBD; there is also a
(q, k, k(k− 1)/2) simple BIBD.

Proof. It is easy to find a set S ⊂ F such that |S| = k and S is not a ZSGB.
When p = 2 and k ≡ 2 (mod 4), S can be chosen so that |0̃| = 1 or |0̃| = 2.
When p �= 2, a (q, k, k(k− 1)/2) BIBD is obtained by Theorem 2.7 (3).

When p � k, we know that a generating block is either of the first-type or of
the second-type. What happens when p | k for a ZSGB? If S is a first-type ZSGB,
choose s ∈ S. Then S−s is a second-type ZSGB; so S is a generating block of the
second-type. Conversely, if S is a second-type ZSGB, choose s /∈ S. Then S− s is
a first-type ZSGB; so S is a generating block of the first-type. Therefore, we need
further properties for classifying ZSGBs.

Theorem 4.5. Suppose S generates the BIBD (F,B). Then there is an a ′ ∈ F
such that the translation S ′ = S + a′ satisfies 1S ′ = S ′; i.e., 1 = StabF∗(S ′). At
this time the collection {bS ′ | b ∈ F ∗} forms a difference family for (F,B) if 0̃ is
trivial, or partial difference family for (F,B) if 0̃ is nontrivial.

Proof. We have already known this result when p � k. When p | k, it is clear if
1 is trivial. So we assume that p | k and 1 = 〈b〉 for 1 �= b ∈ F ∗. Therefore we have
S = bS + a for some a ∈ F . Let a′ = a/(b− 1), then we get b(S + a′) = S + a′.
Let S ′ = S + a′. It is clear that S and S ′ have the same 1 and S′ also generates
(F,B). Since 1S′ = S ′, the statement follows.

Theorem 4.6.
(1) If StabF∗(S) is nontrivial, then 1 = StabF∗(S).
(2) If StabF∗(S) and StabF∗(S + a) both are nontrivial, then S = S + a.
(3) Among all the distinct translations of a generating block, there is at most

one with nontrivial stabilizer. When 1 is nontrivial, there is exact one such
translation; all other translations have trivial stabilizers.
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Proof.

(1) For any b2 ∈ 1, we want to show that b2 ∈ StabF∗(S). First we choose
1 �= b1 ∈ StabF∗(S). Let c = o(b1). Then S = b1S = b2S + a for some
a ∈ F . We have S = bi

1S = bi
1(b2S + a) = b2(bi

1S) + bi
1a = b2S + bi

1a.
Therefore b2S = b2S + (bi

1 − 1)a. By using this formula repeatedly, we get
b2S = b2S + (bc−1

1 − 1)a + (bc−2
1 − 1)a + · · ·+ (b1 − 1)a = b2S + (bc−1

1 +
bc−2
1 + · · ·+ b1 + 1 − c)a = b2S − ca = b2S − jca = b2S + a = S where

j is such that −jc ≡ 1 (mod p). Since gcd(c, p) = 1, there exists such j.
Also note that bc−1

1 + bc−2
1 + · · ·+ b1 + 1 = 0. Hence b2 ∈ StabF∗(S) and

we conclude that 1 = StabF∗(S).
(2) From the first result we have 1 = StabF∗(S) = StabF∗(S + a). We choose

1 �= b ∈ 1. Let c = o(b). Then S = biS and S+a = bi(S+a) = biS+bia =
S+bia for any i. Therefore S = S+(bi−1)a for any i. By using this formula
repeatedly, we get S = S + (bc−1 − 1)a + (bc−2 − 1)a + · · ·+ (b− 1)a =
S + (bc−1 + bc−2 + · · ·+ b + 1− c)a = S − ca = S − jca = S + a where j
is such that −jc ≡ 1 (mod p).

(3) This is a consequence of the above results.

Definition 4.2. Suppose S generates (F,B) and p divides k = |S|.
(1) If S is not a ZSGB, we say that S is of the fourth type. If S is a ZSGB and

1 is trivial, we say that S is of the third type. When S is a ZSGB and 1 is
not trivial, suppose S = bS + a for 1 �= b ∈ F ∗ and a ∈ F , we say that S is
of the refined first type if a/(1− b) /∈ S; if a/(1− b) ∈ S, we say that S is
of the refined second type.

(2) We say that B (or the BIBD) is of the refined first type, of the refined second
type, of the third type, or of the fourth type according to which type S is in
the previous definition.

Are the definitions for refined types well defined? If S is a ZSGB with nontrivial
1 and S = b1S + a1 = b2S + a2 for b1, b2 ∈ F ∗ \ {1}, a1, a2 ∈ F . Then
S + a1/(b1 − 1) = S + a2/(b2 − 1) by Theorem 4.5 and Theorem 4.6(2). So we
have a1/(1− b1) ∈ S if and only if a2/(1− b2) ∈ S.

Theorem 4.7. Suppose StabF∗(S) is nontrivial. Then

(1) 0 /∈ S if and only if S is of the refined first type;
(2) |StabF∗(S)| divides k if and only if S is of the refined first type;
(3) |StabF∗(S)| divides (k − 1) if and only of S is of the refined second type.

Corollary 4.8. If S is a refined-type ZSGB, then
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(1) |1| divides k if and only if S is of the refined first type;
(2) |1| divides (k − 1) if and only of S is of the refined second type.

Theorem 4.9. Any BIBD (or generating block) belongs to exactly one type.

Proof. Firstly, S is not a ZSGB if and only if bS + a is not a ZSGB for any
b ∈ F ∗ and any a ∈ F . So fourth-type BIBDs can only be generated by fourth-type
generating blocks. Secondly, S and bS + a have the same 1. So third-type BIBDs
can only be generated by third-type generating blocks. Finally, if two ZSGBs S1

and S2 generate the same BIBD with nontrivial 1, by the previous corollary we
know that S1 and S2 have the same refined type, since either |1| divides k or |1|
divides k− 1. We conclude that refined first-type (or second-type) BIBDs can only
be generated by refined first-type (or second-type, resp.) generating blocks.

At present, the following question is not fully resolved: is there a third-type
ZSGBO? If it is true, how to find a such one?

On the other hand, for refined-type ZSGBOs, the answer is affirmative. By
the process in the proof of Lemma 3.3, we can construct these kinds of generating
blocks (the results are stated in Theorem 3.5). However, when can we have a
construction with trivial ∼r (or 0̃)?

Theorem 4.10. Suppose p divides k. When c �= 1 and c divides gcd(k, q − 1),
there is a refined first-type ZSGBO S such that |1| = |Stab F∗(S)| = c; when
c �= 1 and c divides gcd(k − 1, q − 1), there is a refined second-type ZSGBO S

such that |1| = |StabF∗(S)| = c. If any such S is with trivial ∼r, then we have a
(q, k, k(k− 1)/c) simple BIBD. In this case, if p �= 2 and c is odd, we also have a
(q, k, k(k− 1)/2c) simple BIBD by Theorem 2.7 (3).

In the rest part of this section, we give some constructions with nontrivial ∼r (or
0̃). It is not difficult to get the following result.

Theorem 4.11. The stabilizer StabF∗(S) is a subgroup of StabF∗(0̃). Besides,
1 is a subgroup of StabF∗(0̃).

Since 0̃ is an additive subgroup, a study on the stabilizers of additive subgroups
is needed.

Theorem 4.12. If S is an additive subgroup of F , then StabF∗(S) = E∗ where
E is the largest (in size) subfield of F such that S is a vector space over E . E is
also the vector space over Zp spanned by StabF∗(S).
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Proof. Note that the vector space T over Zp spanned by StabF∗(S) is
indeed a subfield of F . Then it is clear StabF∗(S) ≤ T ∗. We also have S is a
vector space over T . Therefore T∗ ≤ StabF∗(S) and so StabF∗(S) = T ∗. If E

is the largest subfield of F such that S is a vector space over E , then we have
E∗ ≤ StabF∗(S) = T ∗. Since |E| ≥ |T |, we get E∗ = StabF∗(S) and E = T .

Lemma 4.13. If S is a nontrivial additive subgroup, let c = |Stab F∗(S)| and
let k = |S|, then the BIBD generated by S has parameters (q, k, (k− 1)/c).

Proof. We have known that 0̃ = S from Theorem 2.5. Suppose b ∈ 1, then
there is a ∈ F such that bS = S + a. Since b · 0 = s + a for some s ∈ S, we get
a = −s ∈ S. Therefore bS = S and b ∈ StabF∗(S). That is, 1 = StabF∗(S).
Hence S generates a simple BIBD with parameters (q, k, (k− 1)/c).

Theorem 4.14. Suppose β is a proper divisor of α and p β > 2. Let d be any
number such that d < α/β. Then there is a refined second-type BIBD with parame-
ters (pα, pβd, (pβd−1)/(pβ−1)). The design attains λmin when gcd(d, α/β) = 1.

Proof. Let E be the subfield of F with |E| = pβ . Let S ⊂ F be a vector
space over E such that |S| = pβd and S is not a vector space over any other larger
subfield. Then we have 0̃ = S and StabF∗(S) = E∗. How to choose the above
S? Let E1 = StabF∗(S) ∪ {0}, then S is a vector space over E1 and E ⊆ E1.
If E1 contains E properly, then there is a subfield Eu ⊆ E1 so that E ⊂ Eu and
the degree of Eu over E is a prime u. Let h = α/β. We have u divides h, and u

divides d if S is also a vector space over Eu. For each prime divisor u of gcd(h, d)
we choose a vector in Eu \ E . So there are exactly � vectors, say v1, v2, . . . , v�,
where � is the number of distinct prime divisors of gcd(h, d). We next extend
{v1, v2, . . . , v�} to be a basis {v1, v2, . . . , v�, v�+1 = 1, v�+2, . . . , v�+m} of F over
E . Since � + m = h and � < h − d (by gcd(h, d) ≤ h − d), we have d < m.
Thus we can let S be the vector space over E spanned by v�+1 = 1 and any d− 1
vectors chosen from {v�+2, . . . , vh}. Then S does not contain Eu for any prime
divisor u of gcd(h, d). Therefore S does not contain any subfield larger than E .
Hence S generates a refined second-type BIBD with parameters v = pα, k = pβd,
and λ = (pβd−1)/(pβ−1). Finally, notice that λmin = (pβd−1)/(pgcd(βd,α)−1).
Therefore λmin is attained when gcd(d, α/β) = 1.

With h = α/β, two special cases of this construction are AGh−1(h, pβ) (when
d = h − 1) and AG1(h, pβ) (when d = 1), where AGd(n, q′) is the collection of
all d-dimensional flats in the affine space AG(n, q ′) [5, II.8.9].

We point out that the above construction is a resolvable BIBD. A parallel class in
a design is a set of blocks which partition the point set. A resolvable BIBD (RBIBD)
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is a BIBD whose blocks can be partitioned into parallel classes. An affine design is a
RBIBD such that any two blocks from distinct parallel classes intersect in a constant
number of points. It is known that for a RBIBD with parameters (v, b, r, k, λ), the
design is also an affine design if and only if b = v+r−1 (or equivalently, r = k+λ).
In this case, any two blocks from distinct parallel classes have exactly k2/v points
in common.

Theorem 4.15. Suppose β is a proper divisor of α and p β > 2. Let d be any
number such that d < α/β. Then there is a (pα, pβd, (pβd− 1)/(pβ − 1)) RBIBD.
There is also a (pα, pα−β, (pα−β − 1)/(pβ − 1)) affine design, in which any two
blocks from distinct parallel classes intersect in p α−2β points.

Proof. Note that all the additive cosets S + aj , 1 ≤ j ≤ µ, of S form a
parallel class. Recall that B = {bi(S + aj) | 1 ≤ i ≤ n, 1 ≤ j ≤ µ}, as indicated
in Theorem 2.6. It is then clear that B is partitioned into parallel classes. So (F,B)
is a RBIBD. When d = α/β−1, we get r = k+λ, hence (F,B) is an affine design
in this case.

For example, let p = 2, α = 6, and β = d = 2 in the construction, then there
exists a (64, 16, 5) RBIBD, which is also an affine design. Let p = 2, α = 10, and
β = d = 2 in the construction, then there exists a (1024, 16, 5) RBIBD. These two
BIBDs attain their corresponding λmin.

Theorem 4.16. Let E be a subfield of F with |E| = pβ > 2. Let d and m be
any number such that d + m ≤ α/β. Suppose there are c i, 1 ≤ i ≤ m, such that
ci divides pβ − 1 and gcd(c1, c2, . . . , cm) = c �= 1. Let Φi, 1 ≤ i ≤ m, be the
subgroups of E ∗ with |Φi| = ci.

Let S0 ⊂ F be a d-dimensional vector space over E such that |S 0| = pβd,
E ⊆ S0, and StabF∗(S0) = E∗, as constructed in the proof of Theorem 4.14. Let
{em+1 = 1, em+2, . . . , em+d} be a basis of S0 over E . Choose ei ∈ F , 1 ≤ i ≤ m,
such that e1, . . . , em, em+1, . . . , em+d are linearly independent over E .

Suppose that there are S i ⊆ E , 1 ≤ i ≤ m, such that (1) StabF∗(Si) =
Φi (1 ≤ i ≤ m), and (2) Si �= Si + x for any x �= 0 (1 ≤ i ≤ m). Let |Si| = ki for
1 ≤ i ≤ m. Let S = S1e1 + S2e2 + · · ·+ Smem + S0. Then S generates a simple
BIBD with parameters v = pα, b = pα−βd(pα − 1)/c, r = k1k2 · · ·km(pα − 1)/c,
k = k1k2 · · ·kmpβd, and λ = k1k2 · · ·km(k1k2 · · ·kmpβd − 1)/c. The BIBD is of
the refined second type if 0 ∈ S i for every i; otherwise, it is of the refined first type.
If p �= 2 and c is odd, then there is also a (v, k, λ/2) BIBD by Theorem 2.7 (3).

Proof. Let Φ≤E∗ be such that |Φ|= c. It is clear that S0 ≤ 0̃ and Φ ≤
StabF∗(S). First we claim 0̃ = S0. Suppose a ∈ 0̃, We then have a is in the
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vector space over E with the basis {e1, . . . , em, em+1, . . . , em+d}. Consider all
elements of S in the following form y = β1e1 + β2e2 + · · ·+ βmem. We know
that y + a ∈ S for any such y. Suppose αi is the coefficient of ei in a. Then we
have Si + αi = Si for any i with 1 ≤ i ≤ m. By the second property of Si, we get
αi must be 0 for 1 ≤ i ≤ m. Therefore a ∈ S0. Next we claim StabF∗(S) = Φ.
Note that StabF∗(S) ≤ StabF∗(0̃) = StabF∗(S0) = E∗. Let b ∈ StabF∗(S),
then b ∈ E∗. For any element z = r1e1 + r2e2 + · · ·+ rmem in the vector space
over E with the basis {e1, . . . , em}, we have bz ∈ S. Therefore bri ∈ Si for any
ri ∈ Si (1 ≤ i ≤ m); that means b ∈ StabF∗(Si) = Φi for 1 ≤ i ≤ m. We then
get b ∈ Φ since Φ is the intersection of all Φi. Hence S generates a simple BIBD
with the stated parameters.

For the second requirement of Si in the above theorem, it is enough to make
sure that Si is not a union of some cosets of a nontrivial additive subgroup of E .
In most situations it is this case since the first requirement tells that Stab F∗(Si)
is nontrivial. Thus Si always meets the second requirement if Si is a ZSGB with
trivial ∼r for Si. Therefore combining this result with those in section three, we
have the following consequence.

Theorem 4.17. Suppose β is a proper divisor of α and p β > 2. Let d and m be
any number such that d+m ≤ α/β. Suppose there are c i, 1 ≤ i ≤ m, such that ci

divides pβ − 1 and gcd(c1, c2, . . . , cm) = c �= 1. Suppose there are ki, 1 ≤ i ≤ m,
such that p � ki and one of the following situations holds:

(1) 2 ≤ ki ≤ pβ − 3 and ci divides ki;

(2) 3 ≤ ki ≤ pβ − 2 and ci divides ki − 1.

Then there exists a simple BIBD with parameters v = p α, k = k1k2 · · ·kmpβd, and
λ = k1k2 · · ·km(k1k2 · · ·kmpβd − 1)/c. The BIBD is of the refined second-type if
c divides ki − 1 for every i; otherwise, it is of the refined first-type. If p �= 2 and
c is odd, then there is also a (v, k, λ/2) BIBD.

Proof. Let us continue from the previous proof. For any 1 ≤ i ≤ m, by
the method in section three, we can construct first-type ZSGBO Si ⊂ E such that
StabF∗(Si) = Φi if ci divides ki; while we can construct second-type ZSGBO
Si ⊂ E such that StabF∗(Si) = Φi if ci divides ki − 1. The ∼r for Si is always
trivial since p � ki. Therefore the statement follows.

In fact, the requirement p � ki is not necessary as long as there is a refined-type
ZSGB Si such that |Si| = ki, StabF∗(Si) = Φi, and ∼r is trivial for Si.
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Corollary 4.18. Suppose β is a proper divisor of α and p β > 2. Let d and
m be any number such that d + m ≤ α/β. Suppose there are c i, 1 ≤ i ≤ m,
such that ci divides pβ − 1 and gcd(c1, c2, . . . , cm) = c �= 1. Then there is a
refined first-type BIBD with parameters v = pα, k = c1c2 · · ·cmpβd, and λ =
c1c2 · · · cm(c1c2 · · · cmpβd − 1)/c. If p �= 2 and c is odd, then there is also a
(v, k, λ/2) BIBD.

Proof. Let S = Φ1e1 + Φ2e2 + · · ·+ Φmem + S0, where |Φi| = ci.

Corollary 4.19. Suppose β is a proper divisor of α and p β > 2. Let d be any
number such that d < α/β. Suppose c �= 1 and c divides p β − 1. Then there is a
(pα, cpβd, cpβd − 1) BIBD. If p �= 2 and c is odd, then there is also a (v, k, λ/2)
BIBD. Therefore λmin is attained for v = pα and k = cpβd if gcd(cpβd−1, pα−1) =
1 or if gcd(cpβd − 1, pα− 1) = 2.

The parameters of this construction are the same as those of a near resolvable
design (NRD). However, the construction is an example of a (v, k, k − 1) BIBD
which is not a NRD, since v ≡ 1 (mod k) is a necessary condition for the existence
of a NRD.

For example, let p = 2, α = 6, β = 2, d = 1, and c = 3, then there exists a
(64, 12, 11) BIBD, which attains λmin.

Corollary 4.20. Suppose β is a proper divisor of α and p β > 2. Let d and m

be any number such that d+m ≤ α/β. Suppose there are c i, 1 ≤ i ≤ m, such that
ci is a proper divisor of pβ−1, p � (ci +1), and gcd(c1, c2, . . . , cm) = c �= 1. Then
there is a refined second-type BIBD with parameters v = p α, k = (c1 + 1)(c2 +
1) · · · (cm +1)pβd, and λ = (c1 +1)(c2 +1) · · · (cm +1)((c1 +1)(c2 +1) · · · (cm +
1)pβd − 1)/c.

Proof. Let S = (Φ1 ∪ {0})e1 + (Φ2 ∪ {0})e2 + · · ·+ (Φm ∪ {0})em + S0.

For example, let p = 3, α = 2h for h ≥ 2, β = 2, d = m = 1, and c = 4, then
there exists a (9h, 45, 55) BIBD.

Theorem 4.21. Suppose 2 ≤ d < α. Then there is a (2α, 2d, 2d − 1) RBIBD,
which is of the third-type. The design attains λ min when gcd(d, α) = 1. In
particular, it is an affine design if d = α − 1. In this case any two blocks from
distinct parallel classes intersect in 2 α−2 points.

Proof. Same ideas as those in Theorem 4.14 and Theorem 4.15.
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Theorem 4.22. Suppose β is a proper divisor of α. Let E be the subfield of F

with |E| = pβ . Let q′ = pβ, n = α/β, and let d be any number less than n. Let
AGd(n, q′) = {S + a | S is a d-dimensional vector subspace of F over E, a ∈
F}, that is, the collection of all d-dimensional flats. We have that the block design
AGd(n, q′) is a disjoint union of RBIBDs.

Proof. It follows from Theorem 4.15 and the above theorem.

We are going to construct more third-type BIBDs in the following part.

Lemma 4.23. Suppose q = 2α and 2 ≤ k < q. Let S ⊂ F with |S| =
k. If gcd(k(k − 1), q − 1) = 1, then the BIBD generated by S has parameters
(q, k, k(k− 1)/h) where h = |0̃|.

Proof. When gcd(k(k−1), q−1)=1, 1 is trivial according to Corollary 4.8.

Theorem 4.24. Suppose d ≥ 1, � ≥ 3, �2d < 2α, and gcd(�(�2d−1), 2α−1) =
1. Then there is a (2α, �2d, �(�2d−1)) simple BIBD whenever (1) � is odd; or (2) �
is even and � ≤ √2α−d+2 + 4− 4. We further have the following results.

(1) When 4 divides �2d, the constructed BIBD is of the third type.
(2) When d = 1 and � is odd, the constructed BIBD is of the fourth type.
(3) The BIBD attains λmin when � is odd.

Proof. Let q = 2α and k = �2d. Let H be an additive subgroup with |H |
= 2d. We need a generating block S = ��

i=1(ai + H) such that S is a disjoint
union of additive cosets of H and 0̃ = H . How to choose this kind of S? When �

is odd, it is always this case. There are
(
2α−d

�

)
choices. So we now suppose that

� is even. Let K be a (d + 1)-dimensional vector subspace over Z2 with H ⊂ K .
Suppose {e1, e2, . . . , eα} is a basis of F over Z2, where {e1, e2, . . . , ed} is a basis
of H over Z2. Then we have exactly 2α−d − 1 distinct K. This can be seen by
making a basis {e1, e2, . . . , ed, a} of K , where a �= 0 is chosen from the vector
subspace spanned by {ed+1, ed+2, . . . , eα}. For each K , we have

(2α−d−1

�/2

)
distinct

choices of S with S + K = S. Therefore, if
(2α−d

�

) ≥ 2α−d
(2α−d−1

�/2

)
, we can make

sure that there exists S such that 0̃ = H . When is this inequality valid? Consider
that(

2α−d

�

)
=

2α−d(2α−d−1) · · · (2α−d−�/2 + 1)(2α−d−�/2)(2α−d−�/2− 1) · · ·
1 · 2 · · ·�/2(�/2 + 1)(�/2 + 2) · · ·

and (
2α−d−1

�/2

)
=

2α−d−1(2α−d−1 − 1) · · · (2α−d−1 − �/2 + 1)
1 · 2 · · ·�/2

.
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Hence the inequality holds if 2α−d−�/2−1 ≥ (�/2+1)(�/2+2) and 2α−d−�+1 ≥ �,
which is equivalent to � ≤ √2α−d+2 + 4 − 4. It is not difficult to assure the rest
results. Note that when d ≥ 2, S is a ZSGB by Theorem 4.3. When d = 1, S is a
ZSGB if and only if 2 divides �.

For example, take α = 5, d = 2, and � = 3, we then have a (32, 12, 33)
third-type BIBD, which attains λmin. For another example, take α = 7, d = 1, and
� = 6, we then obtain a (128, 12, 66) third-type BIBD.

Sometimes we can have third-type BIBDs when gcd(k(k− 1), 2α− 1) �= 1.

Theorem 4.25. There is a (2α, 4�, 2�(4�− 1)) third-type BIBD whenever � ≤√
2α−1 + 1− 2.

Proof. Let q = 2α, k = 4�, and H = {0, 1}. We need a generating block
S = �2�

i=1(ai +H) such that S is a disjoint union of some additive cosets of H and
0̃ = H . Then we have 1 is trivial since 1 ≤ StabF∗(0̃) according to Theorem 4.11.
Is there any S with the above properties? We can make sure of this by the same
argument as in the proof of the above theorem. Let {e1 = 1, e2, . . . , eα} be a
basis of F over Z2. Therefore, if

(
2α−1

2�

) ≥ 2α−1
(
2α−2

�

)
, we can always have the

required generating block. The inequality is valid if 2α−1− �− 1 ≥ (� + 1)(� + 2)
and 2α−1 − 2� + 1 ≥ 2�, which is equivalent to � ≤ √2α−1 + 1 − 2. Hence the
statement follows.

For example, take α = 6 and � = 2, we then have a (64, 8, 28) third-type BIBD.
For another example, take α = 6 and � = 3, we then obtain a (64, 12, 66) third-type
BIBD.

5. CONCLUSION AND REMARKS

In this article we point out that there are strong connections between the construc-
tions of simple BIBDs from field-generated (or nearfield-generated) planar nearrings
and the action of a sharply 2-transitive group on a set. In section two, we develop
a method for constructing BIBDs, as summarized in Theorem 2.7. We analyze the
structures of the constructions. In section three, we give the constructions from
finite fields. We show that there exists a generating block S in the field F with
respect to the given stabilizer StabF∗(S), as indicated in Theorem 3.5. Accordingly,
BIBDs with the possible parameters can be obtained in Corollary 3.6. Thereafter, we
develop other constructions of BIBDs in section four, as indicated in Theorem 4.4,
Theorem 4.10, and Theorem 4.14 to Theorem 4.25. Meanwhile, we classify the
constructed BIBDs according to the types of the respective generating blocks. One
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significant result is that new series of resolvable BIBDs appear in Theorem 4.15
and Theorem 4.21. And, it is quite interesting that the BIBD from the collection
of all d-dimensional flats is a disjoint union of resolvable BIBDs, mentioned in
Theorem 4.22.

A big portion of simple BIBDs with various parameters are constructed in this
article. Many simple BIBDs with the same parameters appear here. It might be
interesting to investigate their differences, especially the isomorphism problems. We
refer to a recent paper on this part [4], where the full automorphism group of certain
designs can be determined.

After section two, it becomes clear that field-generated planar nearrings can be
used to constructing BIBDs.

A PBD (pairwise balanced design) with parameters (v, K, λ), where K is a set
of positive integers and λ is a positive integer, is a collection B of subsets (called
blocks) of a v-set V such that

(1) {|B| | B ∈ B} = K; and
(2) |{B ∈ B | p, q ∈ B}| = λ for any p, q ∈ V with p �= q.

Thus a BIBD is a PBD with |K| = 1.
Therefore, any collection of the same geometric objects, such as triangles, ob-

tained from a field-generated planar nearring is a simple PBD, and it is also a
disjoint union of simple BIBDs. In case every generating block of the BIBDs has
the same block size, then the PBD becomes a BIBD naturally. The rest questions
are then on what kind parameters the design can possess, like those developments
in section three and section four.

For another viewpoint, Boykett and Mayr generalize the construction of BIBDs
from planar nearrings using fixed-point-free automorphisms on a group and short
difference families [7]. This explains why sometimes ring-generated (or nearfield-
generated) planar nearrings can produce BIBDs.

By similar constructions, using finite rings with unit, PBIBDs (partially balanced
incomplete block designs) can be obtained [22]. Therefore, ring-generated finite
planar nearrings can be used for the construction of PBIBDs.
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