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Abstract. We prove, under appropriate assumptions, the existence of solutions
for a second order evolution inclusion with delay in a separable reflexive Ba-
nach space. Several applications are investigated via discretization techniques
and variational convergence results.

1. INTRODUCTION

In the present paper, we prove, under appropriate assumptions, the existence of
solutions for a second order evolution inclusion with delay. Several applications
are investigated via discretization techniques and variational convergence results. In
Section 3 we present a general existence result for a delayed second order evolution
inclusion in a separable reflexive Banach space E such that its strong dual is uni-
formly convex and its variant involving the normal cone of closed convex moving
subsets in a separable Hilbert space. Our techniques provide also new results for
second order evolution inclusions. Section 4 is devoted to applications involving
variational techniques, biting lemma, the characterization of the second dual of L1

Rd

and Young measures. In particular, a measure solution for a second order evolution
inclusion in Rd of the form

0 ∈ ü(t) +Mu(t) + ∂ϕ(u(t))

is presented, here M is a linear continuous operator in Rd, ϕ is a convex proper
lower semicontinuous function defined on Rd and ∂ϕ(u(t)) is the subdifferential
of the function ϕ at the point u(t).
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2. PRELIMINARIES AND BACKGROUND

We will use the following definitions and notations and summarize some basic
results.

• Let E be a separable reflexive Banach space such that its strong dual is
uniformly convex, IE is the identity mapping on E .

• BE(0, 1) is the closed unit ball of E .
• c(E) (resp. cc(E)) (resp. cwk(E)) is the collection of nonempty closed (resp.
closed convex) (resp. weakly compact convex) subsets of E .

• If A is a subset of E , δ∗(., A) is the support function of A.
• L([0, T ]) is the σ-algebra of Lebesgue measurable subsets of [0, T ].
• If X is a topological space, B(X) is the Borel tribe of X .
• L1

E([0, T ], dt) (shortly L1
E([0, T ])) is the Banach space of Lebesgue-Bochner

integrable functions f : [0, T ] → E .
• A mapping u : [0, T ] → E is absolutely continuous if there is a function
u̇ ∈ L1

E([0, T ]) such that u(t) = u(0) +
∫ t
0 u̇(s) ds, ∀t ∈ [0, T ].

• If X is a topological space, CE(X) is the space of continuous mappings
u : X → E equipped with the norm of uniform convergence.

• A set-valued mapping F : [0, T ] ⇒ E is measurable if its graph belongs
to L([0, T ])⊗ B(E). A convex weakly compact valued mapping F : X →
cwk(E) defined on a topological space X is scalarly upper semicontinuous
if for every y ∈ E′, the scalar function δ∗(y, F (.)) is upper semicontinuous
on X .

• A multivalued operator A(t) : E → 2E , (t ∈ [0, T ]) is m-accretive, if,
for each t ∈ [0, T ] and each λ > 0, R(IE + λA(t)) = E and for each
x1 ∈ D(A(t)), x2 ∈ D(A(t)), y1 ∈ A(t)x1, y2 ∈ A(t)x2, we have

〈y1 − y2, j(x1 − x2)〉 ≥ 0

where D(A(t)) := {x ∈ E : A(t)x 	= ∅} and j is the single-valued duality
mapping in E .

If A(t) is m-accretive, then

(2.1)

1
λ ||JλA(t)x− x||= ||Aλ(t)x|| ≤ |A(t)x|0

= inf
y∈A(t)x

||y|| ∀x ∈ D(A(t))

where JλA(t)x = (IE + λA(t))−1x. We refer to [5, 9, 40] for the theory of
accretive operators and equations of evolution in Banach spaces. We refer to [23]
for measurable multifunctions and Convex Analysis.
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3. SOME EXISTENCE THEOREMS IN DELAYED SECOND ORDER EVOLUTION INCLUSIONS

We will consider an m-accretive operator A(t) : E → 2E(t ∈ [0, T ]) with
domain D(A(t)) in a separable reflexive Banach space satisfying the following
assumptions:
(H1) There exists a continuous function ρ : [0, T ] → E and a nondecreasing
function L : [0,∞[→ [0,∞[ such that

||JλA(t)x− JλA(s)x|| ≤ λ|ρ(t)− ρ(s)|L(||x||)

for all λ ∈]0, 1], for all (t, s) ∈ [0, T ]× [0, T ], and for all x ∈ E .
(H2) 0 ∈ D(A(0)) and for each r > 0, supx∈D(A(0))∩BE(0,r) |A(0)x|0 < +∞.
(H3)

(a) For every L2
E([0, T ])-mapping u : [0, T ] → E satisfying u(t) ∈ D(A(t)) for

all t ∈ [0, T ], the set-valued mapping t→ A(t)u(t) is measurable,

(b) for every x ∈ E and for every λ > 0, t 
→ (IE + λA(t))−1x is measurable,

(c) there exists g ∈ L2
E([0, T ]) such that t 
→ (IE + λA(t))−1g(t) belongs to

L2
E([0, T ]) for all λ > 0.

(H4) D(A(t)) is closed and ball-compact, that is, the intersection of D(A(t)) with
any closed ball in E is compact.

Remarks.

(1) Assumption (H1) is similar to the one employed by [9], [28] in the study of
quasi-autonomous evolution equations. By ([28], Lemma 3.1), (H1) implies
that the sets D(A(t)) are constant, i.e D(A(t)) := D for all t ∈ [0, T ].

(2) If E = Rd and if A(t) does not depend on t ∈ [0, T ] ( i.e. A(t) = A, t ∈
[0, T ]), it is obvious that A satisfies (H1) and (H3). Indeed, since the graph
of A is closed, the set-valued mapping A is Borel, in the sense that for any
closed subset B of Rd, the set

A−(B) = {x ∈ Rd : A(x) ∩B 	= ∅} = projRd [Graph(A) ∩Rd ×B]

is Borel. Consequently, D(A) is Borel and for any measurable mapping
u : D(A) → Rd, the set-valued mappingAu(.) is measurable, provingH3(a).
Further, for any measurable mapping g : [0, T ] → Rd, the mappings t 
→
[IRd+λA]−1g(t) is measurable, meanwhileH3(b) andH3(c) are obvious. We
recall first a version of a closure type result in the convergence of approximated
solutions. See ([12], Lemma 2.3).
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Lemma 3.1. Suppose that E is a separable reflexive Banach space such
that its strong dual is uniformly convex, A(t) : E → 2 E(t ∈ [0, T ]), is an m-
accretive operator satisfying (H 3), (un) and (vn) are sequences in L2

E([0, T ]) with
un(t) ∈ D(A(t)) for every n and for every t ∈ [0, T ] and (rn) is a uniformly
bounded sequence of positive measurable functions defined on [0, T ] such that
rn(t)→0 pointwisely on [0, T ]. Assume that the following conditions are satisfied:

(i) (un) converges strongly to u ∈ L2
E([0, T ]) and (vn) converges to v ∈

L2
E([0, T ]) with respect to the topology σ(L2

E, L
2
E′),

(ii) vn(t) ∈ A(t)un(t) + rn(t)BE for all n and all t ∈ [0, T ].

Then we have
v(t) ∈ A(t)u(t) a.e t ∈ [0, T ].

Proof. Let IL2
E([0,T ]) be the identity operator in L2

E([0, T ]). Let A be the
operator in L2

E([0, T ]) defined by

v ∈ Au⇐⇒ v(t) ∈ A(t)u(t) a.e t ∈ [0, T ].

We claim that A is m-accretive in L2
E([0, T ]). Let λ > 0 and let g ∈ L2

E([0, T ]).
By (H3)(c) there exists g ∈ L2

E([0, T ]) such that h : t 
→ (IE + λA(t))−1g(t)
belongs to L2

E([0, T ]). Since (IE +λA(t))−1 is nonexpansive [40], we deduce that
the function h : t 
→ (IE + λA(t))−1g(t) is measurable and belongs to L2

E([0, T ])
thanks to (H3)(b)-(c). Furthermore, we have g ∈ h+ λAh⇐⇒ h ∈ (IL2

E([0,T ]) +
λA)−1g =⇒ R(IL2

E([0,T ]) + λA) = L2
E([0, T ]). Let U be the closed unit ball of

L∞
E ([0, T ]). In view of (ii), (H3)(a) and measurable selection theorem, we claim
that vn ∈ Aun + Rn for all n, where

Rn := {z ∈ L∞
E ([0, T ]) : z = rnw, w ∈ U}.

Firstly, it is easy to see that Rn is equal to the set of all measurable selections of
the measurable set-valued mapping rn(.)BE(0, 1). Secondly, by (ii) and (H3)(a),
the nonempty set-valued mapping Ψn : [0, T ] → E ×E defined by

Ψn(t) := {(x, y) ∈ (A(t)un(t), rn(t)BE(0, 1)) : x+ y = vn(t)}, ∀t ∈ [0, T ],

is measurable. By measurable selection theorem, there is a measurable selection xn

of A(.)un(.) and a measurable selection yn of the measurable set-valued mapping
rn(.)BE(0, 1) such that vn(t) = xn(t) + yn(t) for all t ∈ [0, T ]. Moreover there is
wn ∈ U such that yn = rnwn. So, we have that vn = xn + rnwn ∈ Aun +Rn for
all n. As A(t) is accretive for each t ∈ [0, T ], it is easy to check that A is accretive
in L2

E([0, T ]). Since E ′ is uniformly convex, the dual L2
E′([0, T ]) of L2

E([0, T ]) is
uniformly convex, too, see e.g ([41] , Theorem 4.2 and Remark 4.7). Consequently,
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by ([40], Theor.1.5.2) the graph of A is strongly-weakly sequentially closed. By (i)
un strongly converges to u ∈ L2

H([0, T ]), vn − rnwn → v, weakly in L2
H([0, T ]),

(because rnwn → 0 strongly in L2
H([0, T ]) and vn − rnwn ∈ Aun by what has

been proved, so we conclude that v ∈ Au⇐⇒ v(t) ∈ A(t)u(t) a.e t ∈ [0, T ].

We present first a second order problem for a delayed evolution inclusion gov-
erned by an m-accretive operator with convex weakly compact valued upper semi-
continuous perturbation. See [12, 13, 18] and the references therein for other delayed
evolution inclusions. Let r > 0 be a finite delay and let C0 := CE([−r, 0]). For
any t ∈ [0, T ], let τ(t) : CE([−r, t]) → C0 defined by (τ(t)u)(s) = u(t+ s), ∀s ∈
[−r, 0], ∀u ∈ CE([−r, t]).

Theorem 3.1. Assume that E is a separable reflexive Banach space such
that its strong dual is uniformly convex, A(t) : E → cc(E) ∪ {∅}; t ∈ [0, T ],
is an m-accretive operator satisfying (H 1) − (H4), F : [0, T ] × CE([−r, 0]) ×
CE([−r, 0]) → cwk(E) is separately scalarly measurable on [0, T ], separately
scalarly upper semicontinuous on CE([−r, 0])×CE([−r, 0]) such that F (t, x, y) ⊂
K for all (t, x, y) ∈ [0, T ] × CE([−r, 0]) × CE([−r, 0]), for some convex weakly
compact set K in E and G : [0, T ] × CE([−r, 0])× CE([−r, 0]) → cwk(E) is a
scalarly upper semicontinuous convex weakly compact valued mapping such that
G(t, x, y) ⊂ (1 + ||x(0)|| + ||y(0)||)Z for all (t, x, y) ∈ [0, T ] × CE([−r, 0]) ×
CE([−r, 0]), for some convex weakly compact set Z in E . Then, for every ϕ ∈ C0

with ϕ(0) = a ∈ D(A(0)) and every ψ ∈ C0 with ψ(0) = b ∈ E , there exists two
continuous mappings u : [−r, T ] → E and v : [−r, T ] → E such that

(P1)



v(t) = ψ(t) on [−r, 0]; v(t) = b+
∫ t

0
u(s)ds, ∀t ∈ [0, T ],

u(t) = ϕ(t) on [−r, 0]; u(t) = a+
∫ t

0
u̇(s)ds, ∀t ∈ [0, T ],

with u̇ ∈ L∞
E ([0, T ]) and u(t) ∈ D(A(t)), ∀t ∈ [0, T ],

0 ∈ u̇(t) +A(t)u(t) + F (t, τ(t)u, τ(t)v) +G(t, τ(t)u, τ(t)v) a.e.

Proof. Our proof follows a technique of discretization developed in [12] for a
functional type evolution inclusion, taking account into the trick developed in ([12],
Step 2 of Theorem 2.4) involving the multivalued Scorza Dragoni theorem [16] and
Multivalued Dugundji extension theorem [7].

Step 1. F is scalarly upper semicontinuous. As G is scalarly upper semicon-
tinuous with

G(t, x, y) ⊂ (1 + ||x(0)||+ ||y(0)||)Z
for all (t, x, y) ∈ [0, T ]×CE([−r, 0])×CE([−r, 0]), for some convex weakly compact
set Z inE , [F+G] satisfies obviously the inclusion [F+G](t, x, y) ⊂ (1+||x(0)||+
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|y(0)||)X for some convex equilibrated weakly compact set X in E . Consequently,
in this particular case, we need to prove our theorem when F = 0. Let h :
[0, T ]×CE([−r, 0])×CE([−r, 0]) be a scalarly B([0, T ])×CE([−r, 0])×CE([−r, 0]))-
measurable selection of G (see [23]). We will construct two sequences (vn), (un)
in CE([−r, T ]) such that, the associated subsequences converge uniformly to the
desired functions v, u satisfying the problem (P1). For notational convenience, we
take T = 1. Let n ≥ 1 be a fixed integer, we put un(s) = ϕ(s), vn(s) = ψ(s) for
all s ∈ [−r, 0] and we consider a partition of [0, 1] by the points tnk = ken, en =
1
n , k = 0, 1, 2, ..., n.. For each t ∈ [tn0 , t

n
1 ], we define

vn(t) = b+ (t− tn0 )a

un(t) =
tn1 − t

en
xn

0 +
t− tn0
en

xn
1 .

where b = ψ(0), xn
0 = a = ϕ(0) and

xn
1 = JenA(tn1 )(xn

0 − enh(tn0 , τ(t
n
0 )un, τ(tn0)vn)

so that for t ∈ [tn0 , t
n
1 [

v̇n(t) = xn
0 = a and u̇n(t) =

xn
1 − xn

0

en
.

By construction we have xn
1 ∈ D(A(tn1 )) and for t ∈ [tn0 , t

n
1 [,

(3.1.1) u̇n(t) =
xn

1 − xn
0

en
∈ −A(tn1 )xn

1 − h(tn0 , τ(t
n
0 )un, τ(tn0 )vn).

By induction for 0 ≤ k ≤ n, we set

xn
k+1 = JenA(tnk+1)(x

n
k − enh(tnk , τ(t

n
k)un, τ(tnk)vn)

then xn
k+1 ∈ D(A(tnk+1)) for k = 0, 1, 2, ...n− 1 and for t ∈ [tnk , t

n
k+1], 0 ≤ k ≤

n− 1, we define
vn(t) = vn(tnk ) + (t− tnk)un(tnk)

and
un(t) =

tnk+1 − t

en
xn

k +
t− tnk
en

xn
k+1.

Then for t ∈ [tnk , t
n
k+1[, we have v̇n(t) = un(tnk) and

(3.1.2) u̇n(t) =
xn

k+1 − xn
k

en
∈ −A(tnk+1)x

n
k+1 − h(tnk , τ(t

n
k)un, τ(tnk)vn)).
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For each t ∈ [0, T ] and each n ≥ 1, let δn(t) = tnk , θn(t) = tnk+1, if t ∈ [tnk , t
n
k+1[.

So by (3.1.2) we get

(3.1.3) u̇n(t) ∈ −A(θn(t))un(θn(t))− h(δn(t), τ(δn(t))un, τ(δn(t))vn),

for a.e. t ∈ [0, 1]. It is obvious that, for all n ≥ 1 and for all t ∈ [0, 1] the following
holds:

(3.1.4) h(δn(t), τ(δn(t))un, τ(δn(t))vn) ∈ G(δn(t), τ(δn(t))un, τ(δn(t))vn),

(3.1.5) un(δn(t)) ∈ D(A(δn(t))); un(θn(t)) ∈ D(A(θn(t))),

(3.1.6) vn(t) = b+
∫ t

0
un(δn(s)) ds, ∀t ∈ [0, 1],

(3.1.7) lim
n→∞ δn(t) = lim

n→∞ θn(t) = t, ∀t ∈ [0, 1].

Claim. (u̇n) is uniformly bounded a.e.

By (2.1) and (H2) we have ||JenA(tn0 )a − a|| ≤ enMa, for all n ∈ N for some
positive constant Ma. Let ρ as in (H1), there is γ > 0 such that ||ρ(t)|| ≤ γ

2 for
all t ∈ [0, 1]. By using (H1) and the preceding inequality, we obtain the estimate

||xn
k − a|| ≤ ||JenA(tnk)(xn

k−1 − enh(tnk−1, τ(t
n
k−1)un, τ(tnk−1)vn))− JenA(tnk)a||

+||JenA(tnk )a− JenA(tn0 )a||+ ||JenA(tn0 )a− a||
≤ ||xn

k−1 − a||+ en ||h(tnk−1, τ(t
n
k−1)un, τ(tnk−1)vn)||

+enγL(||a||)+ enMa

≤ ||xn
k−1 − a||+ en(γL(||a||)+Ma + |Z|)

+en|Z|(||un(tnk−1)||+ ||vn(tnk−1)||).
Iterating the preceding inequality gives

(3.1.8)

||xn
k − a||

≤ ken(|Z| + γL(||a||)+Ma)

+en|Z|(||un(tn0 )|| + ||un(tn1 )||+ ...+ ||un(tnk−1)||)
+en|Z|(||vn(tn0 )||+ ||vn(tn1 )||+ ...+ ||vn(tnk−1)||)

≤ γL(||a||)+Ma + |Z|+ en|Z|(||a||+ ||xn
1 || + ...+ ||xn

k−1||)
+en|Z|(||b||+ ||vn(tn1 )||+ ...+ ||vn(tnk−1)||)
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for all n ≥ 1 and for all k = 1, 2, ..., n.
Now

vn(tn1 ) = b+ ena, vn(tn2 ) = b+ ena + enx
n
1 , ... ,

vn(tnk−1) = b+ ena+ enx
n
1 + .....+ enx

n
k−2

then
||b||+ ||vn(tn1 )||+ ...+ ||vn(tnk−1)||

≤ ||b||+ (||b||+ en||a||) + (||b||+ en||a||+ en||xn
1 ||) + ...

+(||b||+ en||a||+ en||xn
1 ||+ ...+ en||xn

k−2||)
= k||b||+ en(k − 1)||a||+ en(k − 2)||xn

1 || + ......+ en||xn
k−2||

≤ k||b||+ ||a||+ ||xn
1 ||+ ...+ ||xn

k−2||.
By substituting this estimate in (3.1.8) we get

||xn
k − a|| ≤ γL(||a||)+Ma + |Z|+ en|Z|(||a||+ ||xn

1 || + ...+ ||xn
k−1||)

+en|Z|(k||b||+ ||a||+ ||xn
1 || + ......+ ||xn

k−2||)
≤ γL(||a||)+Ma + |Z|(1 + ||b||+ 2||a||) + 2en|Z|(||xn

1 ||+ ...+ ||xn
k−1||)

for all n ≥ 1 and for all k = 1, 2, ..., n. So we have

(3.1.9)
||xn

k || ≤ ||a||+ γL(||a||)+Ma + |Z|(1 + ||b|+ 2||a||)
+2en|Z|(||xn

1 ||+ ...+ ||xn
k−1||)

for all n ≥ 1 and for all k = 1, 2, .., n. Set for simplicity

δ := ||a||+ γL(||a||)+Ma + |Z|(1 + ||b|+ 2||a||) and ρn = 2en|Z|

we obtain

(3.1.10) ||xn
k|| ≤ δ + ρn(||xn

1 ||+ ...+ ||xn
k−1||)

for k = 1, .., n. Now, we claim that

||xn
k || ≤ δ(1 + ρn)k−1

for all n ≥ 1 and for all k = 1, 2, ..., n. For k = 1, we have

||xn
1 − a|| ≤ ||JenA(tn1 )(a− enh(tn0 , τ(t

n
0 )un, τ(tn0 )vn))− JenA(tn1 )a||

+||JenA(tn1 )a− JenA(tn0 )a||+ ||JenA(tn0 )a− a||
≤ enγL(||a||)+ enMa + en|Z|(1 + ||a||+ ||b||) ≤ δ − ||a||.
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Therefore ||xn
1 || ≤ δ. Assume by induction that (3.1.10) is true for 1 ≤ k < n,

then

||xn
k+1|| ≤ δ + ρn(||xn

1 || + ||xn
2 ||+ ....+ ||xn

k−1||+ ||xn
k ||)

≤ δ + ρn[δ + δ(1 + ρn) + δ(1 + ρn)2 + ......+ δ(1 + ρn)(k−1)]

= δ + δρn[1 + (1 + ρn) + (1 + ρn)2 + ......+ (1 + ρn)(k−1)]

= δ + δρn[
(1 + ρn)k − 1
(1 + ρn) − 1

]= δ + δ[(1 + ρn)k − 1] = δ(1 + ρn)k.

Then for all n ≥ 1 and for all k = 1, 2, ...n, we have the estimate

(3.1.11)

||xn
k || ≤ δ(1 + ρn)(k−1)

≤ δ(1 +
2|Z|
n

)(k−1)

≤ δ(1 +
2|Z|
n

)n

≤ δ exp(2|Z|) = β

thereby proving the required estimate. Consequently, for all n ≥ 1 and all k =
0, 1, 2, ...., n we have

(3.1.12)
||vn(tnk)|| ≤ ||b||+ en||a||+ en||xn

1 ||+ ...+ en||xn
k−1||

≤ ||b||+ ||a||+ kenβ ≤ ||a||+ ||b||+ β.

So by (3.1.12), (H1) and (H2) we get the estimate

||xn
k+1−xn

k || ≤ ||JenA(tnk+1)(x
n
k−enh(tnk , τ(tnk)un, τ(tnk)vn)) − JenA(tnk+1)x

n
k ||

+||JenA(tnk+1)x
n
k − JenA(tnk)xn

k ||+ ||JenA(tnk )xn
k − xn

k ||
≤ en|Z|(1 + ||a||+ ||b||+ 2β) + en(γL(β) +Mβ)

for all n ≥ 1 and for all k = 0, 1, 2, .., n, here L(β) and Mβ are positive constant,
independent of n occurring in (H1) and (H2). By (3.1.2) and the preceding estimate,
we get

(3.1.13) ||u̇n(t)|| ≤ N := |Z|(1 + ||a||+ ||b||+ 2β) + γL(β) +Mβ

for all n ≥ 1 and a.e. t ∈ [0, 1]. That proves the claim. By (3.1.7) and (3.1.13), we
have

(3.1.14) lim
n→∞ ||un(δn(t))− un(t)|| = lim

n→∞ ||un(θn(t))− un(t)|| = 0
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for all t ∈ [0, 1]. By (3.1.5) and (3.1.11) un(θn(t)) ∈ D(A(θn(t))) ∩ BE(0, β)
for all t ∈ [0, 1] and for all n ∈ N. As D(A(θn(t))) ∩ BE(0, β) is compact,
because D(A(t)) is constant, say D(A(t)) = D for all t ∈ [0, T ], (un(θn(t))) is
relatively compact in E for every t ∈ [0, T ] and, on account of (3.1.14) (un(t)) is
relatively compact too. Thus (un(.)) is relatively compact in CE([0, 1]). Hence we
may suppose that (u̇n) σ(L∞

E , L
1
E′)-converges in L∞

E ([0, 1]) to a function w with
||w(t)|| ≤ N for a.e t ∈ [0, 1], and (un) converges in CE([0, 1]) to an absolutely
continuous function u

u(t) = a+
∫ t

0
u̇(s) ds, ∀t ∈ [0, 1]

with u̇ = w. From (3.1.6), (3.1.13), (3.1.14), we deduce that (vn) converges
uniformly to an absolutely continuous function v with v(t) = b+

∫ t
0 u(s) ds, ∀t ∈

[0, 1]. As

||h(δn(t), τ(δn(t))un, τ(δn(t))vn)|| ≤ (1 + ||un(δn(t))||+ ||vn(δn(t))||)|Z|
≤ (1 + ||a||+ ||b||+ 2β)|Z|

for all n ≥ 1 and for all t ∈ [0, 1], we may suppose that

(gn(.)) := (h(δn(.), τ(δn(.))un, τ(δn(.))vn))

σ(L∞
E , L

1
E′)-converges in L∞

E ([0, 1]) to a function g with ||g(t)|| ≤ (1 + ||a|| +
||b||+ 2β)|Z| for a.e t ∈ [0, 1].

Claim. u̇(t) ∈ −A(t)u(t) − g(t) a.e t ∈ [0, 1].

Let us set wn(t) := JenA(t)(un(δn(t)) − enh(δn(t), δn(t)un, δn(t)vn)) for all
n ≥ 1 and for all t ∈ [0, T ]. Then wn(t) ∈ D(A(t)) for all t ∈ [0, T ] and we have

(3.1.15) un(δn(t))− enh(δn(t), δn(t)un, δn(t)vn) ∈ wn(t) + enA(t)wn(t).

In view of (H1) and (3.1.11) and (3.1.12) we have the estimate

(3.1.16)

||un(θn(t))− wn(t)||
≤ en|ρ(θn(t))− ρ(t)|L(||un(δn(t)) − engn(t)||)
≤ en|ρ(θn(t))− ρ(t)|L(β+ (1 + ||a||+ ||b||+ 2β|)|Z|).

It follows that

(3.1.17) lim
n→∞ ||un(θn(t))− wn(t)|| = 0, ∀t ∈ [0, T ].
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Consequently we get

(3.1.18) lim
n→∞wn(t) = u(t), ∀t ∈ [0, 1].

Let n ≥ 1 and let t ∈]0, 1[. Then t ∈]tnk , t
n
k+1[ for some 0 ≤ k < n. So, taking

(3.1.15) (3.1.16) and the preceding estimate into account, we get

d(−u̇n(t) − gn(t), A(t)wn(t))

= d(
un(δn(t))− un(θn(t))

en
− gn(t), A(t)wn(t))

≤ 1
en

||un(θn(t))− wn(t)||
≤ |ρ(θn(t)) − ρ(t)|L(β + (1 + ||a||+ ||b|+ 2β)|Z|).

Since A(t)wn(t) is closed and convex, the preceding inequality implies that

−u̇n(t) − gn(t) ∈ A(t)wn(t) + rn(t)BE(0, 1)

a.e with rn(t) := |ρ(θn(t)) − ρ(t)|L(β + (1 + ||a|| + ||b| + 2β)|Z|) → 0 for all
t ∈ [0, 1]. As u̇n + gn → u̇ + g weakly in L2

E([0, T ]) and wn → u strongly in
L2

E([0, 1]) by (3.1.11), (3.1.16), (3.1.18), and from Lemma 3.1, we deduce that

−u̇(t) ∈ A(t)u(t) + g(t) a.e t ∈ [0, T ].

Claim. g(t) ∈ G(t, τ(t)u, τ(t)v) a.e t ∈ [0, 1] :

Let t ∈ [0, 1], we have

||τ(δn(t))un − τ(t)u||CE([−r,0]) ≤ ||τ(δn(t))un − τ(t)un||CE([−r,0])

+||τ(t)un − τ(t)u||CE([−r,0])

≤ sup
{s1,s2∈[−r,1],|s1−s2|<en}

||un(s1)− un(s2)||+ ||τ(t)un − τ(t)u||

≤ sup
{s1,s2∈[−r,0],|s1−s2|<en}

||un(s1)− un(s2)||

sup
{s1,s2∈[0,1],|s1−s2|<en}

||un(s1) − un(s2)||

+ ||τ(t)un − τ(t)u||CE([−r,0])

≤ sup
{s1,s2∈[−r,0],|s1−s2|<en}

||ϕ(s1) − ϕ(s2)||

+Nen + ||τ(t)un − τ(t)u||CE([−r,0]).
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Using the continuity of ϕ, the uniform convergence of un towards u, and the pre-
ceding estimate, we see that

(3.1.19) lim
n→∞ ||τ(δn(t))un − τ(t)u||CE([−r,0]) = 0.

Similarly we have

(3.1.20) lim
n→∞ ||τ(δn(t))vn − τ(t)v||CE([−r,0]) = 0.

From (3.1.4), (3.1.19), (3.1.20), the scalarly upper semicontinuity of G and a closure
type result ([23], Theorem VI-14) we get the required claim. So existence for
(P1) is completely demonstrated in the case when F is globally scalarly upper
semicontinuous on [0, 1]× CE([−r, 0])× CE([−r, 0]).

Step 2. For simplicity assume thatK = BE(0, 1) and F : [0, 1]×CE([−r, 0])×
CE([−r, 0]) is separately measurable on [0, 1] and separately upper semicontinuous
on CE([−r, 0])× CE([−r, 0]). If F is globally scalarly upper semicontinous, then
the multifunction F (t, x, y)+G(t, x, y) is scalarly upper semicontinuous on [0, 1]×
CE([−r, 0])×CE([−r, 0]) and satisfies the inclusion F (t, x, y)+G(t, x, y)⊂ 2(1+
||x(0)||+ ||y(0)||)BE(0, 1), so that we can apply the existence result in first step
when G is substituted to F +G. Then, for every ϕ ∈ C0 with ϕ(0) = a ∈ D(A(0))
and every ψ ∈ C0 with ψ(0) = b ∈ E , there exists two continuous mappings
u : [−r, T ] → E and v : [−r, T ] → E such that

v(t) = ψ(t) on [−r, 0]; v(t) = ψ(0) +
∫ t

0
u(s)ds, ∀t ∈ [0, 1]

u(t) = ϕ(t) on [−r, 0]; u(t) = a+
∫ t

0
u̇(s)ds, ∀t ∈ [0, 1]

u(t) ∈ D(A(t)), ∀t ∈ [0, 1]

0 ∈ u̇(t) +A(t)u(t) + F (t, τ(t)u, τ(t)v) +G(t, τ(t)u, τ(t)v) a.e.

with u̇ ∈ L∞
E ([0, T ]. Now we pass to the general case. Here we imitate an

argument developed in [12] in this particular situation. By Scorza-Dragoni theorem
([6], [16]) there exists an increasing sequence of compact sets (Jn) in [0, 1] such
that the Lebesgue measure of [0, 1] \ Jn tends to 0 when n → ∞ and that the
restriction of F on Jn×CE([−r, 0])×CE([−r, 0]) is scalarly upper semicontinuous.
Let F̃n be the upper semicontinuous Dugundji extension (e.g. [7]) of F |Jn ×
CE([−r, 0])×CE([−r, 0]) to [0, 1]×CE([−r, 0])×CE([−r, 0])with F̃n(t, x, y) ⊂ K ,
for all (t, x, y) ∈ [0, 1] × CE([−r, 0]) × CE([−r, 0]). We now apply step 1 with
F̃n + G . Thus, using the above remark, for every n, for every ϕ ∈ C0 with
ϕ(0) = a ∈ D(A(0)) and every ψ ∈ C0 with ψ(0) = b ∈ E , there exist two
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continuous mappings un : [−r, 1] → E and vn : [−r, 1] → E such that

(Pn
1 )



vn(t) = ψ(t) on [−r, 0]; vn(t) = ψ(0) +
∫ t

0
un(s)ds, ∀t ∈ [0, 1]

un(t) = ϕ(t) on [−r, 0]; un(t) = a +
∫ t

0
u̇n(s)ds, ∀t ∈ [0, 1]

un(t) ∈ D(A(t)), ∀t ∈ [0, 1]

0 ∈ u̇n(t) +A(t)un(t) + F̃n(t, τ(t)un, τ(t)vn) +G(t, τ(t)un, τ(t)vn)

where (u̇n) is bounded in L∞
E ([0, T ]. As D is ball-compact, we may suppose

that (un) converges uniformly to u ∈ CE([0, 1]), (u̇n) converges σ(L∞
E , L

1
E′) to

u̇ ∈ L∞
E ([0, T ] and u(t) = a+

∫ t
0 u̇(s) ds, ∀t ∈ [0, 1], and (vn) converges uniformly

to v(t) = b+
∫ t
0 u(s)ds. We now finish the proof as follows. There is a measurable

mapping zn : [0, 1] → K with zn(t) ∈ F̃n(t, τ(t)un, τ(t)vn)+G(t, τ(t)un, τ(t)vn)
for a.e. t ∈ [0, 1] and

−u̇n(t) ∈ A(t)un(t) + zn(t),

a.e. t ∈ [0, 1]. It is obvious that (zn) is bounded in L∞
E ([0, 1]). We may suppose

that (zn) converges σ(L∞
E , L

1
E′) in L∞

E ([0, 1]) to z ∈ L∞
E ([0, 1]) so that, in view of

Lemma 3.1, we get
−u̇(t) ∈ A(t)u(t) + z(t)

a.e. t ∈ [0, 1]. By construction, there is a Lebesgue null set Nn such that zn(t) ∈
Fn(t, τ(t)un, τ(t)vn)+G(t, τ(t)un, τ(t)vn) for all t ∈ Jn \Nn. Let N0 := ([0, 1]\
∪nJn)∪ (∪nNn) which is Lebesgue-negligible. If t ∈ [0, 1]\N0, there is an integer
p := p(t) such that zn(t) ∈ Fn(t, τ(t)un, τ(t)vn) + G(t, τ(t)un, τ(t)vn) for all
n ≥ p(t). As F +G is scalarly upper semicontinuous on CE([−r, 0])×CE([−r, 0])
and un(t) → u(t) in E , we have

lim sup
n

〈x′, zn(t)〉 ≤ lim sup
n

[δ∗(x′, F (t, τ(t)un, τ(t)vn))

+ δ∗(x′, G(t, τ(t)un, τ(t)vn))]

≤ [δ∗(x′, F (t, τ(t)u, τ(t)v))+ δ∗(x′, G(t, τ(t)u, τ(t)v))]

for all x′ ∈ E ′ and for all n ≥ p. Thus

lim sup
n

〈x′, zn(t)〉 ≤ δ∗(x′, F (t, τ(t)u(t), τ(t)v(t)))

+δ∗(x′, G(t, τ(t)u(t), τ(t)v(t)))

for a.e t ∈ [0, 1]. By Fatou’s lemma, it follows that, for every measurable set
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A ⊂ [0, 1] and for every x′ ∈ E ′,∫
A
〈x′, z(t)〉dt = lim

n

∫
A
〈x′, zn(t)〉dt

= lim sup
n

∫
A
〈x′, zn(t)〉dt ≤

∫
A

lim sup
n

〈x′, zn(t)〉dt

≤
∫

A
[δ∗(x′, F (t, τ(t)u, τ(t)v))+ δ∗(x′, G(t, τ(t)u, τ(t)v))] dt.

Consequently

z(t) ∈ F (t, τ(t)u, τ(t)v)) +G(t, τ(t)u, τ(t)v)

a.e., thereby proving the inclusion

−u̇(t) ∈ A(t)u(t) + F (t, τ(t)u, τ(t)v) +G(t, τ(t)u, τ(t)v) a.e.

and completing the proof.

Now we proceed to some variants of Theorem 3.1 involving the normal cone
of closed convex moving sets in Hilbert space. It is well known that the normal
cone of a closed convex set is the subdifferential of its indicator function which
is a maximal monotone operator. This problem, so-called ”sweeping process”, was
introduced and solved by Moreau [30]. A study of second order evolution problem
involving the normal cone of closed convex moving sets in Hilbert spaces was
initiated by the first author [10], subsequently there has been a deal of research
on this problem [1, 26]. We present here an existence result for the second order
sweeping process with undelayed perturbations. For more information on sweeping
process and, convex and nonconvex evolution problems, we refer to [14, 21, 22,
24-27, 32, 33, 37-39].

Theorem 3.2. Let H = Rd and T > 0. Assume that C : H → cc(H) is a
closed convex valued Λ-Lipschitzean mapping: that is

H(C(x), C(y)) ≤ Λ||x− y||, ∀(x, y) ∈ H ×H

here H denotes the Hausdorff distance on cc(H). Assume that

G : [0, T ]×H ×H → ck(H)

is convex compact valued scalarly upper semicontinuous mapping such that

G(t, x, y) ⊂ (1 + ||x||+ ||y||)Z
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for all (t, x, y) ∈ [0, T ]×H ×H , for some convex compact set Z in H . Then, for
every every b ∈ H , and for every a ∈ C(b) there exist two absolutely continuous
mappings u : [0, T ] → H and v : [0, T ] → H such that

(P2)



v(t) = b+
∫ t

0
u(s)ds, ∀t ∈ [0, T ],

u(t) = a+
∫ t

0
u̇(s)ds, ∀t ∈ [0, T ],

with u̇ ∈ L∞
H ([0, T ]) and u(t) ∈ C(v(t)), ∀t ∈ [0, T ],

0 ∈ u̇(t) +N (C(v(t)); u(t))+G(t, u(t), v(t)) a.e.

here N (C(v(t)); u(t)) denotes the normal cone of C(v(t)) at the point u(t).

Proof. Our proof follows some techniques of discretization developed in [12],
and some arguments of the proof of Theorem 3.1. Nevertheless, this need a careful
look. Let h : [0, T ]×H × H → H be a scalarly B([0, T ] ×H ×H)-measurable
selection of G (see [23]). For notational convenience we will take T = 1 and
Z = BH(0, 1) so that |Z| ≤ 1. We consider a partition of [0, 1] by the points
tnk = ken, en = 1

n , k = 0, 1, 2, ..., n. For each t ∈ [tn0 , t
n
1 ], we define

vn(t) = b+ (t− tn0 )a

un(t) =
tn1 − t

en
xn

0 +
t− tn0
en

xn
1 .

where xn
0 = a ∈ C(b) and

xn
1 = projC(vn(tn1 ))(x

n
0 − enh(tn0 , a, b))

so that vn(tn0 ) = b and un(tn0 ) = a. Then we have the estimate

d(xn
0 − enh(tn0 , un(tn0 ), vn(tn0 ));C(v(tn1 )))

≤ H(C(vn(tn0 )), C(vn(tn1 ))) + en||h(tn0 , un(tn0 ), vn(tn0 ))||
≤ (Λ||un(tn0 )||+ 1 + ||un(tn0 )||+ ||vn(tn0 )||)en.

Hence for t ∈ [tn0 , t
n
1 [, we have v̇n(t) = a and

(3.2.1) u̇n(t) =
xn

1 − xn
0

en
∈ −N (C(vn(tn1 )); xn

1) − h(tn0 , un(tn0 ), vn(tn0 )).

with
||x

n
1 − xn

0

en
|| ≤ Λ||un(tn0 )||+ 2(1 + ||un(tn0 )||+ ||vn(tn0 )||).
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For t ∈ [tn1 , t
n
2 [, we define vn(t) = vn(tn1 ) + (t− tn1 )un(tn1 ) and

un(t) =
tn2 − t

en
xn

1 +
t− tn1
en

xn
2

where
xn

2 = projC(vn(tn2 ))(x
n
1 − enh(tn1 , un(tn1 ), vn(tn1 ))

Then for t ∈ [tn1 , t
n
2 [, we have v̇n(t) = xn

1 = un(tn1 ) and

(3.2.2) u̇n(t) =
xn

2 − xn
1

en
∈ −N (C(vn(tn2 )); xn

2)− h(tn1 , un(tn1 ), vn(tn1 )).

As vn(tn2 ) = vn(tn1 ) + enun(tn1 ) we have the estimate

d(xn
1 − enh(tn1 , un(tn1 ), vn(tn1 ));C(vn(tn2 )))

≤ H(C(vn(tn1 )), C(vn(tn2 ))) + en‖h(tn1 , un(tn1 ), vn(tn1 )))‖
≤ (Λ||un(tn1 )||+ 1 + ||un(tn1 )||+ ||vn(tn1 )||)en

so that
||x

n
2 − xn

1

en
|| ≤ Λ||un(tn1 )||+ 2(1 + ||un(tn1 )||+ ||vn(tn1 )||).

Suppose that (vn), (un) are well defined on [tn0 , t
n
k ] and recall that

vn(tn1 ) = b+ ena, vn(tn2 ) = b+ ena+ enx
n
1 , ...,

vn(tnk ) = b+ ena+ enx
n
1 + .....+ enx

n
k−1

with un(tnk) = xn
k and

||x
n
k − xn

k−1

en
|| ≤ Λ||un(tnk−1)||+ 2(1 + ||un(tnk−1)||+ ||vn(tnk−1)||).

For each t ∈ [tnk , t
n
k+1], we define

vn(t) = vn(tnk ) + (t− tnk)un(tnk)

and
un(t) =

tnk+1 − t

en
xn

k +
t− tnk
en

xn
k+1

where
xn

k+1 = projC(vn(tnk+1)
(xn

k − enh(tnk , un(tnk), vn(tnk)).

Then for t ∈ [tnk , t
n
k+1[ we have v̇n(t) = un(tnk ) and

(3.2.3) u̇n(t) =
xn

k+1 − xn
k

en
∈ −N (C(vn(tnk+1)); x

n
k+1) − h(tnk , un(tnk ), vn(tnk ))
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with the estimate

(3.2.4) ||x
n
k+1 − xn

k

en
|| ≤ Λ||un(tnk )||+ 2(1 + ||un(tnk)||+ ||vn(tnk)||).

For each t ∈ [0, 1] and each n ≥ 1, let δn(t) = tnk , θn(t) = tnk+1, if t ∈ [tnk , t
n
k+1[.

So by (3.2.3) we get

(3.2.5) u̇n(t) ∈ −N (C(vn(θn(t)); un(θn(t)) − h(δn(t), un(δn(t)), vn(δn(t)))

for a.e. t ∈ [0, 1]. It is obvious that, for all n ≥ 1 and for all t ∈ [0, 1], the
following hold:

(3.2.6) h(δn(t), un(δn(t)), vn(δn(t))) ∈ G(δn(t), un(δn(t)), vn(δn(t))).

(3.2.7) un(δn(t)) ∈ C(vn(δn(t))); un(θn(t)) ∈ C(vn(θn(t))).

(3.2.8) vn(t) = b+
∫ t

0

un(δn(s))ds, ∀t ∈ [0, 1].

(3.2.9) lim
n→∞ δn(t) = lim

n→∞ θn(t) = t, ∀t ∈ [0, 1].

Claim. (u̇n) is uniformly bounded a.e.
By iterating the estimate (3.2.4) we get

||xn
k − xn

0 || ≤ enΛ(||un(tn0 )||+ ....+ ||un(tnk−1)||
+2ken + 2en(||un(tn0 )||+ ....+ ||un(tnk−1)||)
+2en(||vn(tn0 )||+ ....+ ||vn(tnk−1)||)

for k = 1, .., n. On account of the expression of vn(tnj ), j = 0, .., k− 1 and the
preceding estimate we get

||xn
k − xn

0 || ≤ enΛ(||a||+ ||xn
1 || + ....+ ||xn

k−1||
+2ken + 2en(||a||+ ||xn

1 ||+ ....+ ||xn
k−1||)

+2en(k||b||+ ||a||+ ||xn
1 ||+ ...+ ||xn

k−2||).
So we have

(3.2.10)
||xn

k || ≤ (Λ + 5)||a||+ 2 + 2||b||
+(Λ + 4)en(||xn

1 || + ....+ ||xn
k−1)||).

Set for simplicity δ = (Λ + 5)||a||+ 2 + 2||b|| and ρn = (Λ + 4)en yields
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(3.2.11a) ||xn
k || ≤ δ + ρn(||xn

1 ||+ ....+ ||xn
k−1)||).

for all n ∈ N and for all k = 1, 2, ...n. Using this estimate and arguing as in the
proof of Theorem 3.1, we see that

(3.2.11b) ||xn
k || ≤ δ exp(2) := β

for all n ∈ N and for all k = 0, 1, 2, ...n. Coming back to the estimate

||x
n
k+1 − xn

k

en
|| ≤ Λ||un(tnk )||+ 2(1 + ||un(tnk )||+ ||vn(tnk )||)

we get by (3.2.11)

||x
n
k+1 − xn

k

en
|| ≤ Λ||un(tnk)||+ 2(1 + ||un(tnk )||+ ||vn(tnk )||)
≤ Λ||un(tnk)||+ 2(1 + ||un(tnk )||+ ||b||

+en||a||+ en||xn
1 ||+ .....+ en||xn

k−1||)
≤ Λβ + 2(1 + β + ||b||+ ||a||+ kenβ)

≤ Λβ + 2(1 + 2β + ||b||+ ||a||)(=N )

we finally conclude that

(3.2.12) ||u̇n(t)|| ≤ N

for all n ∈ N and for a.e t ∈ [0, 1]. As

||un(θn(t))− un(t)|| ≤ N (θn(t) − t)

we have

(3.2.13) lim
n→∞ ||un(θn(t))− un(t)|| = 0

By construction (un(θn(t)) is relatively compact in H , for every t ∈ [0, 1], so is
(un(t)). Thus (un(.)) is relatively compact in CH([0, 1]). Hence we may suppose
that (u̇n) σ(L∞

H , L
1
H) converges in L∞

H ([0, 1]) to a function z with ||z(t)|| ≤ N for
a.e t ∈ [0, 1], and (un) converges in CH([0, 1]) to an absolutely continuous function
u

u(t) = a+
∫ t

0
u̇(s) ds, ∀t ∈ [0, 1]
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with u̇ = z. From (3.2.8), (3.2.13) and the convergence of (un) we deduce that
(vn) converges uniformly to an absolutely continuous function v with v(t) = b+∫ t
0 u(s) ds. As

||h(δn(t), un(δn(t), vn(δn(t)))

≤ 1 + ||un(δn(t))||+ ||vn(δn(t))||
≤ 1 + ||b||+ ||a||+ 2β(= L)

for all n ∈ N and for all t ∈ [0, 1], from the above estimate, we may suppose that

(gn(.)) := (h(δn(.), un(δn(.)), vn(δn(.)))

σ(L∞
H , L

1
H) converges in L∞

H ([0, 1]) to a function g

Claim: g(t) ∈ G(t, u(t), v(t)) a.e t ∈ [0, 1].

Using the convergence of un towards u in CH([0, T ], and the preceding estimate,
we see that

(3.2.14) lim
n→∞un(δn(t)) = u(t).

Similarly we have

(3.2.15) lim
n→∞ vn(δn(t)) = v(t).

Using (3.2.6), (3.2.14), (3.2.15) and by invoking the scalarly upper semicontinuity
of G on [0, 1]×H ×H and a closure type result in ([23], Theorem VI-14) we get
the desired claim.

Claim. u̇(t) ∈ −N (C(v(t)); u(t))−G(t, u(t), v(t))a.e t ∈ [0, 1] and conclu-
sion

First we show that u(t) ∈ C(v(t)), ∀t ∈ [0, 1]. Indeed, for every t ∈ [0, 1] and
for every n ∈ N, by (3.2.7) we have

d(un(t), C(v(t)) ≤ ||un(t) − un(θn(t))||+ d(un(θn(t)), C(v(t)))

≤ ||un(t) − un(θn(t))||+ H(C(vn(θn(t))), C(v(t)))

≤ ||un(t) − un(θn(t))||+ Λ||vn(θn(t)) − v(t)||.
Since limn→∞ ||un(θn(t))− un(t)|| = 0 and limn→∞ ||vn(θn(t)) − v(t)|| = 0 and
C(v(t)) is closed, by passing to the limit when n→ ∞, in the preceding inequality,
we get u(t) ∈ C(v(t)).

In order to prove the required claim we will use some limiting arguments developed
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in ([23], Theorems VII-18-19) involving lower semicontinuity of convex integral
functionals. Indeed the inclusion

−u̇n(t) − gn(t) ∈ N (C(vn(θn(t))); un(θn(t)))

is equivalent to

δ∗(−u̇n(t) − gn(t);C(vn(θn(t)))) + 〈u̇n(t) + gn(t), un(θn(t))〉 ≤ 0

by recalling that un(θn(t)) ∈ C(vn(θn(t))). By integrating on [0, T ] we have

0 ≥
∫ T

0
δ∗(−u̇n(t) − gn(t);C(vn(θn(t))))dt

+
∫ T

0
〈u̇n(t) + gn(t), un(θn(t))〉dt.

It is easy to see that

lim
n

∫ T

0
〈u̇n(t) + gn(t), un(θn(t))〉dt =

∫ T

0
〈u̇(t) + g(t), u(t)〉dt.

Furthermore as C is Λ-Lipschitzean with respect to the Hausdorff distance, we have
the estimate∫ T

0
|δ∗(−u̇n(t) − gn(t);C(vn(θn(t))))− δ∗(−u̇n(t) − gn(t);C(v(t)))|dt

≤
∫ T

0
Λ||u̇n(t) − gn(t)|| ||vn(θn(t)) − v(t)||dt

As ||vn(θn(t)) − v(t)|| → 0 these integrals go to 0 when n → ∞ while by using
the lower semicontinuity for convex integral functional [23]

lim inf
n

∫ T

0
δ∗(−u̇n(t) − gn(t);C(v(t)))dt

≥
∫ T

0

δ∗(−u̇(t) − g(t);C(v(t)))dt.

Hence we deduce that

lim inf
n

∫ T

0

δ∗(−u̇n(t) − gn(t);C(vn(θn(t))))dt

≥
∫ T

0
δ∗(−u̇(t) − g(t);C(v(t)))dt.
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Whence it follows that

0 ≥ [lim infn
∫ T
0 δ∗(−u̇n(t) − gn(t);C(vn(θn(t))))dt

+
∫ T

0
〈u̇n(t) + gn(t), un(θn(t))〉dt]

≥
∫ T

0
δ∗(−u̇(t) − g(t);C(v(t))dt+

∫ T

0
〈u̇(t) + g(t), u(t)〉dt

that is ∫ T

0
δ∗(−u̇(t) − g(t);C(v(t)))dt+

∫ T

0
〈u̇(t) + g(t), u(t)〉dt≤ 0

As u(t) ∈ C(v(t)), the last inequality is classically equivalent to

−u̇(t) − g(t) ∈ N (C(v(t)); u(t)) a.e.

Since g(t) ∈ G(t, u(t), v(t) a.e, the proof is therefore complete.

Remarks.

(1) Theorem 3.2 is valid when the inclusion has the form

0 ∈ u̇(t) +N (C(v(t)); u(t)) + F (t, u(t), v(t)) +G(t, u(t), v(t))

by repeating the arguments developed in the proof of Theorem 3.1 involving
the multivalued Scorza-Dragoni theorem and Dungundji theorem. We refer
to [26] for other variants of this second order evolution inclusion.

(2) In first order case, a different approach can be used to obtain a delayed version
of theorem 3.2 (see [8], [18]); it consists to consider a partition of the interval
[0, T ] and reduce the problem with delay to a problem without delay in each
subinterval and apply the known results for this case.

4. APPLICATIONS, TOWARDS VARIATIONAL CONVERGENCE

The techniques developed in section 3 can be used to prove the existence of
absolutely continuous solution for second order evolution inclusions in Mechanics,
Mathematical Economics and Control theory. For that purpose let us mention a
useful corollary of Theorem 3.1. For simplicity we consider only the undelayed
evolution case, i.e. r = 0.

Proposition 4.1. Assume thatE = Rd, A : E → cc(E) is a maximal monotone
operator with closed domain D(A) satisfying 0 ∈ A(0) and the condition: for
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every l > 0, sup{|Ax|0 : x ∈ D(A); ||x|| ≤ l} < ∞, G : [0, T ] × E × E →
ck(E) is upper semicontinuous such that |G(t, x, y)| ≤ α+ β(||x||+ ||y||) for all
(t, x, y) ∈ [0, T ] × E × E , where α and β are positive constant. Then, for every
a ∈ D(A), b ∈ E , there exists an absolutely continuous mapping q : [0, T ] → E
such that

(P4)



0 ∈ q̈(t) +Aq̇(t) +G(t, q̇(t), q(t)) a.e. t ∈ [0, T ]

q(t) = b+
∫ t

0
q̇(s)ds, ∀t ∈ [0, T ]

q̇(t) = a+
∫ t

0
q̈(s)ds, ∀t ∈ [0, T ]

q̇(t) ∈ D(A), ∀t ∈ [0, T ]

q̈ ∈ L∞
Rd([0, T ])

The following is a corollary of Theorem 3.2

Proposition 4.2. Let H be a separable Hilbert space and T > 0. Assume
that C : H → cc(H) is a closed convex valued Λ-Lipschitzean mapping satisfying:
there is a closed, ball-compact subset D of H such that, C(x) ⊂ D for all x ∈ H .
Assume that

G : [0, T ]×H ×H → cwk(H)

is convex weakly compact valued scalarly upper semicontinuous mapping such that

G(t, x, y) ⊂ (1 + ||x||+ ||y||)Z

for all (t, x, y) ∈ [0, T ]× H × H , for some convex weakly compact set Z in H .
Then, for every every b ∈ H , and for every a ∈ C(b) there exists an absolutely
continuous mapping q : [0, T ] → H such that

(P2)



q(t) = b+
∫ t

0
q̇(s)ds, ∀t ∈ [0, T ],

q̇(t) = a +
∫ t

0
q̈(s)ds, ∀t ∈ [0, T ],

with q̈ ∈ L∞
H ([0, T ]) and q̇(t) ∈ C(q(t)), ∀t ∈ [0, T ],

0 ∈ q̈(t) +N (C(q(t)); q̇(t)) +G(t, q̇(t), q(t)) a.e.

here N (C(q(t)); q̇(t)) denotes the normal cone of C(q(t)) at the point q̇(t).

Proof. It is an easy reformulation of Theorem 3.2 in a separable Hilbert
space. When H = Rd, one can take D = Rd, the ball-compactness assumption
combined with the estimations of the derivatives of the approximants obtained in
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the proof of Theorem 3.2 ensures by Ascoli theorem the uniform convergence of
theses approximants in the same vein as in the proof Theorem 3.2. So we omit the
details.

Remarks. Other variants are available by introducing some anti-monotone
conditions for the mapping C (see [10, 26]) for details.

In the present framework we don’t expect to have uniqueness of solution by
constrast to the first order case (5, 7, 9, 12, 18, 24, 29, 26). In the litterature, there
are some existence and uniqueness results for W 2,2

H ([0, T ])-solution in the evolution
inclusion in a Hilbert space H of the form

(P6)

{
v̈(t) + γv̇(t) ∈ ∂ϕ(v(t)) + f(t), a.e. t ∈ [0, T ],

v(T ) = −v(0), v̇(T ) = −v̇(0).

here γ ∈ R+, f is antiperiodic and belongs to L2
H([0, T ], and ϕ is proper, convex

lower semicontinuous function with ϕ(x) = ϕ(−x). See [2], [3] and the references
therein. A recent result dealing with upper semicontinuous convex weakly compact
perturbation F of (P6)

(P7)

{
v̈(t) + γv̇(t) ∈ ∂ϕ(v(t)) + F (t, v(t)), a.e. t ∈ [0, T ],

v(T ) = −v(0), v̇(T ) = −v̇(0).

has been demonstrated in [11]. For notational convenience, we denote byW1,∞
Rd ([0, T ])

the set of all absolutely continuous mappings v : [0, T ] → Rd such that v(t) =
v(0)+

∫ t
0 v̇(s)ds, and v̇(t) = v̇(0)+

∫ t
0 v̈(s)ds, ∀t ∈ [0, T ] where v̈ ∈ L∞

H ([0, T ]).
Before going further let us mention some particular cases of Proposition 4.1 and
4.2. Let ϕ : [0, T ]×Rd → R is continuous and satisfies a Lipschitz type condition

|ϕ(t, x)− ϕ(t, y)| ≤ k||x− y||
for all (t, x, y) ∈ [0, T ]× Rd × Rd for some k > 0, ∂cϕt is the Clarke subdiffer-
ential of ϕt, then F (t, x) := ∂cϕt(x) is scalarly upper semicontinuous with convex
compact values see e.g. [36], [37]. Consequently the problems

0 ∈ v̈(t) +A(t)v̇(t) +G(t, v̇(t), v(t)) + ∂cϕt(v(t))

v(0) = v0; v̇(0) = a ∈ D(A); v̇(t) ∈ D(A), ∀t ∈ [0, T ],

v̈ ∈ L∞
H ([0, T ]),

and 
0 ∈ v̈(t) +N (C(v(t)), v̇(t)) +G(t, v̇(t), v(t)) + ∂cϕt(v(t)),

v(0) = v0; v̇(0) = a ∈ C(v0); v̇(t) ∈ C(v(t)), ∀t ∈ [0, T ],

v̈ ∈ L∞
H ([0, T ]),
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admit at least a W 1,∞
Rd ([0, T ])-solution. Theses inclusions shed a new light in

second order evolution inclusions that we develop below using variational techniques
essentially in the case when ϕt(.) is convex lower semicontinuous. Let us mention
first some new applications illustrating these considerations.

Proposition 4.3. Assume that f : Rd → R is convex continuous so that
x → ∂f(x) upper semicontinuous with convex compact values in R d and g :
Rd → Rd is a k-Lipschitzean mapping: |g(x)− g(y)| ≤ k||x− y|| for all (x, y) ∈
Rd × Rd for some k > 0 and is Gateaux-differentiable, so that ∂ cg(x) = ∇g(x),
h : [0, T ]×Rd×Rd → Rd is continuous such that ||h(t, x, y)|| ≤ α+β(||x||+||y||)
for all (t, x, y) ∈ [0, T ] × Rd × Rd, where α and β are positive constant. Then
any W1,∞

Rd ([0, T ])-solution u of the inclusion{
0 ∈ ü(t) + ∂f(u̇(t))) + h(t, u̇(t), u(t)) + ∇g(u(t)) a.e. t ∈ [0, T ]

u(0) = u0 ∈ Rd; u̇(0) = a ∈ Rd

satisfies the variational equality

0 =
d

dt
[f(u̇(t))] + 〈ü(t), ü(t) + h(t, u̇(t), u(t)) + ∇g(u(t))〉 a.e.

In particular, any W 1,∞
Rd ([0, T ])-solution u of the inclusion{

0 ∈ ü(t) + γu̇(t) + ∂f(u̇(t)) a.e. t ∈ [0, T ]

u(0) = u0 ∈ Rd; u̇(0) = a ∈ Rd

satisfies the variational equality

0 =
d

dt
[f(u̇(t))] +

γ

2
||u̇(t)||2] + ||ü(t)||2 a.e.

Proof. By virtue of Theorem 3.1, the problem{
0 ∈ ü(t) + ∂f(u̇(t)) + ∇g(u(t)) + h(t, u̇(t), u(t))

u(0) = u0 ∈ Rd; u̇(0) = a ∈ Rd

admits at least a W 1,∞
Rd ([0, T ])-solution u since A(x) := ∂f(x) is maximal mono-

tone, upper semicontinuous with nonempty convex compact values. Multiplying
scalarly the inclusion

−ü(t) − h(t, u̇(t), u(t)) ∈ ∇g(u(t)) + ∂f(u̇(t)) a.e.
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by ü and applying the chain rule theorem ([31], Theorem 1) for the convex contin-
uous function f and the absolutely continuous function u̇, gives

0 =
d

dt
[f(u̇(t))] + 〈ü(t), ü(t) + h(t, u̇(t), u(t)) + ∇g(u(t))〉 a.e.

In particular, any W1,∞
Rd ([0, T ])-solution u of the inclusion{

0 ∈ ü(t) + γu̇(t)) + ∂f(u̇(t)) a.e. t ∈ [0, T ]

u(0) = u0 ∈ Rd; u̇(0) = a ∈ Rd

satisfies the variational equality

0 =
d

dt
[f(u̇(t)) +

γ

2
||u̇(t)||2] + ||ü(t)||2 a.e.

Here is a variant of Proposition 4.1.

Proposition 4.4. Assume that A : Rd → Rd is a single-valued maximal
monotone operator with closed domain D(A) satisfying: 0 = A(0) and for each
r > 0, sup

x∈D(A)∩B
Rd (0,r)

||Ax|| <∞, g : Rd → Rd is a k-Lipschitzean mapping:

|g(x) − g(y)| ≤ k||x − y|| for all (x, y) ∈ Rd × Rd for some k > 0 and h :
[0, T ]×Rd ×Rd → Rd is continuous such that ||h(t, x, y)|| ≤ α+ β(||x||+ ||y||)
for all (t, x, y) ∈ [0, T ] × Rd × Rd, where α and β are positive constant. Then
any W1,∞

Rd ([0, T ])-solution u of the inclusion{
0 ∈ ü(t) +Au̇(t) + h(t, u̇(t), u(t)) + ∂cg(u(t))

u(0) = u0 ∈ Rd; u̇(0) = a ∈ D(A), u̇(t) ∈ D(A)

satisfies the variational equality

0 = 〈ü(t) +Au̇(t) + h(t, u̇(t), u(t)), u̇(t)〉+
d

dt
[g(u(t))] a.e.

In particular, if A verifies 〈x, Ax〉 ≥ ω||x||2 for all x ∈ D(A), for some positive
constant ω > 0, and γ is a positive constant, then any W 1,∞

Rd ([0, T ])-solution u of
the inclusion {

0 ∈ ü(t) +Au̇(t) + γu̇(t) + ∂cg(u(t))

u(0) = u0 ∈ Rd; u̇(0) = a ∈ D(A), u̇(t) ∈ D(A)

satisfies the variational inequality

d

dt
[g(u(t)) +

1
2
||u̇(t)||2]] ≤ −(ω + γ)||u̇(t)||2 a.e.
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Proof. Taking account into the remarks of Theorem 3.1 and the above con-
siderations, the existence of at least a W 1,∞

Rd ([0, T ]) solution of the inclusion under
consideration follows. As

−ü(t) − Au̇(t) − h(t, u̇(t), u(t)) ∈ ∂cg(u(t)) a.e.

and u is absolutely continuous, by virtue of Theorem 2 of Chain rule formula in
[31], we have,

0 = 〈ü(t) + Au̇(t) + h(t, u̇(t), u(t)), u̇(t)〉 +
d

dt
[g(u(t))] a.e.

If A verifies 〈x, Ax〉 ≥ ω||x||2 for all x ∈ D(A), for some positive constant ω > 0
and γ is > 0, then any W1,∞

Rd ([0, T ])-solution u of the inclusion{
0 ∈ ü(t) +Au̇(t) + γu̇(t) + ∂cg(u(t))

u(0) = u0 ∈ Rd; u̇(0) = a ∈ D(A), u̇(t) ∈ D(A)

satisfies

0 =
d

dt
[g(u(t))]+ 〈ü(t) + Au̇(t) + γu̇(t), u̇(t)〉

≥ d

dt
[g(u(t))] +

1
2
d

dt
||u̇(t)||2] + ω||u̇(t)||2 + γ||u̇(t)||2 a.e.

that is

d

dt
[g(u(t))+

1
2
||u̇(t)||2] ≤ −(ω+γ)||u̇(t)||2 a.e.

There is a useful corollary of Proposition 4.4 that corresponds to the case when
A(t) = 0 for all t ∈ [0, T ] and E = Rd.

Corollary 4.1. Assume that E = Rd, M : Rd → Rd is a continuous linear
mapping, and let g : Rd → Rd is a k-Lipschitzean mapping. Then the problem{

0 ∈ ü(t) +Mu̇(t) + ∂cg(u(t)) a.e. t ∈ [0, T ]

u(0) = u0, u̇(0) = u̇0

admits at least a W 1,∞
Rd ([0, T ])-solution u, and any solution u of the preceding

problem satisfies the variational equality

−〈Mu̇(t), u̇(t)〉 =
d

dt
[g(u(t)) +

1
2
||u̇(t)||2].
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In the light of the preceding applications, several open problems appear here.
For instance, it is interesting to study the inclusion{

0 ∈ ü(t) + Au̇(t) +Mu(t) + ∂cg(u(t)) a.e. t ∈ [0, T ]

u(0) = u0 ∈ Rd; u̇(0) = u̇0 ∈ Rd

whenM is a linear continuous operator in Rd, and g is a proper, lower semicontin-
uous convex function. For this purpose we will provide some variational versions
of the preceding problem. Similar results in this direction are obtained by ([2-4, 11,
15, 20, 35).

Let us recall a useful Gronwall type lemma [18].

Lemma 4.1. (A Gronwall-like inequality). Let p, q, r : [0, T ] → [0,∞[ be
three nonnegative Lebesgue integrable functions such that for almost all t ∈ [0, T ]

r(t) ≤ p(t) + q(t)
∫ t

0
r(s) ds.

Then

r(t) ≤ p(t) + q(t)
∫ t

0
[p(s) exp(

∫ t

s
q(τ) dτ)] ds

for all t ∈ [0, T ].

We recall below some notations and summarize some results which describe
the limiting behavior of a bounded sequence in L1

H([0, T ]). See ([19], Proposition
6.5.17).

Proposition 4.5. Let H be a separable Hilbert space. Let (ζn) be a bounded
sequence in L1

H([0, T ]). Then the following hold:

(1) (ζn) (up to an extracted subsequence) stably converges to a Young measure
ν that is, there exist a subsequence (ζ ′n) of (ζn) and a Young measure ν
belonging to the space of Young measure Y([0, T ];H σ) with t 
→ bar(νt) ∈
L1

H([0, T ]) (here bar(νt) denotes the barycenter of νt) such that

lim
n→∞

∫ T

0
h(t, ζ ′n(t))) dt) =

∫ T

0
[
∫

H
h(t, x) νt(dx)] dt

for all bounded Carath éodory integrands h : [0, T ]×Hσ → R,

(2) (ζn) (up to an extracted subsequence) weakly biting converges to an inte-
grable function f ∈ L1

H([0, T ]), which means that, there is a subsequence
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(ζ ′m) of (ζn) and an increasing sequence of Lebesgue-measurable sets (A p)
with limp λ(Ap) = 1 and f ∈ L1

H([0, T ]) such that, for each p,

lim
m→∞

∫
Ap

〈h(t), ζ ′m(t)〉 dt =
∫

Ap

〈h(t), f(t)〉 dt

for all h ∈ L∞
H ([0, T ]),

(3) (ζn) (up to an extracted subsequence) Komlós converges to an integrable
function g ∈ L1

H([0, T ]), which means that, there is a subsequence (ζβ(m))
and an integrable function g ∈ L 1

H([0, T ]), such that

lim
n→∞

1
n

Σn
j=1ζγ(j)(t) = g(t), a.e. ∈ [0, T ],

for every subsequence (fγ(n)) of (fβ(n)).
(4) There is a filter U finer than the Fr échet filter such that U − limn ζn = l ∈

(L∞
H )′weak where (L∞

H )′weak is the second dual of L1
H([0, T ]).

Let wla ∈ L1
H([0, T ]) be the density of the absolutely continuous part l a of l

in the decomposition l = la + ls in absolutely continuous part l a and singular
part ls.
If we have considered the same extracted subsequence in (1), (2), (3), (4),
then one has

f(t) = g(t) = bar(νt) = wla(t) a.e. t ∈ [0, T ]

Combining the techniques in Proposition 4.4, we are able to provide a variational
convergence problem for the inclusion of the form{

0 ∈ ü(t) +Mu̇(t) + ∂ϕ(u(t)),

u(0) = u0; u̇(0) = u̇0.

hereM is a linear continuous operator inRd, and ϕ is convex lower semicontinuous.
To illustrate these facts and to end this paper, let us summarize them in the results
below.

Proposition 4.6. Assume that M : Rd → Rd is linear continuous operator.
Let n ∈ N and ϕn : Rd → R+ be a convex, Lipchitzean function and let ϕ∞ be
a nonnegative l.s.c proper function defined on R d. For each n ∈ N, let un be a
W

1,∞
Rd ([0, T ])-solution to the problem

(Qn)

{
0 ∈ ün(t) +Mu̇n(t) + ∂ϕn(un(t)),

un(0) = un
0 ; u̇n(0) = u̇n

0 .

Assume that
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(i) ϕn epi-converges to ϕ∞.
(ii) sup

n≥1
||un

0 || < +∞, sup
n≥1

||u̇n
0 || < +∞ and sup

n≥1
ϕn(un

0 ) < +∞.

(iii) There exist r0 > 0 and x0 ∈ Rd such that

sup
n∈N

sup
v∈BL∞

Rd
([0,T ])

∫ T

0
ϕn(x0 + r0v(t))) < +∞

here BL∞
Rd([0,T ]) is the closed unit ball in L∞

Rd([0, T ]).
(a) Then up to extracted subsequences, (un) converges uniformly to an absolutely

continuous function u∞ and (u̇n) pointwisely converges to a BV function
v∞ with v∞ = u̇∞, (du̇n) weakly converges to the differential measure
dv∞ of the BV function v∞, and (ün) weakly biting converges to a function
ζ∞ ∈ L1

Rd([0, T ]) which satisfy the variational inclusion

(Q∞) 0 ∈ ζ∞ +Mu̇∞ + ∂Iϕ∞(u∞)

here ∂Iϕ∞ denotes the subdifferential of the convex lower semicontinuous
integral functional Iϕ∞ defined on L∞

Rd([0, T ])

Iϕ∞(u) :=
∫ T

0
ϕ∞(u(t)) dt, ∀u ∈ L∞

Rd([0, T ]).

Furthermore lim
n

∫ T

0
ϕn(un(t))dt =

∫ T

0
ϕ∞(u∞(t))dt.

(b) There are a filter U finer than the Fr échet filter, l ∈ L∞
Rd([0, T ])′ such that

U − lim
n

[−ün −Mu̇n] = l ∈ L∞
Rd([0, T ])′weak

where L∞
Rd([0, T ])′weak is the second dual of L1

Rd([0, T ]) endowed with the
topology σ(L∞

Rd([0, T ])′, L∞
Rd([0, T ])) and m ∈ CRd([0, T ])′weak such that

lim
n

[−ün −Mu̇n] = m ∈ CRd([0, T ])′weak

here CRd([0, T ])′weak denotes the space CRd([0, T ])′ endowed with the weak
topology σ(CRd([0, T ])′, CRd([0, T ])). Let la be the density of the absolutely
continuous part la of l in the decomposition l = la + ls in absolutely contin-
uous part la and singular part l s. Then

la(h) =
∫ T

0
〈h(t),−ζ∞(t) −Mu̇∞(t)〉dt
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for all h ∈ L∞
Rd([0, T ]) so that

I∗ϕ∞(l) = Iϕ∗∞(−ζ∞ −Mu̇∞) + δ∗(ls, domIϕ∞)

here ϕ∗∞ is the conjugate of ϕ∞, Iϕ∗∞ the integral functional defined on
L1

Rd([0, T ]) associated with ϕ∗∞, I∗ϕ∞ the conjugate of the integral functional
Iϕ∞ , domIϕ∞ := {u ∈ L∞

Rd([0, T ]) : Iϕ∞(u) <∞} and

〈m, h〉 =
∫ T

0
〈−ζ∞(t) −Mu̇∞(t), h(t)〉dt+ 〈ms, h〉, ∀h ∈ CRd([0, T ]).

with 〈ms, h〉 = ls(h), ∀h ∈ CRd([0, T ]). Further m belongs to the subdif-
ferential ∂Jϕ∞(u∞) of the convex lower semicontinuous integral functional
Jϕ∞ defined on CRd([0, T ])

Jϕ∞(u) :=
∫ T

0
ϕ∞(u(t)) dt, ∀u ∈ CRd([0, T ]).

(c) Consequently the density −ζ∞−Mu̇∞ of the absolutely continuous partm a

ma(h) :=
∫ T

0
〈−ζ∞(t) −Mu̇∞(t), h(t)〉dt, ∀h ∈ CRd([0, T ])

satisfies the inclusion

−ζ∞(t) −Mu̇∞(t) ∈ ∂ϕ∞(u∞(t)), a.e..

and for any nonnegative measure θ on [0, T ] with respect to which m s is
absolutely continuous∫ T

0
hϕ∗∞(

dms

dθ
(t))dθ(t) =

∫ T

0
〈u∞(t),

dms

dθ
(t)〉dθ(t)

here hϕ∗∞ denotes the recession function of ϕ ∗∞. Furthermore, the following
equality holds

〈dy∞, h〉 =
∫ T

0
〈ζ∞(t), h(t)〉dt− 〈ms, h〉

for all h ∈ CRd([0, T ]).

Proof.

Step 1. ||u̇n(.)|| and ϕn(un(.)) are uniformly bounded.
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By Theorem 4.1, there is a W1,∞
Rd ([0, T ]) solution, un, of the problem under

consideration. Applying the inclusion

−ün(t) −Mu̇n(t) ∈ ∂ϕn(un(t))

and the chain rule theorem ([31], Theorem 2) yields

−〈u̇n(t), ün(t)〉 − 〈u̇n(t),Mu̇n(t)〉 =
d

dt
[ϕn(un(t))]

that is
−〈Mu̇n(t), u̇n(t)〉 =

d

dt
[ϕn(un(t)) +

1
2
||u̇n(t)||2].

By integrating on [0, t] this equality we get

ϕn(un(t)) +
1
2
||u̇n(t)||2

= ϕn(un(0)) +
1
2
||u̇n(0)||2 −

∫ t

0
〈Mu̇n(s), u̇n(s)〉ds

≤ ϕn(un(0)) +
1
2
||u̇n(0)||2 + γ

∫ t

0
||u̇n(s)||2ds

here γ = ||M || is the norm of the operator M . We will assume γ > 0. Then
from (ii), the preceding estimate and the Gronwall like inequality (Lemma 4.1), it
is immediate that

(4.6.2) sup
n≥1

sup
t∈[0,T ]

||u̇n(t)|| < +∞ and sup
n≥1

sup
t∈[0,T ]

ϕn(un(t)) < +∞.

Step 2. Estimation of ||ün(.)||. As
zn(t) := −ün(t) −Mu̇n(t) ∈ ∂ϕn(un(t))

by the subdifferential inequality for convex lower semi continuous functions we
have

ϕn(x) ≥ ϕn(un(t)) + 〈x− un(t), zn(t)〉
for all x ∈ Rd. Now let v ∈ BL∞

Rd ([0,T ]), the closed unit ball of L∞
Rd [0, T ]). By

taking x = w(t) := x0 + r0v(t) in the preceding inequality we get

ϕn(w(t)) ≥ ϕn(un(t)) + 〈w(t)− un(t), zn(t)〉.
Integrating the preceding inequality gives∫ T

0
〈x0 + r0v(t)− un(t), zn(t)〉dt

=
∫ T

0

〈x0 − un(t), zn(t)〉dt+ r0

∫ T

0

〈v(t), zn(t)〉dt

≤
∫ T

0
ϕn(x0 + r0v(t))dt−

∫ T

0
ϕn(un(t))dt.
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Whence follows

(4.6.3)
r0

∫ T

0
〈v(t), zn(t)〉dt ≤

∫ T

0
ϕn(x0 + r0v(t))dt

−
∫ T

0
ϕn(un(t))dt−

∫ T

0
〈x0 − un(t), zn(t)〉dt.

We compute the last integral in the preceding inequality. For simplicity, let us set
vn(t) = un(t) − x0 for all t ∈ [0, T ]. By integration by parts and taking account
into (4.6.2) we have

(4.6.4)

−
∫ T

0

〈x0 − un(t), zn(t)〉dt = −
∫ T

0

〈vn(t), v̈n(t) +Mv̇n(t)〉dt

= −[〈vn(t), v̇n(t) +Mvn(t)]T0 +
∫ T

0
〈v̇n(t), v̇n(t) +Mvn(t)〉dt

≤ −〈vn(T ), v̇n(T )〉+ 〈vn(0), v̇n(0)〉 − 〈Mvn(T ), vn(T )〉

+〈Mvn(0), vn(0)〉+
∫ T

0
||v̇n(t)||2dt+

∫ T

0
〈v̇n(t),Mvn(t)〉dt.

By (4.6.2)− (4.6.4), we get

(4.6.5) r0
∫ T
0 〈v(t), zn(t)〉dt ≤ ∫ T

0 ϕn(x0 + r0v(t))dt+ L

for all v ∈ BL∞
Rd ([0,T ]), here L is a suitable positive constant independent of n ∈ N.

By (iii) we conclude that (ün +Mu̇n) is bounded in L1
Rd([0, T ]), then so is (ün).

It turns out that the sequence (u̇n) of absolutely continuous functions is bounded in
variation and by Helly theorem, we may assume that (u̇n) pointwisely converges to
a BV function v∞ : [0, T ] → R

d and the sequence (un) converges uniformly to an
absolutely continuous function u∞ with u̇∞ = v∞ a.e. At this point, it is clear that
(u̇n) converges in L1

Rd([0, T ]) to v∞, using (4.6.2) and the dominated convergence
theorem. Hence (Mu̇n(.)) converges in L1

Rd([0, T ]) to Mv∞(.).

Step 3. Weak biting limit of ün. As (ün) is bounded in L1
Rd([0, T ]), we

may assume that (ün) weakly biting converges to a function ζ∞ ∈ L1
Rd([0, T ]),

that is, there exists a decreasing sequence of Lebesgue-measurable sets (Bp) with
limp λ(Bp) = 0 such that the restriction of (ün) on each Bc

p converges weakly
in L1

Rd([0, T ]) to ζ∞. Noting that (Mu̇n) converges in L1
Rd([0, T ]) to Mv∞. It

follows that the restriction of (zn = −ün −Mu̇n) to each Bc
p weakly converges in

L1
Rd([0, T ]) to z∞ := −ζ∞ −Mv∞, because

lim
n

∫
B
〈ün +Mu̇n, h〉 dt =

∫
B
〈ζ∞ +Mv∞, h〉 dt
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for every B ∈ Bc
p ∩ L([0, T ]) and for every function h ∈ L∞

Rd([0, T ]).

Step 4. Localization of the limits: z∞ = −ζ∞ −Mu̇∞ ∈ ∂Iϕ∞(u∞).
We will adapt the techniques developed in ([20], Lemma 3.7, Proposition 4.2).

As (ϕn) epiconverges to ϕ∞, by virtue of Lemma 3.4 in [20] we have

lim inf
n

∫
B
ϕn(un(t)) dt ≥

∫
B
ϕ∞(u∞(t)) dt,

for every B ∈ L([0, T ]). Let h ∈ L∞
Rd([0, T ]). Using (4.6.2) and applying Lemma

3.7 in [20] provides a bounded sequence (hn) in L∞
H ([0, T ]), such that (hn) point-

wisely converges to h and such that

lim sup
n

∫
B

ϕn(hn(t)) dt ≤
∫

B

ϕ∞(h(t)) dt

for every B ∈ L([0, T ]). Coming back to the inclusion zn(t) ∈ ∂ϕn(un(t)), we
have

ϕn(x) ≥ ϕn(un(t)) + 〈x− un(t), zn(t)〉
for all x ∈ Rd. By substituting x by hn(t) in this inequality and by integrating on
each B ∈ Bc

p ∩ L([0, T ]),∫
B
ϕn(hn(t)) dt ≥

∫
B
ϕn(un(t)) dt+

∫
B
〈hn(t) − un(t), zn(t)〉 dt

and passing to the limit in the preceding inequality when n goes to +∞, we get∫
B
ϕ∞(h(t)) dt ≥

∫
B
ϕ∞(u∞(t)) dt+

∫
B
〈h(t)− u∞(t), z∞(t)〉 dt

As this inequality is true on each B ∩ Bc
p∫

B∩Bc
p

ϕ∞(h(t)) dt ≥
∫

B∩Bc
p

ϕ∞(u∞(t)) dt

+
∫

B∩Bc
p

〈h(t) − u∞(t), z∞(t)〉 dt

and Bc
p ↑ [0, T ], by passing to the limit when p goes to∞ in the last inequality, we

get ∫
B
ϕ∞(h(t)) dt ≥

∫
B
ϕ∞(u∞(t)) dt+

∫
B
〈z∞(t), h(t)− u∞(t)〉 dt

for all B ∈ L([0, T ]) and for all h ∈ L∞
Rd([0, T ]). In other words,

z∞ = −ζ∞ −Mu̇∞ ∈ ∂Iϕ∞(u∞).
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Step 5. limn

∫ T
0 ϕn(un(t))dt =

∫ T
0 ϕ∞(u∞(t))dt.

From the chain rule theorem given in Step 1, recall that

−〈u̇n(t), ün(t) +Mu̇n(t)〉 =
d

dt
[ϕn(un(t))]

that is
〈u̇n(t), zn(t)〉 =

d

dt
[ϕn(un(t))].

By the estimate (4.6.2) and the boundedness in L1
Rd([0, T ]) of (zn), it is immediate

that ( d
dt [ϕn(un(t))]) is bounded in L1

R([0, T ]) so that (ϕn(un(.)) is bounded in
variation. By Helly theorem, we may assume that (ϕn(un(.)) pointwisely converges
to a BV function ψ. By (4.6.2), (ϕn(un(.)) converges in L1

R([0, T ]) to ψ. In
particular, for every k ∈ L∞R+([0, T ]) we have

lim
n→∞

∫ T

0
k(t)ϕn(un(t))dt =

∫ T

0
k(t)ψ(t)dt.

Using this fact and repeating the biting arguments via the epi-limit results given in
Step 4, it is easy to see that∫

B
ϕ∞(h(t)) dt ≥

∫
B
ψ(t) dt+

∫
B
〈z∞(t), h(t)− u∞(t)〉 dt

for all B ∈ L([0, T ]) and for all h ∈ L∞
Rd([0, T ]). In particular, we get the estimate∫

B
ϕ∞(u∞(t)) dt ≥

∫
B
ψ(t) dt

for all B ∈ L([0, T ]). Again by the epi-lower convergence result in Step 4, we have∫
B

ψ(t) dt = lim
n→∞

∫
B

ϕn(un(t)) dt = lim
n→∞

∫
B

ϕn(un(t)) dt ≥
∫

B

ϕ∞(u∞(t)) dt

for all B ∈ L([0, T ]). It turns out that ϕ∞(u∞(t)) = ψ(t) a.e.

Step 6. Localization of further limits and final step.
As (zn = −ün −Mu̇n) is bounded in L1

Rd([0, T ]) in view of Step 3, it is
relatively compact in the second dual L∞

Rd([0, T ])′ of L1
Rd([0, T ]) endowed with

the weak topology σ(L∞
Rd([0, T ])′, L∞

Rd([0, T ])). Furthermore, (zn) can be viewed
as a bounded sequence in CRd([0, T ])′. Hence there are a filter U finer than the
Fréchet filter, l ∈ L∞

Rd([0, T ])′ and m ∈ CRd([0, T ])′ such that

(4.6.6) U − lim
n
zn = l ∈ L∞

Rd([0, T ])′weak
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and

(4.6.7) lim
n
zn = m ∈ CRd([0, T ])′weak

where L∞
Rd([0, T ])′weak is the second dual of L

1
Rd([0, T ]) endowed with the topology

σ(L∞
Rd([0, T ])′, L∞

Rd([0, T ])) and CRd([0, T ])′weak denotes the space CRd([0, T ])′

endowed with the weak topology σ(CRd([0, T ])′, CRd([0, T ])), because CRd([0, T ])
is a separable Banach space for the norm sup, so that we may assume by extracting
subsequences that (zn) weakly converges tom ∈ CRd([0, T ])′. Let la be the density
of the absolutely continuous part la of l in the decomposition l = la+ls in absolutely
continuous part la and singular part ls, in the sense there is an decreasing sequence
(An) of Lebesgue measurable sets in [0, T ] with An ↓ ∅ such that ls(h) = ls(1Anh)
for all h ∈ L∞

Rd([0, T ]) and for all n ≥ 1. As (zn = −ün −Mu̇n) weakly biting
converges to z∞ = −ζ∞(t) −Mu̇∞ in Step 4, it is already seen (cf. Proposition
4.5) that

la(h) =
∫ T

0
〈h(t),−ζ∞(t) −Mu̇∞(t)〉dt

for all h ∈ L∞
Rd([0, T ]), shortly z∞ = −ζ∞(t) −Mu̇∞ coincides a.e. with the

density of the absolutely continuous part la. By ([23], [34]) we have

I∗ϕ∞(l) = Iϕ∗∞(−ζ∞ −Mu̇∞) + δ∗(ls, domIϕ∞)

here ϕ∗∞ is the conjugate of ϕ∞, Iϕ∗∞ is the integral functional defined on L
1
Rd([0, T ])

associated with ϕ∗∞, I∗ϕ∞ is the conjugate of the integral functional Iϕ∞ and

domIϕ∞ := {u ∈ L∞
Rd([0, T ]) : Iϕ∞(u) <∞}.

Using the inclusion

z∞ = −ζ∞ −Mu̇∞ ∈ ∂Iϕ∞(u∞).

that is
Iϕ∗∞(−ζ∞ −Mu̇∞) = 〈−ζ∞ −Mu̇∞, u∞〉 − Iϕ∞(u∞)

we see that

I∗ϕ∞(l) = 〈−ζ∞ −Mu̇∞, u∞〉 − Iϕ∞(u∞) + δ∗(ls, domIϕ∞).

Coming back to the inclusion zn(t) ∈ ∂ϕn(un(t)), we have

ϕn(x) ≥ ϕn(un(t)) + 〈x− un(t), zn(t)〉
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for all x ∈ Rd. By substituting x by h(t) in this inequality, here h ∈ C
Rd([0, T ]),

and by integrating∫ T

0
ϕn(h(t)) dt ≥

∫ T

0
ϕn(un(t)) dt+

∫ T

0
〈h(t) − un(t), zn(t)〉 dt.

Arguing as in Step 4 by passing to the limit in the preceding inequality, in-
volving the epilimsup property for integral functionals

∫ T
0 ϕn(h(t))dt defined on

L∞
Rd([0, T ]), it is easy to see that∫ T

0
ϕ∞(h(t)) dt ≥

∫ T

0
ϕ∞(u∞(t)) dt+ 〈h− u∞, m〉.

Since this holds, in particular, when h ∈ CRd([0, T ]), we conclude that m be-
longs to the subdifferential ∂Jϕ∞(u∞) of the convex lower semicontinuous integral
functional Jϕ∞ defined on CRd([0, T ])

Jϕ∞(u) :=
∫ T

0
ϕ∞(u(t)) dt, ∀u ∈ CRd([0, T ]).

As (zn = −ün −Mu̇n) weakly biting converges to z∞ = −ζ∞(t) +Mu̇∞ in Step
4, we see that

la(h) =
∫ T

0
〈h(t),−ζ∞(t) −Mu̇∞(t)〉dt

for all h ∈ L∞
Rd([0, T ]) (see Proposition 4.5) so that

l(h) =
∫ T

0
〈−ζ∞(t)−Mu̇∞(t), h(t)〉dt+ ls(h), ∀h ∈ L∞

Rd([0, T ]).

Now let B : CRd([0, T ]) → L∞
Rd([0, T ]) be the continuous injection and let B∗ :

L∞
Rd([0, T ])′ → CRd([0, T ])′ be the adjoint of B given by

〈B∗l, h〉 = 〈l, Bh〉 = 〈l, h〉, ∀l ∈ L∞
Rd([0, T ])′, ∀h ∈ CRd([0, T ]).

Then we have B∗l = B∗la + B∗ls, l ∈ L∞
Rd([0, T ])′ being the limit of (zn =

−ün − Mu̇n) under the filter U given in section 4 and l = la + ls being the
decomposition of l in absolutely continuous part la and singular part ls. It follows
that

〈B∗l, h〉 = 〈B∗la, h〉+ 〈B∗ls, h〉 = 〈la, h〉+ 〈ls, h〉
for all h ∈ CRd([0, T ]). But it is already seen that

〈la, h〉 = 〈−ζ∞ −Mu̇∞, h〉

=
∫ T

0
〈−ζ∞(t) −Mu̇∞(t), h(t)〉dt, ∀h ∈ L∞

Rd([0, T ])
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so that the measure B∗la is absolutely continuous

〈B∗la, h〉 =
∫ T

0
〈−ζ∞(t)−Mu̇∞(t), h(t)〉dt, ∀h ∈ CRd([0, T ])

and its density −ζ∞ −Mu̇∞ satisfies the inclusion

−ζ∞(t) −Mu̇∞(t) ∈ ∂ϕ∞(u∞(t)), a.e..

and the singular part B∗ls satisfies the equation

〈B∗ls, h〉 = 〈ls, h〉, ∀h ∈ CRd([0, T ]).

As B∗l = m, using (4.6.6)-(4.6.7), it turns out that m is the sum of the absolutely
continuous measure ma with

〈ma, h〉 =
∫ T

0
〈−ζ∞(t) −Mu̇∞(t), h(t)〉dt, ∀h ∈ CRd([0, T ])

and the singular part ms given by

〈ms, h〉 = 〈ls, h〉, ∀h ∈ CRd([0, T ]).

which satisfies the property: for any nonnegative measure θ on [0, T ] with respect
to which ms is absolutely continuous∫ T

0
hϕ∗∞(

dms

dθ
(t))dθ(t) =

∫ T

0
〈u∞(t),

dms

dθ
(t)〉dθ(t)

here hϕ∗∞ denotes the recession function of ϕ
∗∞. Indeed, as m belongs to ∂Jϕ∞(u∞)

by applying Theorem 5 in [34] we have

(4.6.8) J∗
ϕ∞(m) = Iϕ∗∞(

dma

dt
) +

∫ T

0
hϕ∗∞(

dms

dθ
(t))dθ(t)

with

Iϕ∗∞(v) :=
∫ T

0
ϕ∗
∞(v(t))dt, ∀v ∈ L1

Rd([0, T ]).

Recall that
dma

dt
= −ζ∞ −Mu̇∞ ∈ ∂Iϕ∞(u∞)

that is

(4.6.9) Iϕ∗∞(
dma

dt
) = 〈−ζ∞ −Mu̇∞, u∞〉〈L1

Rd([0,T ]),L∞
Rd([0,T ])〉 − Iϕ∞(u∞)
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From (4.6.9) we deduce

J∗
ϕ∞(m) = 〈u∞, m〉〈C

Rd([0,T ]),C
Rd([0,T ])′〉 − Jϕ∞(u∞)

= 〈u∞, m〉〈C
Rd([0,T ]),C

Rd([0,T ])′〉 − Iϕ∞(u∞)

=
∫ T

0
〈u∞(t),−ζ∞(t) −Mu̇∞(t)〉 dt

+
∫ T

0

〈
u∞(t),

dms

dθ
(t)

〉
dθ(t))− Iϕ∞(u∞)

= Iϕ∗∞

(
dma

dt

)
+

∫ T

0

〈
u∞(t),

dms

dθ
(t)

〉
dθ(t)).

Coming back to (4.6.8) we get the equality∫ T

0
hϕ∗∞

(
dms

dθ
(t)

)
dθ(t) =

∫ T

0

〈
u∞(t),

dms

dθ
(t)

〉
dθ(t)).

It remain to check the last equality

dv∞ = ζ∞dt −ms.

Indeed, since (zn = −ün −Mu̇n) converges in CRd([0, T ])′weak to m with

m = [−ζ∞ −Mu̇∞]dt+ms

and (du̇n) converges in CRd([0, T ])′weak to dv
∞ by virtue of Helly theorem, it

follows that (zn = −ün−Mu̇n) converges in CRd([0, T ])′weak to −dv∞−Mu̇∞dt.
Hence we get

m = [−ζ∞ −Mu̇∞]dt+ms = −dv∞ −Mu̇∞dt

thereby proving the required equality.

Remark. Combining biting argument with the characterization of the de-
composition formula in the dual of L∞

Rd([0, T ]) allows to localize the limits under
consideration and their relationships via Proposition 4.5 and the continuous injec-
tion B : CRd([0, T ]) → L∞

Rd([0, T ]), namely the absolute continuous part ma of the
measure limit m and its singular part ms. At this point, it is easy to see that, up to
extracted subsequences, (zn = −ün −Mu̇n) stably converges to a Young measure
ν∞ ∈ Y([0, T ],M1

+(Rd)) with

bar(νt) =
∫
Rd
x νt(dx) = −ζ∞(t) −Mu̇∞(t) a.e. t ∈ [0, T ]).
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Taking account into the above remark and the results given in Proposition 4.6
and its proofs, we obtain

Corollary 4.2. Under the hypotheses and notations of Proposition 4.6, assume
that ϕ∗

n is non negative for all n ∈ N ∪ {∞} and (ϕ ∗
n)n≥1 epilower converges to

ϕ∗∞, then the following hold:

(∗) lim inf
n

∫ T

0
ϕ∗

n(−ün(t) −Mu̇n(t)) dt ≥
∫ T

0

[∫
Rd
ϕ

∗
∞(x)ν∞t (dx)

]
dt.

Consequently the limits under consideration satisfy

(∗∗)
0 ≥

∫ T

0

[∫
Rd
ϕ

∗
∞(x)ν∞t (dx)

]
dt−

∫ T

0
〈bar(ν∞t ), u∞(t)〉 dt

+
∫ T

0
ϕ∞(u∞(t)) dt−

∫ T

0
hϕ∗∞

(
dms

dθ
(t)

)
dθ(t).

Proof. As (ϕ∗
n) epilower converges to ϕ∗∞ and (zn = −ün −Mu̇n) stably

converges to ν∞ ∈ Y([0, T ],M1
+(Rd)), by virtue of Lemma 3.4 in [20], we have

(∗) lim inf
n

∫ T

0
ϕ∗

n(−ün(t) −Mu̇n(t)) dt ≥
∫ T

0

[∫
Rd

ϕ
∗
∞(x)ν∞t (dx)

]
dt.

Using the results obtained in the proof of Proposition 4.6 and (∗), it is not difficult
to check that

0 ≥ lim inf
n

[∫ T

0
ϕ∗

n(−ün(t) −Mu̇n(t)) dt

+
∫ T

0
〈ün(t) +Mu̇n(t), un(t)〉dt +

∫ T

0
ϕn(un(t) dt

]
≥

∫ T

0

[∫
Rd

ϕ
∗
∞(x)ν∞t (dx)

]
dt− 〈u∞, m〉+

∫ T

0
ϕ∞(u∞(t)) dt

=
∫ T

0

[∫
Rd

ϕ
∗
∞(x)ν∞t (dx)

]
dt+

∫ T

0
〈ζ∞(t) +Mu̇∞(t), u∞(t)〉 dt

−
∫ T

0
〈u∞(t),

dms

dθ
(t)〉dθ(t)) +

∫ T

0
ϕ∞(u∞(t)) dt

=
∫ T

0

[∫
Rd

ϕ
∗
∞(x)ν∞t (dx)

]
dt+

∫ T

0

〈ζ∞(t) +Mu̇∞(t), u∞(t)〉 dt

−
∫ T

0
hϕ∗∞

(
dms

dθ
(t)

)
dθ(t) +

∫ T

0
ϕ∞(u∞(t)) dt
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thus proving (∗∗).

Remark. The techniques of the proof in Proposition 4.6 permit to treat also
similar variational problems involving second order evolution, in particular, the
following one involving anti-periodic boundary conditions{

0 = ün(t) + γu̇n(t) −∇ψ(un) + ∇ϕn(un(t)) + fn(t),

un(T ) = −un(0); u̇n(T ) = u̇n(0).

where γ is a positive constant, ψ and ϕn are convex lipschitzian, Gateaux differ-
entiable, even, functions and ϕn epiconverges to a convex lower semicontinuous
even function ϕ∞, (fn) is a sequence in L2

H([0, T ]) weakly converges to a function
f∞ ∈ L2

H([0, T ]). For shortness we omit the details.
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Département de Mathématiques,
Université Montpellier II,
34095 Montpellier Cedex 5,
France
E-mail: castaing.charles@numericable.fr

A. G Ibrahim
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