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DISTRIBUTION COSINE FUNCTIONS

Marko Kostić

Abstract. A class of distribution cosine functions is introduced and systemat-
ically analyzed. Connections with (local) integrated cosine functions as well
as some characterizations and related examples are given.

INTRODUCTION

It is well known that the notion of integrated cosine functions for a positive
integral number n was introduced by Arendt and Kellermann [2] in 1989. Then,
the basic properties of exponentially bounded α-times integrated cosine functions
(α ≥ 0) are investigated by many authors (cf., e.g., [4, 6, 19, 21] and references
therein). Strongly continuous integrated C-cosine functions which are not neces-
sarily exponentially bounded are investigated in [18]. The properties of M, N -
functions, which in particular give the properties of cosine and sine functions, are
given in [14] as well as the treatment of the second order abstract Cauchy problems
(see also [20]). Connections of exponentially bounded integrated cosine functions
with the abstract Cauchy problem (ACPn) are given in [19]. Perturbation and
adjoint type results for α-times integrated cosine functions are proved in [21].

On the other hand, distribution semigroups in Banach spaces and their genera-
tors were introduced by Lions in [13]. A new definition of distribution semigroups,
covering in particular non-densely defined generators, is presented by Kunstmann in
[9]. He proved that every generator of a distribution semigroup is also the generator
of a global regularized semigroup and that a closed linear operator A generates a
distribution semigroup if and only if it is the generator of a local integrated semi-
group. Similar results are independently obtained in [17], where Wang defined the
same class of semigroups called by him quasi-distribution semigroups. Generator of
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a degenerate distribution semigroup is introduced in [7], where some new character-
izations of distribution semigroups are also shown. Basic theory of C-distribution
semigroups is given in [8].

This paper is devoted to the study of distribution cosine functions and their
generators (which are not necessarily densely defined). The theory obtained here
can be viewed as a unification of the concept of (local) integrated cosine functions.
Our investigations are mostly based on the theory of distribution semigroups. A
straightforward approach seems to be more complicated.

The paper is organized as follows. In Section 1, we repeat some known facts
related to integrated cosine functions and distribution semigroups. In this section
we will prove Proposition 1.3 which clarify the relations between integrated cosine
functions and integrated semigroups. This result seems to be new in local case. The
notion of a distribution cosine function is introduced in Section 2. Afterwards we
analyze the basic structural properties of distribution cosine functions. In Section
3, we investigate the relations between distribution cosine functions and local inte-
grated cosine functions, local C-cosine functions and convolution type equations. In
Section 4 we introduce the notion of an exponential distribution cosine function and
relate exponential distribution cosine functions to exponentially bounded integrated
cosine functions. Section 5 is devoted to the study of dense distribution cosine
functions. Last section gives several examples which justify our results given in
previous sections.

1. PRELIMINARIES

We use the standard notation. E is a complex Banach space with the norm || · ||
and L(E) = L(E,E) is the space of bounded linear operators from E into E . We
will assume that the space E 2 is topologized by the norm ||(x, y)||E2 = ||x||+ ||y||.

By D we denote the space of all compactly supported C∞-functions from R

into C equipped with the usual inductive limit topology; E is the space of all C∞-
functions R → C supplied with the usual topology and S denotes the Schwartz
space of all rapidly decreasing functions. Their strong duals are D′, E ′ and S ′, re-
spectively. By D0 we denote the subspace of D which consists of the elements sup-
ported by [0,∞). Further on, D′(L(E)) = L(D, L(E)), E ′(L(E)) = L(E , L(E))
and S ′(L(E)) = L(S, L(E)) are spaces of continuous linear functions D → L(E),
E → L(E) and S → L(E), respectively, equipped with the topology of uniform
convergence on bounded subsets of D, E and S , respectively; D′

0(L(E)), E ′
0(L(E))

and S ′
0(L(E)) are the subspaces of D′(L(E)), E ′((L(E)) and S ′((L(E)), respec-

tively, containing the elements supported by [0,∞).
For a linear operator A, its domain, range and null space are denoted by

D(A), R(A) and N (A), respectively. We will always assume that A is a closed
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operator and that C ∈ L(E) is an injective operator; [D(A)] denotes the Banach
space D(A) equipped with the graph norm. Let K ⊂ R. Then DK denotes the
subspace of D which consists of the test functions whose support is contained in

K. Let α ∈ D[−2,−1] be a fixed test function satisfying
∞∫

−∞
α(x)dx = 1. Then, with

α chosen in this way, for every fixed ϕ we define I(ϕ) as follows

I(ϕ)(x) :=

x∫
−∞

[ϕ(t)− α(t)

∞∫
−∞

ϕ(u)du]dt, x ∈ R.

It is clear that I(ϕ) ∈ D, I(ϕ′) = ϕ and d
dxI(ϕ)(x) = ϕ(x)−α(x)

∞∫
−∞

ϕ(u)du, x ∈
R. Then, for G ∈ D′(L(E)) we may define G−1 via G−1(ϕ) := −G(I(ϕ)), ϕ ∈
D. We have G−1 ∈ D′(L(E)) and (G−1)′ = G; more precisely, −G−1(ϕ′) =
G(I(ϕ′)) = G(ϕ), ϕ ∈ D.

Let ϕ ∈ D with suppϕ ⊂ (−∞, 0) be fixed. Our choice of α implies
d
dxI(ϕ)(x) = 0, x > a, for a suitable a ∈ (−∞, 0). Accordingly, suppI(ϕ) ⊂
(−∞, 0). It implies the following:
suppG ⊂ [0,∞) ⇒ suppG−1 ⊂ [0,∞). Moreover, if ϕ ∈ D with suppϕ ⊂ [a, b],
then

suppI(ϕ) ⊂ [min(−2, a),max(−1, b)].

Let k ∈ N0. The distribution δ (k) is defined by δ(k)(ϕ) = (−1)kϕ(k)(0), ϕ ∈ D.
For a ϕ ∈ D and an f ∈ D′, or for a ϕ ∈ E and an f ∈ E′, we define the

convolution f ∗ ϕ by

(f ∗ ϕ)(t) := f(ϕ(t− ·)), t ∈ R.

For f ∈ D′, or for f ∈ E′, define f̌ by f̌(ϕ) := f(ϕ(−·)), ϕ ∈ D (ϕ ∈ E).
Generally, the convolution of two distribution f, g ∈ D′, f ∗ g ∈ D′, is defined by
(f ∗g)(ϕ) = g(f̌ ∗ϕ), ϕ ∈ D. We have supp(f ∗g) ⊂ suppf + suppg. It is known
that f ∗ ϕ ∈ D0, if f ∈ E ′

0 and ϕ ∈ D0.
We give some elementary facts concerning α-times integrated cosine functions

and distribution semigroups in the sense of [13] and [9]. We refer to [1], [3], [11],
[12] and [19] for the material intimately related to (local) integrated C−semigroups.

Definition 1.1. Let A be a closed operator, α ≥ 0, 0 < τ ≤ ∞. If there exists
a strongly continuous operator family (Cα(t))t∈[0,τ ) (Cα(t) ∈ L(E), 0 ≤ t < τ)
such that:

(i) Cα(t)A ⊂ ACα(t), t ∈ [0, τ),
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(ii) for all x ∈ E and t ∈ [0, τ):

t∫
0

(t− s)Cα(s)xds ∈ D(A), and

A

t∫
0

(t− s)Cα(s)xds = Cα(t)x− tα

Γ(α+ 1)
x,

then Cα is called a (local) α-times integrated cosine function and A is called the
generator of Cα.

The following proposition can be easily proved (cf. also [21]) by standard
arguments.

Proposition 1.2. Let (Cα(t))t≥0 be a strongly continuous, exponentially
bounded operator family and let A be a closed operator. Then A is the gener-
ator of the α-times integrated cosine function C α if and only if there exists ω > 0
such that (ω2,∞) ⊂ ρ(A) and

λR(λ2 : A)x = λα

∞∫
0

e−λtCα(t)xdt , λ > ω, x ∈ E.

Now, Definition 1.1 leads us to the next question: if (Cα(t))t∈[0,τ ) is a (local)
α-times integrated cosine function, what is its ‘semigroup’ relation? In this paper
it will be enough to give the answer when α = n ∈ N. Essentially, the answer is
contained in [18] where the semigroup property of a global integrated C−cosine
function is discussed. Repeating literally the arguments given in [18], one obtains:

2C(t)C(s)x =
1

(n− 1)!
[(−1)n

|t−s|∫
0

(|t− s| − r)n−1C(r)xdr

+[

t+s∫
0

−
t∫

0

−
s∫

0

](t+ s− r)n−1C(r)xdr

+

t∫
0

(s− t+ r)n−1C(r)xdr

+

s∫
0

(t− s + r)n−1C(r)xdr] , 0 ≤ t, s, t+ s < τ , x ∈ E.

All this has been seen many times and the details are omitted here. So, if
(Cn(t))t∈[0,τ ) is an n-times integrated cosine function thenCn(t)Cn(s) = Cn(s)Cn
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(t), 0 ≤ t, s < τ
2 . This equality remains true for all (t, s) ∈ [0, τ)× [0, τ); it will

be proved soon. We refer to [21] for the ‘semigroup’ relation in the case α ≥ 0.
Now we give an important result for our further investigations. Its exponential

version is well known (see for instance [21]).

Proposition 1.3. Let A be a closed operator, α ≥ 0, 0 < τ ≤ ∞. Then the
following assertions are equivalent:

(i) A is the generator of an α-times integrated cosine function (C α(t))t∈[0,τ ) in
E .

(ii) The operator A ≡
(

0 I
A 0

)
is the generator of an (α+1)-times integrated

semigroup (Sα+1(t))t∈[0,τ ) in E2.

In this case, we have

Sα+1(t) =




t∫
0

Cα(s)ds
t∫

0

(t− s)Cα(s)ds

Cα(t) − tα

Γ(α+1)I
t∫
0

Cα(s)ds


 , 0 ≤ t < τ.

Proof. (i) ⇒ (ii). One obtains that (Sα+1(t))t∈[0,τ ) is a strongly continuous
operator family in E2 and that Sα+1(t)A ⊂ ASα+1(t), 0 ≤ t < τ . Moreover,

A
t∫

0

Sα+1(s)
(
x

y

)
ds = A

t∫
0




s∫
0

Cα(r)xdr+
s∫
0

(s− r)Cα(r)ydr

Cα(s)x− sα

Γ(α+1)x +
s∫
0

Cα(r)ydr


ds

= A




t∫
0

(t− s)Cα(s)xds+
t∫
0

(t−s)2

2 Cα(s)yds

t∫
0

Cα(s)xds− tα+1

Γ(α+2)x+
t∫

0

(t− s)Cα(s)yds




=




t∫
0

Cα(s)xds− tα+1

Γ(α+2)
x+

t∫
0

(t− s)Cα(s)yds

Cα(t)x− tα

Γ(α+1)
x+

t∫
0

Cα(s)yds− tα+1

Γ(α+2)
y




= Sα+1(t)
(
x
y

)− tα+1

Γ(α+ 2)
(
x
y

)
, 0 ≤ t < τ, x, y ∈ E.
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(ii) ⇒ (i). Let Sα+1(t) =
(
S1

α+1(t) S2
α+1(t)

S3
α+1(t) S4

α+1(t)

)
t∈[0,τ )

and

Si
α+1(t) ∈ L(E), i ∈ {1, 2, 3, 4}, 0 ≤ t < τ . Since Sα+1A ⊂ ASα+1, we obtain

S1
α+1(t)x+ S2

α+1(t)y ∈ D(A),

S1
α+1(t)y + S2

α+1(t)Ax = S3
α+1(t)x+ S4

α+1(t)y,

S3
α+1(t)y+S

4
α+1(t)Ax=A(S1

α+1(t)x+S2
α+1(t)y), 0≤t<τ, x∈D(A), y∈E.

Hence, S3
α+1(t)x = S2

α+1(t)Ax, x ∈ D(A), and S3
α+1(t)y = AS2

α+1(t)y, y ∈ E ,
0 ≤ t < τ . This implies that for every x ∈ D(A), we have S3

α+1(t)Ax =
AS2

α+1(t)Ax = AS3
α+1(t)x. Thus, S3

α+1(t)A ⊂ AS3
α+1(t), t ∈ [0, τ), and (S3

α+1+
tα

Γ(α+1)I)t∈[0,τ ) is a strongly continuous operator family. Now, the simple calculation
deduced from

A
t∫

0

Sα+1(s)
(
x

y

)
ds = Sα+1(t)

(
x

y

)
− tα+1

Γ(α + 2)

(
x

y

)
,

gives

t∫
0

S3
α+1(s)xds+

t∫
0

S4
α+1(s)yds = S1

α+1(t)x+ S2
α+1(t)y −

tα+1

Γ(α + 2)
x,

and

A


 t∫

0

S1
α+1(s)xds+

t∫
0

S2
α+1(s)yds




= S3
α+1(t)x+ S4

α+1(t)y −
tα+1

Γ(α+ 2)
y , 0 ≤ t < τ, x, y ∈ E.

Thus,
t∫

0

S3
α+1(s)xds = S1

α+1(t)x − tα+1

Γ(α+2)x, and A
t∫

0

S1
α+1(s)xds = S3

α+1(t)x,

0 ≤ t < τ , x ∈ E .
Consequently,

A


 t∫

0

(t− s)(S3
α+1(s)x+

sα

Γ(α+ 1)
x)ds




= A


 t∫

0

(t− s)(
d

dv
S1

α+1(v)x)v=sds


 = A

t∫
0

S1
α+1(s)xds
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=
[
S3

α+1(t)x+
tα

Γ(α + 1)
x

]
− tα

Γ(α+ 1)
x , 0 ≤ t < τ, x ∈ E, and

A is the generator of the α-times integrated cosine function (S3
α+1(t)+

tα

Γ(α+1)I)t∈[0,τ ).

Clearly, S1
α+1(t) = S4

α+1(t) and S2
α+1(t) =

t∫
0

S1
α+1(s)ds, 0 ≤ t < τ .

Note, if τ = ∞, then Cα is exponentially bounded if and only if Sα+1 is
exponentially bounded.

Remark 1.4. Every α-times integrated cosine function (Cα(t))t∈[0,τ ) (α ≥ 0)
is uniquely determined by its generator A. This fact follows from Proposition 1.3
and the corresponding statement in the case of (local) integrated semigroups.

Now we are able to prove the next proposition.

Proposition 1.5. Let A be the generator of an n-times integrated cosine
function (Cn(t))t∈[0,τ ), n ∈ N0. Then A generates a (2n + 1)-times integrated
cosine function (C2n+1(t))t∈[0,2τ ) and Cn(t)Cn(s) = Cn(s)Cn(t), 0 ≤ t, s < τ .

Proof. It follows from the assumption that the operator A is the generator
of an (n + 1)-times integrated semigroup (Sn+1(t))t∈[0,τ ). By [1, Theorem 4.1],
A generates a (2n + 2)-times integrated semigroup (S2n+2(t))t∈[0,2τ ). Hence, A
generates a (2n+ 1)-times integrated cosine function (C2n+1(t))t∈[0,2τ ) satisfying
C2n+1(t)C2n+1(s) = C2n+1(s)C2n+1(t), 0 ≤ t, s < τ . The previous remark

implies C2n+1(t) =
t∫
0

(t−u)n

n! Cn(u)du, 0 ≤ t < τ , and therefore

dn+1

dtn+1

dn+1

dsn+1


 t∫

0

(t− u)n

n!
Cn(u)xdu

s∫
0

(s− u)n

n!
Cn(u)xdu




=
dn+1

dtn+1

dn+1

dsn+1


 s∫

0

(s−u)n

n!
Cn(u)xdu

t∫
0

(t−u)n

n!
Cn(u)xdu


 , 0≤t, s<τ, x∈E.

Accordingly, Cn(t)Cn(s) = Cn(s)Cn(t), 0 ≤ t, s < τ .

Next we give the definitions of distribution semigroups in the sense of [13] and
[9].

Definition 1.6. (Lions, [13]). An L-distribution semigroup, (L-DSG) in short,



746 Marko Kostić

is an element G ∈ D′
0(L(E)) satisfying

(d1) : G(ϕ ∗ ψ) = G(ϕ)G(ψ), ϕ, ψ ∈ D0,

(d2) : N (G) :=
⋂

ϕ∈D0

KernG(ϕ) = {0},

(d3) : R(G) :=
⋃

ϕ∈D0

ImG(ϕ) is dense in E,

(d4) : for all x ∈ R(G) there exists u ∈ C([0,∞) : E) satisfying

u(0) = x and G(ψ)x =
∞∫
0

u(t)ψ(t)dt , ψ ∈ D.

Definition 1.7. (Kunstmann, [9]). An element G ∈ D ′
0(L(E)) is called a

pre-(DSG) if it satisfies

(qd1) : G(ϕ ∗0 ψ) = G(ϕ)G(ψ), ϕ, ψ ∈ D,

where ϕ∗0ψ(t) :=
t∫
0

ϕ(t−s)ψ(s)ds, t ∈ R, and it is called a distribution semigroup,

(DSG) shortly, if it additionally satisfies (d2). Moreover, if G satisfies (d3) then G
is called a dense (DSG).

Obviously, if G is an (L-DSG), then it is a (DSG). The converse is true if and
only if G is a dense (DSG).

Let G ∈ D′
0(L(E)) satisfy (d1), (d2) and let T ∈ E ′

0. Define G(T ) on a
subspace of E by

y = G(T )x if and only if G(T ∗ ϕ)x = G(ϕ)y for all ϕ ∈ D0.

Denote its domain by D(G(T )). Linearity and closedness of the operator G(T ) :
D(G(T )) → E are obvious.

The generator of a (DSG) G is defined by A := G(−δ′); this definition can
be used for the generator of an (L-DSG). Since for ϕ ∈ D, ϕ+ := ϕ1[0,∞) ∈ E ′

0,
(1[0,∞) is the characteristic function of [0,∞)) it is clear what G(ϕ+) means.

Proposition 1.8. Let G ∈ D′
0(L(E)). Then G is a (DSG) if and only if (d1),

(d2) and (d5) hold, where

(d5) : G(ϕ+) = G(ϕ), ϕ ∈ D.

Proof. Suppose that G is a (DSG). It is known that G(T ) commutes with G(ϕ)
for all T ∈ E ′

0 and ϕ ∈ D ([9, Lemma 3.6(b)]). Moreover, the set R(G) is contained
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in D(G(T )). Let x ∈ E . Since for every ψ ∈ D and ϕ ∈ D0: ϕ ∗0 ψ = ϕ ∗ ψ+,
we have G(ψ+ ∗ ϕ)x = G(ϕ ∗0 ψ)x = G(ϕ)G(ψ)x and (d5) holds. Suppose
conversely that G ∈ D′

0(L(E)) satisfies (d1), (d2) and (d5). We have to prove
(qd1). Firstly, let us assume that S, T ∈ E ′

0. Since G(·) satisfies (d1) and (d2), it
is clear that G(S) is a closed linear operator. We prove that G(S)G(T ) ⊂ G(S ∗T )
and that D(G(S)G(T )) = D(G(S ∗ T )) ∩ D(G(T )) (cf. also [9, Lemma 3.6]).
Let x ∈ D(G(S)G(T )). Then x ∈ D(G(T )) and y := G(T )x ∈ D(G(S)).
Furthermore, for every x ∈ E and ϕ ∈ D0, G(T ∗ ϕ)x = G(ϕ)y = G(ϕ)G(T )x
and

G(S ∗ T ∗ ϕ)x = G(T ∗ S ∗ ϕ)x = G(S ∗ ϕ)G(T )x = G(ϕ)G(S)G(T )x.

It implies that x ∈ D(G(S ∗ T )) ∩ D(G(T )) and that G(S)G(T ) ⊂ G(S ∗ T ).
Assume that x ∈ D(G(S ∗ T )) ∩ D(G(T )). We prove that G(T )x ∈ D(G(S))
and, consequently, x ∈ D(G(S)G(T )). Let ϕ ∈ D0. Then the definition of G(T )
implies

G(S ∗ϕ)G(T )x = G(T ∗(S ∗ϕ))x = G((S ∗T )∗ϕ)x= G(ϕ)G(S ∗T )x, ϕ ∈ D0,

which gives G(T )x ∈ D(G(S)) and G(S)G(T )x= G(S ∗ T )x.
Let ϕ, ψ ∈ D. Then (ϕ ∗0 ψ)+ = ϕ+ ∗ψ+. By (d5), one obtains G(ϕ ∗0 ψ) =

G(ϕ+ ∗ ψ+) = G(ϕ+)G(ψ+) = G(ϕ)G(ψ) and the proof is now completed.

Lemma 1.9. Suppose that G is a (DSG). Then G satisfies (d 4).

Proof. The proof is essentially given on page 846 of [9]; see [8] for a more
general result. If f : R → C, let (τtf)(s) = f(s− t), s ∈ R, t ∈ R. Suppose that
x = G(ϕ)y for some ϕ ∈ D0 and y ∈ E . By the continuity of G on D, we obtain
for every ψ ∈ D:

G(ψ)x = G(ψ)G(ϕ)y = G(ψ∗0ϕ)y = G


 ∞∫

0

ψ(t)τtϕdt


 y =

∞∫
0

ψ(t)G(τtϕ)ydt.

Put u(t) = G(τtϕ)y, t ≥ 0. Then u has the desired properties.
For the convenience of a reader, we repeat the construction given in the proofs

of [1, Theorem 7.2] and [17, Theorem 3.8]. Let (Sn(t))t∈[0, τ ) be a local n-times
integrated semigroup generated by A. Then it is proved in [1, Theorem 4.1] that A
generates a local 2n-times integrated semigroup on [0, 2τ). By induction, for every
k ∈ N, A generates a local 2kn-times integrated semigroup (S2kn(t))t∈[0, 2kτ ). Let

ϕ ∈ D(−∞, 2kτ ) and x ∈ E. Define G(ϕ)x := (−1)2kn
2kτ∫
0

ϕ(2kn)(t)S2kn(t)xdt. It

is proved in [17, Theorem 3.8] that G is a (DSG) generated by A.
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Lemma 1.10.
(a) Let A be a closed linear operator and λ ∈ C. Then λ ∈ ρ(A) ⇔ λ 2 ∈ ρ(A).

In this case, ||R(λ : A)|| ≤ (1 + |λ|)√1 + |λ|2||R(λ2 : A)|| + 1, and
||R(λ2 : A)|| ≤ ||R(λ : A)||.

(b) Let ∅ = Ω ⊂ C. Put Ω2 := {λ2 : λ ∈ Ω}. Then Ω ⊂ ρ(A) if and only if
Ω2 ⊂ ρ(A); if this is the case, then ||R(· : A)|| is polynomially bounded on
Ω2 if and only if ||R(· : A)|| is polynomially bounded on Ω.

Proof. Suppose that λ2 ∈ ρ(A). Then λ ∈ ρ(A) and

R(λ : A)
(
x

y

)
=
(

R(λ2 : A)(λx+ y)
AR(λ2 : A)x+ λR(λ2 : A)y

)
, x, y ∈ E.

See also [3, p. 212]. Let x, y ∈ E. We have

||R(λ : A)
(
x
y

)|| = ||R(λ2 : A)(λx+ y)||+ ||λ2R(λ2 : A)x− x+ λR(λ2 : A)y||
= ||R(λ2 : A)(λx+ y)||+ ||(λ2R(λ2 : A)x+ λR(λ2 : A)y)− x||
≤ (1 + |λ|)||R(λ2 : A)(λx+ y)||+ ||x|| ≤ (1 + |λ|)||R(λ2 : A)||

(|λ|||x||+ ||y||) + ||x||

≤ ((1 + |λ|)
√

1 + |λ|2||R(λ2 : A)||+ 1)||
(
x

y

)
||.

Assume now λ ∈ ρ(A). Let us show that R(λ2I − A) = E. Let x ∈ E be fixed.
Put
(
u
v

)
= R(λ : A)

(
0
x

)
. Then(

λI −I
−A λI

)(
u

v

)
=
(

0
x

)
,

and it implies λu − v = 0 and λv − Au = x. Therefore, λ2u − λv = 0 and
λ2u − Au = x. We show that the operator λ2I − A is injective. Suppose that
λ2x− Ax = 0, for some x ∈ E. Then(

λI −I
−A λI

)(
x

λx

)
=
(

0
0

)
.

Consequently,
( x
λx

)
= R(λ : A)

(
0
0

)
=
(

0
0

)
, and x = 0.

Since λ2I −A is closed, it follows from the above arguments and the closed graph
theorem that (λ2I − A)−1 is bounded, i.e., λ2 ∈ ρ(A). From the above given
arguments, we have ||R(λ2 : A)|| ≤ ||R(λ : A)||. This proves (a). The proof of (b)
follows instantly from that of (a).
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2. ELEMENTARY PROPERTIES OF DISTRIBUTION COSINE FUNCTIONS

Definition 2.1. An element G ∈ D ′
0(L(E)) is called a pre-(DCF) if it satisfies

(DCF1) : G−1(ϕ ∗0 ψ) = G−1(ϕ)G(ψ) +G(ϕ)G−1(ψ), ϕ, ψ ∈ D,
and it is called a distribution cosine function, in short (DCF), if it additionally
satisfies

(DCF2) : x = y = 0 if and only if G(ϕ)x+G−1(ϕ)y = 0, for all ϕ ∈ D0.

A pre-(DCF) G is dense if R(G) :=
⋃

ϕ∈D0

ImG(ϕ) is dense in E .

(DCF2) implies
⋂

ϕ∈D0

KernG(ϕ) = {0} and
⋂

ϕ∈D0

KernG−1(ϕ) = {0}. From

Definition 2.1, it is also clear that if G is a pre-(DCF), then G ∈ D ′
0(L(E)) and

hence G(ϕ) = 0 for all ϕ ∈ D(−∞, 0]. It is not clear whether the condition
(
⋂

ϕ∈D0

KernG(ϕ) ⊃ )
⋂

ϕ∈D0

KernG−1(ϕ) = {0} implies (DCF2).

Someone may think that (DCF2) is a crude assumption. But, this is a right
‘nondegenerate’ condition as the next proposition shows.

Proposition 2.2. Let G ∈ D′
0(L(E)). Then G is a pre-(DCF) in E if and only

if

G ≡
(

G G−1

G′ − δ G

)
is a pre-(DSG) in E2. Moreover, G is a (DSG) if and

only if G is a pre-(DCF) which satisfies (DCF2).

Proof. Since α ∈ D[−2,−1], we have G ∈ D′
0(L(E2)). The simple calculation

shows that G satisfies (qd1) if and only if the following holds:

(i) G−1(ϕ ∗0 ψ) = G−1(ϕ)G(ψ) +G(ϕ)G−1(ψ),

(ii) G(ϕ ∗0 ψ) = G(ϕ)G(ψ) +G−1(ϕ)(G′ − δ)(ψ),

(iii) G′(ϕ ∗0 ψ) = (G′ − δ)(ϕ)G(ψ)+G(ϕ)(G′ − δ)(ψ), ϕ, ψ ∈ D.

We will show (i) ⇒ (ii) ⇒ (iii). Suppose (i) holds. Since (ϕ ∗0 ψ)′ = ϕ′ ∗0 ψ +
ϕ(0)ψ = ϕ ∗0 ψ

′ + ψ(0)ϕ, ϕ, ψ ∈ D, we have

G(ϕ ∗0 ψ) = −G−1((ϕ ∗0 ψ)′)

= −G−1(ϕ ∗0 ψ
′ + ψ(0)ϕ)

= −(G−1(ϕ)G(ψ′) +G(ϕ)G−1(ψ′) + δ(ψ)G−1(ϕ))

= G−1(ϕ)G′(ψ) +G(ϕ)G(ψ)− δ(ψ)G−1(ϕ), ϕ, ψ ∈ D,
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and (ii) is satisfied. With assumed (ii), one obtains (iii) from the computation

G′(ϕ ∗0 ψ) = −G((ϕ ∗0 ψ)′) = −G(ϕ′ ∗0 ψ + ϕ(0)ψ)

= −(G(ϕ′)G(ψ) +G−1(ϕ′)(G′ − δ)(ψ) + δ(ϕ)G(ψ))

= (G′ − δ)(ϕ)G(ψ)+G(ϕ)(G′ − δ)(ψ), ϕ, ψ ∈ D.
It is also clear that G satisfies (d2) if G satisfies (DCF2). Suppose that G satisfies
(d2). Let us prove that G satisfies (DCF2). So let us assume that for some fixed
x, y ∈ E , we have G(ϕ)x+G−1(ϕ)y = 0, ϕ ∈ D0. Then

(G′ − δ)(ϕ)x+G(ϕ)y = −G(ϕ′)x− ϕ(0)x−G−1(ϕ′)y = 0, ϕ ∈ D0.

Since G satisfies (d2), it follows that x = y = 0.

Note that the previous proposition is motivated by Proposition 1.3. Properties
(DCF1) and (DCF2) can be interpreted respectively as sin(α+β) ≡ sinα cosβ+
cosα sin β, and the linear independence of cos(·) and sin(·). Next, we characterize
distribution cosine functions as follows.

Proposition 2.3. Let G ∈ D′
0(L(E)). Then G is a (DCF) if and only if

(DCF2) holds and

(1) G−1(ϕ ∗ ψ+) = G−1(ϕ)G(ψ)+G(ϕ)G−1(ψ), ϕ ∈ D0, ψ ∈ D.

Proof. Assume G is a (DCF). Then G is a (DSG) in E 2 and the use of
Proposition 1.8 gives G(ψ+) = G(ψ), ψ ∈ D. Thus(

G(ϕ ∗ ψ+) G−1(ϕ ∗ ψ+)
(G′ − δ)(ϕ ∗ ψ+) G(ϕ ∗ ψ+)

)(
x

y

)

=
(

G(ϕ) G−1(ϕ)
(G′ − δ)(ϕ) G(ϕ)

)(
G(ψ) G−1(ψ)

(G′ − δ)(ψ) G(ψ)

)(
x

y

)
,

ϕ ∈ D0, ψ ∈ D, x, y ∈ E.

Choose x = 0 to obtain (1).
Let us suppose that (DCF2) and (1) are valid. Then G satisfies (d2). Assump-

tion (1) implies G−1(ϕ ∗ ψ) = G−1(ϕ)G(ψ) + G(ϕ)G−1(ψ), ϕ, ψ ∈ D0, and
consequently,

G(ϕ ∗ ψ) = G(ϕ)G(ψ)+G−1(ϕ)(G′ − δ)(ψ),

(G′ − δ)(ϕ ∗ ψ) = (G′ − δ)(ϕ)G(ψ)+G(ϕ)(G′ − δ)(ψ), ϕ, ψ ∈ D0.
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So (d1) holds for G. Then

(2)

G(ϕ ∗ ψ+) = −G−1((ϕ ∗0 ψ+)′

= −G−1(ϕ′ ∗0 ψ+ + ϕ(0)ψ+) = −[G−1(ϕ′)G(ψ) +G(ϕ′)G−1(ψ)]

= G(ϕ)G(ψ)+G′(ϕ)G−1(ψ), ϕ ∈ D0, ψ ∈ D.

Since (ϕ ∗0 ψ+)′ = (ϕ ∗0 (ψ′)+) + ψ(0)ϕ, ϕ ∈ D0, ψ ∈ D, we have

(3)

G(ϕ ∗0 ψ+) = −G−1((ϕ ∗0 ψ+)′) = −G−1(ϕ ∗0 (ψ′)+ + ψ(0)ϕ)

= −[G−1(ϕ)G(ψ′) +G(ϕ)G−1(ψ′)]− ψ(0)G−1(ϕ)

= G(ϕ)G(ψ)+G−1(ϕ)(G′ − δ)(ψ), ϕ ∈ D0, ψ ∈ D, and

(4)

(G′ − δ)(ϕ ∗ ψ+) = G′(ϕ ∗ ψ+) = −G((ϕ ∗0 ψ+)′) = −G(ϕ′ ∗0 ψ+)

(3)
= −[G(ϕ′)G(ψ) +G−1(ϕ′)(G′ − δ)(ψ)]

= (G′ − δ)(ϕ)G(ψ)+G(ϕ)(G′ − δ)(ψ), ϕ ∈ D0, ψ ∈ D.

Thus, (d5) holds for G and G is a (DSG) in E2. The rest of proof is clear by
Proposition 2.2.

Proposition 2.4. Let G ∈ D′
0(L(E)). Then G is a pre-(DCF) if and only if

(5) G−1(ϕ)(G′ − δ)(ψ) = (G′ − δ)(ϕ)G−1(ψ), ϕ, ψ ∈ D.

Proof. We have proved (see Proposition 2.2) that G is a pre-(DCF) in E if and
only if G is a pre-(DSG) in E2. The use of [7, Proposition 2] gives that anyone of
these conditions is also equivalent to

(6) G(ϕ′)G(ψ)− G(ϕ)G(ψ′) = ψ(0)G(ϕ)− ϕ(0)G(ψ), ϕ, ψ ∈ D.

As in the proofs of Proposition 2.2 and Proposition 2.3, one can prove: (6) holds
if and only if (5) holds.

Infinitesimal generator of a (DCF) can be defined in several different ways;
here we follow ideas in [9] and [13] where the generator of a (DSG) [(L-DSG)] is
introduced.

Definition 2.5. The generator A of a (DCF) G is given by

{(x, y) ∈ E2 : (∀ϕ ∈ D0) G−1(ϕ′′)x = G−1(ϕ)y}.
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Because of (DCF2), A is a function and it is easy to see that A is a closed linear
operator in E .

Lemma 2.6. Let A be the generator of a (DCF) G. Then A ⊂ B, where

A≡
(

0 I
A 0

)
and B is the generator of G. Moreover, (x, y)∈A⇔ (

(
x
0

)
,
(
0
y

)
)∈B.

Proof. Let (
(
x
y

)
,
(
u
v

)
) ∈ A. Then x ∈ D(A), y = u and Ax = v. We have

to prove that for all ϕ ∈ D0, G(−ϕ′)
(
x
y

)
= G(ϕ)

(
u
v

)
. Let ϕ ∈ D0 be fixed. The

definition of A implies

G(−ϕ′)x = G−1(ϕ′′)x = G−1(ϕ)Ax = G−1(ϕ)v,

and

G′(−ϕ′)x = −G−1(ϕ′′′)x = −G−1(ϕ′)Ax = −G−1(ϕ′)v = G(ϕ)v.

Since ϕ(0) = ϕ′(0) = 0 and y = u, we obtain

G(−ϕ′)x+G−1(−ϕ′)y = G(ϕ)u+G−1(ϕ)v, and

(G′ − δ)(−ϕ′)x+G(−ϕ′)y = (G′ − δ)(ϕ)u+G(ϕ)v.

It implies −G(ϕ′)
(x
y

)
= G(ϕ)

(u
v

)
, ϕ ∈ D0, and (

(x
y

)
,
(u
v

)
) ∈ B. Assume that

(x, y) ∈ A. Then (
(
x
0

)
,
(
0
y

)
) ∈ A, and consequently, (

(
x
0

)
,
(
0
y

)
) ∈ B. Suppose now

that (
(
x
0

)
,
(
0
y

)
) ∈ B. Let us fix ϕ ∈ D0. Then G(−ϕ′)

(
x
0

)
= G(ϕ)

(
0
y

)
, and by the

definition of G,(
G(−ϕ′) G−1(−ϕ′)

G′(−ϕ′) − δ(−ϕ′) G(−ϕ′)

)(
x

0

)
=
(

G(ϕ) G−1(ϕ)
G′(ϕ)− δ(ϕ) G(ϕ)

)(
0
y

)
.

It implies G(−ϕ′)x = G−1(ϕ)y, i.e., G−1(ϕ′′)x = G−1(ϕ)y. Hence, (x, y) ∈ A.
The proof is completed.

We will prove in Theorem 3.10(ii) that A = B.

The following proposition will help to get relations between distribution cosine
functions and local integrated cosine functions. Property (DCF2) has an important
role again.

Proposition 2.7. Let G be a (DCF) generated by A. Then

(i) (G(ψ)x, G(ψ′′)x+ ψ′(0)x) ∈ A, ψ ∈ D, x ∈ E .
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(ii) (G−1(ψ)x,−G(ψ′)x− ψ(0)x) ∈ A, ψ ∈ D, x ∈ E .
(iii) G(ψ)A ⊂ AG(ψ), ψ ∈ D.
(iv) G−1(ψ)A ⊂ AG−1(ψ), ψ ∈ D.

Proof. Let x, y ∈ E .

(i) Clearly, (G(ψ)x, y) ∈ A if and only if G′(ϕ)G(ψ)x = G−1(ϕ)y, ϕ ∈ D.
If ϕ ∈ D0 then ϕ(0) = 0 and by (iii) in the proof of Proposition 2.2, this is
equivalent to:

G′(ϕ ∗0 ψ)x−G(ϕ)G′(ψ)x+ ψ(0)G(ϕ)x= G−1(ϕ)y, ϕ ∈ D0

⇔
−G(ϕ ∗0 ψ

′ + ψ(0)ϕ)x−G(ϕ)G′(ψ)x+ ψ(0)G(ϕ)x=G−1(ϕ)y, ϕ ∈ D0

⇔
−G(ϕ ∗0 ψ

′)x−G(ϕ)G′(ψ)x = G−1(ϕ)y, ϕ ∈ D0.

By (ii) in the proof of Proposition 2.2, this is equivalent to

−[G(ϕ)G(ψ′)x+G−1(ϕ)(G′(ψ′)x−ψ′(0)x)]−G(ϕ)G′(ψ)x=G−1(ϕ)y, ϕ∈D0

⇔
G(ϕ)[−G(ψ′)x−G′(ψ)x]+G−1(ϕ)[−G′(ψ′)x+ψ′(0)x−y]=0, ϕ∈D0

⇔
y = G(ψ′′)x+ ψ′(0)x.

(ii) Let us recall that G−1(ψ) = −G(I(ψ)) and that d
dtI(ψ)(t) = ψ(t) −

α(t)
∞∫

−∞
ψ(u)du, t ∈ R. Hence, d2

dt2
I(ψ)(t) = ψ′(t)−α′(t)

∞∫
−∞

ψ(u)du, t ∈
R. Since α ∈ D[−2,−1] and G ∈ D′

0(L(E)), we obtain (I(ψ))′(0) = ψ(0)

and G((I(ψ))′′) = G(ψ′ − α′
∞∫

−∞
ψ(u)du) = G(ψ′). The use of (i) gives

AG−1(ψ)x=−AG(I(ψ))x=−[G((I(ψ))′′)x+(I(ψ))′(0)x]=−G(ψ′)x−ψ(0)x.

(iii) Let x ∈ D(A). Then (
(
x
0

)
,
(

0
Ax

)
) ∈ A and Lemma 2.6 implies (

(
x
0

)
,
(

0
Ax

)
) ∈

B, where B is the generator of G. By [9, Lemma 3.6], we obtain

G(ψ)
(

0
Ax

)
= −G(ψ′)

(
x

0

)
− ψ(0)

(
x

0

)
,

which gives G(ψ)Ax = G(ψ′′)x + ψ′(0)x. Thus, (iii) is a consequence of
(i). Let us prove (iv). Let ψ ∈ D; the use of (iii) implies G−1(ψ)A =
−G(I(ψ))A⊂ −AG(I(ψ)) = AG−1(ψ) and the proof is completed.
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3. CONNECTIONS WITH INTEGRATED COSINE FUNCTIONS, CONVOLUTION EQUATIONS AND

LOCAL C-COSINE FUNCTIONS

Basic properties of distribution cosine functions discussed in the preceding sec-
tion will be frequently used. We will show that every generator of a (DCF) generates
a local integrated cosine function and that the reverse implication is also true.

In the next theorem, we follow the proof of [1, Theorem 7.2] with appropriate
changes.

Theorem 3.1. Let A be the generator of a (DCF) G. Then there exist τ > 0,
n ∈ N and a local n-times integrated cosine function (C n(t))t∈[0,τ ) generated by
A.

Proof. By Proposition 2.7(i), we have for every ϕ ∈ D and x ∈ E , AG(ϕ)x =
G(ϕ′′)x+ϕ′(0)x. This implies that G is a continuous linear mapping from D into
L(E, [D(A)]). By [14, Theorem 2.1.1], there are τ > 0, n ∈ N and a strongly
continuous function Cn : [−τ, τ ] → L(E, [D(A)]) such that

G(ϕ)x = (−1)n

τ∫
−τ

ϕ(n)(t)Cn(t)xdt,

for all x ∈ E , ϕ ∈ D(−τ, τ ). Moreover, suppG ⊂ [0, ∞) implies Cn(t) = 0 on
(−∞, 0), and

(−1)n

τ∫
0

ϕ(n)(t)ACn(t)xdt = AG(ϕ)x = G(ϕ′′)x+ ϕ′(0)x

= (−1)n+2

τ∫
0

ϕ(n+2)(t)Cn(t)xdt+ ϕ′(0)x,

for all x ∈ E , ϕ ∈ D(−τ, τ ). Thus, there exist B0, . . . , Bn+1 ∈ L(E) (cf. [5,
Lemma 8.1.1]) such that

t∫
0

(t− s)ACn(s)xds− Cn(t)x =
n+1∑
j=0

tjBjx, x ∈ E, t ∈ [0, τ).

Hence,

(−1)n+2

τ∫
0

ϕ(n+2)(t)
n+1∑
j=0

tjBjxdt = ϕ′(0)x, ϕ ∈ D(−τ, τ ), x ∈ E, i.e.
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(−1)n+2
n+1∑
j=0

(−1)j+1j!ϕ(n+1−j)(0)Bjx = ϕ′(0)x, ϕ ∈ D(−τ, τ ), x ∈ E.

One can choose a sequence (ϕk)k∈N0 in D(−τ, τ ) with ϕ(j)
k (0) = δjk, j, k ∈ N0,

to conclude that Bj = 0, j ∈ {0, 1, . . . , n+ 1} \ {n}, Bn = (−1)
n! I , and that

A

t∫
0

(t− s)Cn(s)xds = Cn(t)x− tn

n!
x, x ∈ E, t ∈ [0, τ).

Since G(ϕ) commutes with A, ϕ ∈ D, it follows that there exist F0, . . . , Fn−1 ∈
L(E) such that

ACn(t)x− Cn(t)Ax =
n−1∑
j=0

tjFjx, x ∈ D(A), t ∈ [0, τ).

Arguing similarly as in the first part of the proof, one has Fj = 0, 0 ≤ j ≤ n− 1,
and (Cn(t))t∈[0,τ ) is a local n-times integrated cosine function generated by A.

Let us notice that the proof of converse statement is essentially the same as in [1,
Theorem 7.2]. This theorem is slightly changed by Wang [17], where he proved its
analogous version, but without any denseness assumption; the same result is shown
in [9] using the different approach.

Theorem 3.2. Let A be the generator of a (local) n-times integrated cosine
function (Cn(t))t∈[0,τ ). Then A is the generator of a (DCF).

Proof. It is clear that A is the generator of an (n+1)-times integrated semigroup
(Sn+1(t))t∈[0,τ ), where Sn+1 is given in Proposition 1.3. By [1, Theorem 4.1] and
induction, one can prove that for every k ∈ N, A is the generator of a (2k(n+ 1))-
times integrated semigroup (S2k(n+1)(t))t∈[0, 2kτ ), see also the short discussion after
Lemma 1.9. Denote

S2k(n+1)(t) =

(
S1

2k(n+1)
(t) S2

2k(n+1)
(t)

S3
2k(n+1)

(t) S4
2k(n+1)

(t)

)
, 0 ≤ t < 2kτ.

The proof of the part (ii) ⇒ (i) of Proposition 1.3 gives:

S1
2k(n+1)(t) = S4

2k(n+1)(t), S
2
2k(n+1)(t) =

t∫
0

S1
2k(n+1)(s)ds



756 Marko Kostić

and

S3
2k(n+1)(t) =

d

dt
S1

2k(n+1)(t) −
t2

k(n+1)−1

(2k(n+ 1)− 1)!
I, 0 ≤ t < 2kτ.

Furthermore, by the proof of Proposition 1.3, we have that the operator Amust be the
generator of a (2k(n+1)−1)-times integrated cosine function (C2k(n+1)−1(t))t∈[0, 2kτ )

which is given by C2k(n+1)−1(t) = S3
2k(n+1)

(t) + t2
k(n+1)−1

(2k(n+1)−1)!
I, t ∈ [0, 2kτ). It

implies S1
2k(n+1)

(t) =
t∫
0

C2k(n+1)−1(s)ds, t ∈ [0, 2kτ), and (S1
2k(n+1)

(t))t∈[0, 2kτ )

is a (2k(n+ 1))-times integrated cosine function on [0, 2kτ).
For ϕ ∈ D, choose k ∈ N such that ϕ ∈ D(−∞, 2kτ ). Define

G(ϕ)
(
x

y

)
:= (−1)2

k(n+1)

∞∫
0

ϕ(2k(n+1))(t)S2k(n+1)(t)
(
x

y

)
dt, x, y ∈ E,

and
G(ϕ)x := (−1)2

k(n+1)

∞∫
0

ϕ(2k(n+1))(t)S1
2k(n+1)(t)xdt, x ∈ E.

One can easily prove that the given definitions are independent of k ∈ N. Moreover,
G is a (DSG) in E2 generated by A; see the proof of [17, Theorem 3.8]. Let
ϕ ∈ D(−∞, 2kτ ) and x ∈ E . Then

G−1(ϕ)x= −G(I(ϕ))x = −
∞∫

0

(I(ϕ))(2
k(n+1))(t)S1

2k(n+1)(t)xdt

= −
∞∫
0

(ϕ(2k(n+1)−1)(t) − α(2k(n+1)−1)(t)

∞∫
−∞

ϕ(u)du)S1
2k(n+1)(t)xdt

= −
∞∫
0

ϕ(2k(n+1)−1)(t)S1
2k(n+1)(t)xdt =

∞∫
0

ϕ(2k(n+1))(t)

t∫
0

S1
2k(n+1)(s)xdsdt

=

∞∫
0

ϕ(2k(n+1))(t)S2
2k(n+1)(t)xdt, and

(G′ − δ)(ϕ)x = −
∞∫
0

ϕ(2k(n+1)+1)(t)S1
2k(n+1)(t)xdt− ϕ(0)x

=

∞∫
0

ϕ(2k(n+1))(t)
d

dt
S1

2k(n+1)(t)xdt−
∞∫
0

ϕ(2k(n+1))(t)
t2

k(n+1)−1

(2k(n + 1)− 1)!
xdt
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=

∞∫
0

ϕ(2k(n+1))(t)S3
2k(n+1)(t)xdt.

This implies G(ϕ) =
(

G(ϕ) G−1(ϕ)
(G′ − δ)(ϕ) G(ϕ)

)
, ϕ ∈ D. From Proposition 2.2,

it follows that G is a (DCF). If G is generated by B, then Lemma 2.6 gives

(x, y) ∈ B ⇔ (
(
x

0

)
,

(
0
y

)
) ∈ A ⇔ (x, y) ∈ A.

The arguments given above imply the following assertions.

Corollary 3.3. Let A be the generator of an n-times integrated cosine function

(Cn(t))t≥0. Put G(ϕ)x =
∞∫
0

ϕ(n)(t)Cn(t)xdt, ϕ ∈ D, x ∈ E. Then G is a (DCF)

generated by A.

Corollary 3.4. Let G be a (DCF) generated by A. Then there exist τ > 0,
n ∈ N and a local n-times integrated cosine function (C n(t))t∈[0,τ ) generated by
A such that
G(ϕ)x = (−1)n

∫ τ
0 ϕ

(n)(t)Cn(t)xdt, for all ϕ ∈ D(−∞, τ ), x ∈ E.

Let us consider now so called incomplete abstract Cauchy problem (ACP2):

(ACP2) :
{
u′′(t) = Au(t), 0 ≤ t < τ,

u(0) = x, u′(0) = y.

It is said (see [18]) that a function t �→ v(t) belonging to C([0, τ) : E) is an
n-times integrated mild solution of (ACP2) at (x, y) ∈ E2 if for all t ∈ [0, τ),
t∫

0

(t− s)v(s)ds ∈ D(A) and

A

t∫
0

(t− s)v(s)ds = v(t)− tn

n!
x− tn+1

(n+ 1)!
y, t ∈ [0, τ).

Using the same arguments as in [18], one obtains the following proposition.

Proposition 3.5. Let A be a closed operator. Then the following assertions
are equivalent:

(i) A is the generator of an n-times integrated cosine function (C n(t))t∈[0,τ ).
(ii) For all (x, y) ∈ E 2 there exists a unique n-times integrated mild solution of

(ACP2).
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The logarithmic region Λ̃α, β and the exponential region E(α, β) are defined
as follows:

Λ̃α, β = {λ ∈ C : Reλ ≥ α+ β ln(1 + |λ|)}, α, β > 0,

E(α, β) = {λ ∈ C : Reλ ≥ β, |Imλ| ≤ eαReλ}, α, β > 0.

Theorem 3.6. Let A be a closed operator. Then the following statements are
equivalent:

(i) A is the generator of a (DCF).
(ii) There exist τ > 0 and n ∈ N such that A is the generator of an n-times

integrated cosine function on [0, τ).
(iii) For every τ > 0 there is n ∈ N such that A is the generator of an n-times

integrated cosine function on [0, τ).

(iv) The operator A ≡
(

0 I
A 0

)
is the generator of a (DSG) in E 2.

(v) For every τ > 0 there is n ∈ N such that for all (x, y) ∈ E 2 there exists a
unique n-times integrated mild solution of (ACP 2).

(vi) There are constants α, β, M > 0 and n ∈ N0 such that

Λ̃2
α, β = {λ2 :λ ∈ Λ̃α, β}⊂ρ(A) and ‖R(λ : A)‖≤M(1 + |λ|)n, λ∈Λ̃2

α, β.

Proof. Implication (i) ⇒ (ii) is Theorem 3.1 and implication (ii) ⇒ (i) is
Theorem 3.2. Assume that (ii) is true. Then the operator A is the generator of an
(n+1)-times integrated semigroup (Sn+1(t))t∈[0,τ ). Thus, by [9, Theorem 4.11], A
generates a (DSG) in E2 and (iv) holds. If (iv) holds, then for all τ > 0 there is an
n ∈ N0 such that the operator A generates an (n + 1)-times integrated semigroup
(Sn+1(t))t∈[0,τ ) ([9, Theorem 4.11]). Fix τ > 0 and choose n ∈ N0 such that A
generates an (n + 1)-times integrated semigroup (Sn+1(t))t∈[0,τ ). By Proposition
1.3, A must be the generator of a local n-times integrated cosine function on [0, τ)
and (iii) is proved. Implication (iii) ⇒ (ii) is trivial. The equivalence of (iii) and
(v) is just Proposition 3.5. So we have proved (i) ⇔ (ii) ⇔ (iii) ⇔ (iv) ⇔ (v). The
equivalence of (iv) and (vi) is an easy application of [9, Corollary 3.12] and Lemma
1.10, where we only have to note that ‖R(· : A)‖L(E2) is polynomially bounded on
Λ̃α, β if and only if ‖R(· : A)‖L(E) is polynomially bounded on Λ̃2

α, β .

Remark. The difference between the logarithmic region Λ̃α, β and the expo-
nential region E(α, β) is inessential here; more precisely, one may replace (vi)
with:
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(vi)’ : there are constants α, β, M > 0 and n ∈ N0 such that:

E2(α, β) = {λ2 : λ ∈ E(α, β)} ⊂ ρ(A)

and
‖R(λ : A)‖ ≤M(1 + |λ|)n , λ ∈ E2(α, β).

Indeed, let α > 0 and β > 0 be fixed. Arguing as in [1, Lemma 2.6], one can
prove that Λ̃α, β ⊂ E( 1

β , α) and that for every α′ > α there exists β ′ ≥ β

such that E(α, β) ⊂ Λ̃β′, 1
α′
. Furthermore, the logarithmic region Λ̃α, β in the

formulation of Theorem 3.6 can be replaced with the set Λα, β := {λ ∈ C : Reλ ≥
α + β ln(1 + |Imλ|)}. It follows from the estimate

Λ̃α, β ⊂ Λα, β ⊂ Λ̃
(1+

ln(1+α)
α

β)−1α, (1+
ln(1+α)

α
β)−1β

,

which is proved on page 199 of [7].

Proposition 3.7. Let A be the generator of a (DCF). Then there exists n ∈ N0

such thatA generates a global exponentially boundedn-times integrated semigroup.

Proof. By Theorem 3.6 and the previous remark, we have that there exist
k ∈ N and constants M > 0, α > 0 and β > 0 such that E 2(α, β) ⊂ ρ(A)
and that ||R(λ : A)|| ≤ M |λ|k, λ ∈ E2(α, β). Suppose z ∈ ∂(E(α, β)). If
Rez = β, then Rez2 ≤ β2. If z = x ± ieαx for some x ∈ [β, ∞), then Rez2 =
x2 − e2αx ≤M1, where M1 is a suitable constant independent of x ∈ [β, ∞). Put
ω := max(β2, M1). Then {z ∈ C : Rez > ω} ⊂ E2(α, β) and ||R(λ : A)|| ≤
M |λ|k, Reλ > ω. By [19, Theorem 1.12], A is the generator of an exponentially
bounded (k + 2)-times integrated semigroup.

Proposition 3.8. Let A be a closed operator such that A and −A generate
distribution semigroups. Then A 2 generates a (DCF).

Proof. Since A generates a (DSG), an application of [9, Corollary 3.12] gives
that there exist positive constants α1 and β1 such that Λ̃α1, β1 ⊂ ρ(A) and that the
resolvent of A is polynomially bounded on Λ̃α1, β1 . Similarly, there exist positive
constants α2 and β2 such that Λ̃α2, β2 ⊂ ρ(−A) and that the resolvent of −A is
polynomially bounded on Λ̃α2, β2 . Put α :=max(α1, α2) and β :=max(β1, β2).
By the definition of the logarithmic region Λ̃α, β, we obtain

Λ̃α1, β1 ∩ Λ̃α2, β2 ⊃ Λ̃α, β .

This implies that ‖R(· : A)‖L(E) and ‖R(· : −A)‖L(E) are polynomially bounded
on Λ̃α, β . We conclude that Λ̃2

α, β ⊂ ρ(A2) and that 2λR(λ2 : A2) = R(λ :
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A) +R(λ : −A), λ ∈ Λ̃α, β. Clearly,
∥∥R(· : A2)

∥∥
L(E)

is polynomially bounded on
Λ̃2

α, β . Theorem 3.6 ends the proof.

Next we want to point out some relations of distribution cosine functions with
convolution equations. To do this we use Proposition 2.2 to reduce our investigations
to the theory of distribution semigroups. For the convenience of a reader, we will
repeat Proposition 1.1 of [9].

Proposition 3.9. ([9, Proposition 1.1]). Suppose X , Y and Z are Banach
spaces and b : X × Y → Z is bilinear and continuous. Then there is a unique
bilinear, separately continuous mapping ∗ b : D′

0(X)× D′
0(Y ) → D′

0(Z) such that

(S ⊗ x) ∗b (T ⊗ y) = S ∗ T ⊗ b(x, y),

for all S, T ∈ D ′
0 and x ∈ X , y ∈ Y . Moreover, this mapping is continuous.

Theorem 3.10.

(i) Let A be a closed operator and G ∈ D ′
0(L(E)). Then G is (DCF) generated

by A if and only if G ∈ D ′
0(L(E, [D(A)])),

G ∗ P = δ′ ⊗ Id[D(A)] and P ∗G = δ′ ⊗ IdE,

where P := δ′′⊗ I − δ⊗A ∈ D′
0(L([D(A)], E)), I ∈ L([D(A)], E) denotes

the inclusion D(A) → E, (δ (k) ⊗ Id[D(A)])(ϕ)x = (−1)kϕ(k)(0)x, (δ(k) ⊗
I)(ϕ)x = (−1)kϕ(k)(0)x, (δ⊗A)(ϕ)x = ϕ(0)Ax, ϕ ∈ D, x ∈ D(A), k ∈
N0 and (δ′ ⊗ IdE)(ϕ)x = −ϕ′(0)x, ϕ ∈ D, x ∈ E.

(ii) Let G ∈ D′
0(L(E)). Then G is a (DCF) in E generated by A if and only if

G ≡
(

G G−1

G′ − δ G

)
is a (DSG) in E2 generated by A ≡

(
0 I

A 0

)
.

Proof. (i) Let X = L(E, [D(A)]), Y = L([D(A)], E), Z = L([D(A)]) and
b : X × Y → Z, b(B,C) := BC, B ∈ X, C ∈ Y. The definition of G ∗ P
is given by Proposition 3.9; convolution P ∗ G can be understood similarly. Let
x ∈ D(A), k ∈ N0, ϕ ∈ D. Then it can be proved that

(G∗(δ(k)⊗I))(ϕ)x = (−1)kG(ϕ(k))x, (G∗(δ(k)⊗A))(ϕ)x = (−1)kG(ϕ(k))Ax.

Similarly,

((δ(k) ⊗ I) ∗G)(ϕ)x = (−1)kG(ϕ(k))x, ((δ(k) ⊗A) ∗G)(ϕ)x

= (−1)kAG(ϕ(k))x, ϕ ∈ D, x ∈ E, k ∈ N0.



Distribution Cosine Functions 761

Suppose that G is a (DSG) generated by A and x ∈ E. Then Proposition 2.7(i)
gives AG(ϕ)x = G(ϕ′′)x+ ϕ′(0)x. Consequently, G ∈ D′

0(L(E, [D(A)])),

(P ∗G)(ϕ)x = G(ϕ′′)x− AG(ϕ)x = −ϕ′(0)x and P ∗G = δ′ ⊗ IdE.

Analogously, G ∗P = δ′⊗ Id[D(A)]. So let G ∈ D′
0(L(E, [D(A)])) satisfy G ∗P =

δ′ ⊗ Id[D(A)] and P ∗G = δ′ ⊗ IdE.

Denote G =
(

G G−1

G′ − δ G

)
. Since suppG ⊂ [0,∞), it follows that

suppG−1 ⊂ [0,∞). Then suppG ⊂ [0,∞). If x ∈ E , then the assumptions
G ∗ P = δ′ ⊗ Id[D(A)] and P ∗ G = δ′ ⊗ IdE imply (i) of Proposition 2.7 and
G(ϕ)Ax = G(ψ′′)x+ψ′(0)x, ϕ ∈ D, x ∈ D(A). By the proof of Proposition 2.7,
one obtains that

AG−1(ϕ)x = −G(ϕ′)x− ϕ(0)x, ϕ ∈ D, x ∈ E, and G−1(ϕ)Ax

= −G(ϕ′)x− ϕ(0)x, ϕ ∈ D, x ∈ E.

It follows that G ∈ D′
0(L(E2, [D(A)])). Let x ∈ D(A). Then we obtain

−G(ϕ′)
(
x

y

)
− G(ϕ)A

(
x

y

)
= −G(ϕ′)

(
x

y

)
− G(ϕ)

(
y

Ax

)

=
( −G(ϕ′)x−G−1(ϕ′)y−G(ϕ)y−G−1(ϕ)Ax
−G′(ϕ′)x+ϕ′(0)x−G(ϕ′)y−G′(ϕ)y+ϕ(0)y−G(ϕ)Ax

)
=ϕ(0)

(
x

y

)
, ϕ∈D.

Similarly, if x, y ∈ E , then −G(ϕ′)
(x
y

) − AG(ϕ)
(x
y

)
= ϕ(0)

(x
y

)
, ϕ ∈ D. This

implies
G ∗ P1 = δ ⊗ Id[D(A)] and P1 ∗ G = δ ⊗ IdE2,

where P1 := δ′ ⊗ Id − δ ⊗ A ∈ D′
0(L([D(A)], E2)) and Id ∈ L([D(A)], E2)

denotes the inclusion D(A) → E 2. This combined with the proof of [9, Theorem
3.10] gives that G is a (DSG) in E 2 generated by A. Thus, G is a (DCF) in E . If
B is the generator of G, then

(x, y) ∈ B ⇔ (
(
x

0

)
,

(
0
y

)
) ∈ A ⇔ (x, y) ∈ A.

(ii) Suppose that G is a (DCF) generated by A. Then, G is a (DSG) in E2. Let
P be as in (i). We have

G ∗ P = δ′ ⊗ Id[D(A)] and P ∗G = δ′ ⊗ IdE.

Then the proof of (i) implies that the generator of G is A. Conversely, if G is a
(DSG) generated by A, then G is a (DCF). It can be easily seen that the generator
of G is A.
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Let us recall that G is a (DSG) generated by A if and only if G is a distribution
fundamental solution for A (cf. [9, p. 844 and 845]). Since there is at most
one distribution fundamental solution for a closed linear operator A, it follows that
every (DSG) is uniquely determined by its generator. As we mentioned, Kisyński
introduced in [7] the generator of a pre-(DSG) G; it is a closed linear operator from
E into E/N (G). He proved that every pre-(DSG) is uniquely determined by its
generator, see [7, Corollary 2].

Suppose now that G1 and G2 are distribution cosine functions generated by a

closed linear operator A. By Theorem 3.10(ii), G1 ≡
(

G1 G−1
1

G′
1 − δ G1

)
and G2 ≡(

G2 G−1
2

G′
2 − δ G2

)
are distribution semigroups generated by A. Consequently, for

every x ∈ E and ϕ ∈ D, G1(ϕ)
(
x
0

)
= G2(ϕ)

(
x
0

)
. It implies G1(ϕ)x = G2(ϕ)x.

Hence, we have proved the following assertion:

Corollary 3.11. Every distribution cosine function is uniquely determined by
its generator.

Let us consider now the relations between distribution cosine functions and
local C-cosine functions; we refer to [16] for the introduction to the theory of local
C-cosine functions.

Proposition 3.12. Let A be a closed operator. Then the following statements
are equivalent:

(i) A generates a (DCF),
(ii) ρ(A) = ∅ and there exist n ∈ N and τ ∈ (0,∞] such that A is the generator

of an R(λ : A)n-cosine function on [0, τ) , for all λ ∈ ρ(A),
(iii) ρ(A) = ∅ and there exist λ ∈ ρ(A), n ∈ N and τ ∈ (0,∞] such that A is

the generator of an R(λ : A)n-cosine function on [0, τ) .

Proof. (i) ⇒ (ii) By Theorem 3.6, ρ(A) = ∅ and there exists τ ∈ (0,∞] and
k ∈ N such that A is the generator of a local k-times integrated cosine function on
[0, τ). Without any loss of generality, we can assume that k = 2n, for some n ∈ N.

Denote by (C2n(t))t∈[0,τ ) 2n-times integrated cosine function generated by A; then
the operator A generates a (2n + 1)-times integrated semigroup (S2n+1(t))t∈[0,τ ).
Moreover, since ρ(A) = ∅, we have ρ(A) = ∅ and the use of [1, Proposition 3.3]
gives that for all

(
x y

)T ∈ D(A2n+2) = D(An+1) × D(An+1) there exists a
unique function U ∈ C1([0, τ) : E2)∩C([0, τ) : D(A)) satisfying U ′(t) = AU(t),
0 ≤ t < τ, and U (0) =

(
x y

)T
. Denote U(t) =

(
u(t) v(t)

)T , 0 ≤ t < τ .
We obtain that u(t) ∈ D(A), t ∈ [0, τ) and that

(u′(t)
v′(t)

)
=
( v(t)
Au(t)

)
, t ∈ [0, τ).

Hence, the function t �→ u(t) belongs to C2([0, τ) : E) ∩ C([0, τ) : D(A)) and
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it is a solution of the problem (ACP2) at
(
x y

)T ∈ D(An+1) × D(An+1).
Suppose that the function u1 belonging C2([0, τ) : E) ∩ C([0, τ) : D(A)) is an
another solution of the problem (ACP2) at

(
x y

)T ∈ D(An+1) × D(An+1).
Define U1(t) =

(u1(t)
u′
1(t)

)
, t ∈ [0, τ). Then it can be easily seen that U1 ∈ C1([0, τ) :

E2) ∩ C([0, τ) : D(A)) and that U ′
1(t) = AU1(t), 0 ≤ t < τ, and U1 (0) =(

x y
)T . Therefore, U = U1, and consequently, u = u1. We have proved that

there exists a unique function u ∈ C2([0, τ) : E)∩C([0, τ) : D(A)) which satisfies
(ACP2) for all initial values (x, y) ∈ D(An+1)×D(An+1). Thus, an application of
[16, Corollary 8.8], with C = R(λ : A)n, gives that A generates a (local) R(λ : A)n

-cosine function on [0, τ). Hence, (ii) is proved. Implication (ii) ⇒ (iii) is trivial.
Suppose now that (iii) is valid. Denote by (C0(t))t∈[0,τ ) a local R(λ : A)n-cosine
function generated by A. Let x, y ∈ D(An+1) be fixed and let u ∈ C2([0, τ) :
E)∩C([0, τ) : D(A)) be a unique (strong) solution of the problem (ACP2) which
is given by [16, Corollary 8.8]. Define U(t) :=

(
u(t) u′(t)

)T , 0 ≤ t < τ . Then
U ′(t) =

(
u′(t) u′′(t)

)T = A ( u(t) u′(t)
)T = AU(t), 0 ≤ t < τ. Clearly,

U(0) =
(
x y

)T and U ∈ C1([0, τ), E2). Let 0 ≤ t, s < τ. Since

||U(t)− U(s)||D(A) = ||
(
u(t) − u(s)
u′(t) − u′(s)

)
||E2 + ||A

(
u(t) − u(s)
u′(t) − u′(s)

)
||E2

= ||u(t)− u(s)||+ 2||u′(t) − u′(s)||+ ||A(u(t)− u(s))||,
and u ∈ C2([0, τ) : E) ∩ C([0, τ) : D(A)), it follows that U ∈ C([0, τ), D(A)).
Hence, we have proved that the function U is a solution of the following problem


U ∈ C([0, τ), D(A))∩C1([0, τ), E2))
U ′(t) = AU(t), t ∈ [0, τ)

U(0) =
(
x y

)T
.

Suppose that a function U1 =
(
u1
v1

)
is also a solution of the previous problem.

Then it is straightforward to see that v1 = u′1 and that the function u1 is also a
strong solution of the problem (ACP2). Consequently, u = u1 and U = U1. Since
ρ(A) = ∅, A generates a local (2n+1)-times integrated semigroup (S2n+1(t))t∈[0,τ )

in E2 by virtue of [1, Proposition 3.3]. Proposition 1.3 implies that A generates
a local 2n-times integrated cosine function (C2n(t))t∈[0,τ ) and an application of
Theorem 3.6 gives that (i) holds. The proof is completed.

4. EXPONENTIAL DISTRIBUTION COSINE FUNCTIONS

The main aim of this section is to give the fundamental properties of an ex-
ponential (DCF). We use the following notation. If U ∈ D′(E), then we also
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write 〈U, ϕ〉 for U(ϕ), and 〈eatU, ϕ〉 for U(ea·ϕ), a ∈ R. Now we introduce the
following definitions.

Definition 4.1. A distribution semigroupG is said to be an exponential distribu-
tion semigroup, (EDSG) in short, if there exists ε ∈ R such that e−εtG ∈ S ′(L(E)).

Definition 4.2. A distribution cosine function G is said to be an exponential

distribution cosine function, (EDCF) in short, if G ≡
(

G G−1

G′ − δ G

)
is an

(EDSG) in E2.

The following result might be surprising:

Proposition 4.3. Let G be a (DCF). Then G is an (EDCF) if and only if there
exists ε ∈ R such that e−εtG−1 ∈ S ′

0(L(E)).

Proof. Recall, S is topologized by the seminorms ‖ψ‖α, β := supx∈R |xαψ(β)

(x)|, α, β ∈ N0, ψ ∈ S. Assume that G is an (EDCF). By Definition 4.1 and Def-

inition 4.2, we obtain that there exists ε ∈ R such that e−εt

(
G G−1

G′ − δ G

)
∈

S ′(L(E2)), i.e., there exists M > 0 and α, β ∈ N0 such that for every ϕ ∈ D,

||〈e−εt

(
G G−1

G′ − δ G

)
, ϕ〉||L(E2) ≤M‖ϕ‖α, β.

Therefore, for all ϕ ∈ D and x, y ∈ E , the following holds

‖ 〈e−εtG, ϕ
〉
x+

〈
e−εtG−1, ϕ

〉
y‖+ ‖ 〈e−εt(G′ − δ), ϕ

〉
x+

〈
e−εtG, ϕ

〉
y‖

≤M‖ϕ‖α, β(‖x‖ + ‖y‖).

Choose x = 0 to obtain e−εtG−1 ∈ S ′
0(L(E)). Suppose now e−εtG−1 ∈ S ′

0(L(E)).
Then there exist M > 0 and α, β ∈ N0 so that ||G−1(e−εtϕ)|| ≤M ||ϕ||α, β, ϕ ∈
D. Then

||(e−εtG)(ϕ)|| = ||G(e−εtϕ)|| = ||G−1(−εe−εtϕ+ e−εtϕ′)||
≤M |ε|||ϕ||α, β +M ||ϕ′||α, β

≤M |ε|||ϕ||α, β +M ||ϕ||α, β+1, ϕ ∈ D.
It implies e−εtG ∈ S ′

0(L(E)); similarly, e−εt(G′ − δ) ∈ S ′
0(L(E)) and we obtain

e−εt

(
G G−1

G′ − δ G

)
∈ S ′

0(L(E2)).
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Next, let us notice the following fact: if G is a (DSG) generated by A and
ε ∈ R, then e−εtG is a (DSG) generated by A − εI. The straightforward proof is
omitted.

Let E be a Banach space. We need a structural theorem for the space S ′(E),
see [14, Theorem 2.1.2]: Let U ∈ S ′(E). Then there exist n ∈ N, r > 0 and a
continuous function f : R → E such that

U(ϕ) = (−1)n

∫
R

ϕ(n)(t)f(t)dt,

for all ϕ ∈ S , and |f(t)| =|t|→∞ O(|t|r). If U = 0 on (−∞, a), then f(t) = 0 for
t < a.

Theorem 4.4. Let A be a closed operator. Then the following assertions are
equivalent:

(i) A is the generator of an (EDCF) in E .
(ii) The operator A is the generator of an (EDSG) in E 2.

(iii) A is the generator of a global exponentially bounded n-times integrated
cosine function for some n ∈ N.

(iv) There are constants ω,M > 0 and k ∈ N such that

Πω := {λ2 : λ ∈ C, Reλ > ω} and ‖R(λ : A)‖ ≤M |λ|k , λ ∈ Πω .

Proof. Implication (i) ⇒ (ii) follows immediately from Theorem 3.10(ii). We
show (ii) ⇒ (iii). Let us suppose that G is a (DSG) in E 2 generated by A and
e−εtG ∈ S ′

0(L(E2)). It implies that e−εtG is a (DSG) in E2 generated by A −(
εI 0
0 εI

)
. By [9, Lemma 3.6], for every ϕ ∈ D and x, y ∈ E :

A 〈e−εtG,ϕ〉 (xy) =
〈
e−εtG,−ϕ′〉 (x

y

)
+ ε
〈
e−εtG,ϕ〉 (xy)− ϕ(0)

(x
y

)
,

which gives that e−εtG ∈ S ′(L(E2, [D(A)])). The use of [14, Theorem 2.1.2] gives
that there exist n ∈ N, r > 0 and a continuous function S̄n+1 : R → L(E2, [D(A)])
supported by [0,∞) such that

〈
e−εtG, ϕ〉(x

y

)
= (−1)n+1

∞∫
0

ϕ(n+1)(t)S̄n+1(t)
(
x

y

)
dt,

for all ϕ ∈ D, x, y ∈ E , and |S̄n+1(t)| ≤ Mtr, t ≥ 0. Arguing similarly
as in [1, Theorem 7.2], one has that (S̄n+1(t))t≥0 is an (n + 1)-times integrated

semigroup generated by A−
(
εI 0
0 εI

)
. The standard perturbation argument (as
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in [1, Lemma 3.2]) shows that A is the generator of a global exponentially bounded
(n + 1)-times integrated semigroup (Sn+1(t))t≥0. Note here that Proposition 1.3
gives that the operator A generates a global n-times integrated cosine function
(Cn(t))t≥0. By an observation given after the proof of Proposition 1.3, we have
that (Cn(t))t≥0 is exponentially bounded. This proves that (iii) holds. We continue
with the proof of (ii) ⇒ (i). We will apply the arguments given in the later part of
the proof of Theorem 3.2. Namely, it is easy to see that

G(ϕ) = (−1)n+1

∞∫
0

ϕ(n+1)(t)Sn+1(t)dt, ϕ ∈ D.

Define G by

G(ϕ)x := (−1)(n+1)

∞∫
0

ϕ(n+1)(t)S1
(n+1)(t)xdt, x ∈ E, ϕ ∈ D,

with the same terminology as in the proof of Theorem 3.2. Applying the same

arguments as in the proof of Theorem 3.2, one obtains G =
(

G G−1

G′ − δ G

)
.

Therefore, G is an (EDCF) generated by A and (i) follows. Suppose that (iii) holds.
Then A generates an exponentially bounded (n + 1)-times integrated semigroup
(Sn+1(t))t≥0. Define

G(ϕ) := (−1)n+1

∞∫
0

ϕ(n+1)(t)Sn+1(t)dt, ϕ ∈ D.

Then G is a (DSG) in E2 generated by A (cf. [8, 17]). Let us prove that G is an
(EDSG). Suppose ||Sn+1(t)|| ≤Meωt, ω ∈ R. Then, for every a > 0 and ϕ ∈ D,
we have

∥∥〈e−(ω+a)tG, ϕ〉∥∥ ≤M

∞∫
0

eωt
∣∣∣(e−(ω+a)·ϕ)(n)(t)

∣∣∣ dt
≤M 2n

∞∫
0

eωt
n∑

i=0

|ω + a|n−i e−(ω+a)t
∣∣∣ϕ(i)(t)

∣∣∣ dt
≤M1

∞∫
0

e−at
n∑

i=0

∣∣∣ϕ(i)(t)
∣∣∣dt ≤ M1

a

n∑
i=0

||ϕ||0, i.

It follows: e−(ω+a)tG ∈ S ′(L(E2)), G is an (EDSG) and (ii) is valid. If (ii) holds,
then there exists ω > 0 such that {λ ∈ C : Reλ > ω} ⊂ ρ(A) and that ‖R(· : A)‖
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is polynomially bounded on {λ ∈ C : Reλ > ω}. Therefore, Πω = {λ2 : λ ∈ C,

Reλ > ω} is contained in ρ(A) and ‖R(· : A)‖ is polynomially bounded on Πω.
So (iv) holds. Assume that (iv) is true. Then {λ ∈ C : Reλ > ω} ⊂ ρ(A) and
‖R(· : A)‖ is polynomially bounded on {λ ∈ C : Reλ > ω}. Applying [19,
Theorem 1.12], we have that A generates an exponentially bounded (n + 1)-times
integrated semigroup for some n ∈ N and Proposition 1.3 implies (iii).

LetA be a densely defined operator and letA be the generator of an exponentially
bounded α-times integrated cosine function for some α ≥ 0. By [21, Theorem 3.3],
the adjoint A∗ of A is the generator of an exponentially bounded (α + 1)-times
integrated cosine function. Then Theorem 4.4 immediately implies:

Proposition 4.5. Let A be a densely defined operator. If A is the generator of
an (EDCF) in E , then A∗ is the generator of an (EDCF) in E ∗.

Let α ≥ 0. Put �α� := inf{n ∈ N0 : α ≤ n}.
The next theorem is a perturbation result for generators of α-times integrated

cosine functions.

Theorem 4.6.([21, Theorem 3.1]) Let A be the generator of an exponentially
bounded 2α-times integrated cosine function (C 2α(t))t≥0 for some α ≥ 0. If
B ∈ L(E) and R(B) ⊂ D(A�α�), then A+B is the generator of an exponentially
bounded 2α-times integrated cosine function (C B

2α(t))t≥0.
Note that the assumption R(B) ⊂ D(A�α�) is not valid for α > 0 and B = aI ,

a ∈ C \ {0}. So the next question arises: if A is the generator of an exponentially
bounded α-times integrated cosine function for some α > 0, does the same hold
for A− aI ? We give here a partial answer whose explanation is based on a quite
simple argument.

Lemma 4.7. Suppose A is the generator of an exponentially bounded α-times
integrated cosine function (Cα(t))t≥0 for some α > 0. Then, for all z ∈ C and
β > α+1, A+zI is the generator of an exponentially bounded β-times integrated
cosine function.

Proof. Let λα = eα(ln |λ|+iarg λ) (λ ∈ C \ {0}) and let ω > 0 satisfy

λαR(λ2 : A)x = λ

∞∫
0

e−λtCα(t)xdt, x ∈ E, Reλ > ω.

Thus, there exists M > 0 such that ‖λα−1R(λ2 : A)‖ ≤ M , Reλ > ω + 1. It
implies

‖λα−1R(λ2 : A+ zI)‖ = ‖λα−1R(λ2 − z : A)‖ ≤ |λ|α−1 M

|λ2 − z|α−1
2

≤M1,
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for all λ ∈ C such that Reλ is sufficiently large and a suitable constant M1 > 0.
An application of [19, Theorem 1.12] ends the proof.

Corollary 4.8. If A is the generator of an (EDCF) then for all z ∈ C the
operator A + zI is also the generator of an (EDCF).

Proof. Since A generates an (EDCF), Theorem 4.4 implies that there exists
n ∈ N such that A generates an exponentially bounded n-times integrated cosine
function. Then Lemma 4.7 implies that the operator A + zI generates an expo-
nentially bounded (n + 2)-times integrated cosine function. One can apply again
Theorem 4.4 to obtain that A+ zI generates an (EDCF).

Proposition 4.9. Suppose that A and −A generate exponential distribution
semigroups. Then A2 is the generator of an (EDCF).

Proof. SinceA generates an (EDSG), one can repeat literally the arguments given
in the part (ii) ⇒ (i) of the proof of Theorem 4.4 to conclude that there exists n1 ∈ N

such that A generates an exponentially bounded n1-times integrated semigroup; see
also [8, Theorem 4.9]. Similarly, there exists n2 ∈ N such that −A generates
an exponentially bounded n2-times integrated semigroup. Put n =max(n1, n2).
Then A and −A generate exponentially bounded n-times integrated semigroups and
by [2, Theorem 5.1], the operator A2 generates an exponentially bounded n-times
integrated cosine function. An application of Theorem 4.4 ends the proof.

Let us turn now to an elementary property of a (DCF).

Proposition 4.10. Let G be a (DCF). Then G(ϕ)G(ψ) = G(ψ)G(ϕ), ϕ, ψ ∈ D.

Proof. Let A be the generator of G. Then there exist n ∈ N and τ ∈ (0,∞)
such that A is the generator of an n-times integrated cosine function (Cn(t))t∈[0,τ )

satisfying

G(ϕ)x = (−1)n

∞∫
0

ϕ(n)(t)Cn(t)xdt, x ∈ E, ϕ ∈ D(−∞, τ ).

From the proof of Theorem 3.2 (we use the same terminology), with

G1(ϕ)x = (−1)2
k(n+1)

∞∫
0

ϕ(2k(n+1))(t)S1
2k(n+1)(t)xdt, x ∈ E, ϕ ∈ D(−∞, 2kτ ),
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is given a (DCF) generated by A, and Corollary 3.11 implies that

G(ϕ)x = (−1)2
k(n+1)

∞∫
0

ϕ(2k(n+1))(t)S1
2k(n+1)(t)xdt, x ∈ E, ϕ ∈ D(−∞, 2kτ ).

Moreover, by the proof of Theorem 3.2, it follows that (S1
2k(n+1)

(t))t∈[0, 2kτ ) is a
(2k(n+ 1))-times integrated cosine function. Then Proposition 1.5 implies

S1
2k(n+1)(t)S

1
2k(n+1)(s) = S1

2k(n+1)(s)S
1
2k(n+1)(t), 0 ≤ t, s < 2kτ.

Suppose ϕ, ψ ∈ D(−∞, 2kτ ) for some k ∈ N. Then the computation

G(ϕ)G(ψ)x =

∞∫
0

ϕ(2k(n+1))(t)S1
2k(n+1)(t)

∞∫
0

ψ(2k(n+1))(s)S1
2k(n+1)(s)xdsdt

=

∞∫
0

∞∫
0

ϕ(2k(n+1))(t)ψ(2k(n+1))(s)S1
2k(n+1)(t)S

1
2k(n+1)(s)xdsdt

=

∞∫
0

ψ2k(n+1)(s)S1
2k(n+1)(s)

∞∫
0

ϕ2k(n+1))(t)S1
2k(n+1)(t)xdtds

= G(ψ)G(ϕ)x, x ∈ E, ends the proof.

Question. Does the same hold if G is a pre-(DCF)?

5. DENSE DISTRIBUTION COSINE FUNCTIONS

In this section we focus our attention on dense distribution cosine functions and
their generators. Firstly, we will prove

Proposition 5.1. Let G be a (DCF). Then for all
(
x
y

) ∈ R(G) there exists a
function u ∈ C1([0,∞) : E) satisfying u(0) = x, u′(0) = y and

G(ψ)x+G−1(ψ)y =

∞∫
0

ψ(t)u(t)dt, ψ ∈ D.

Proof. It is clear that G is a (DSG) in E 2. Since G satisfies (d4) (cf. Lemma
1.9) we have that for all

(
x
y

) ∈ R(G) there exist two functions u, v ∈ C([0,∞) : E)
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such that u(0) = x, v(0) = y and

G(ψ)x+G−1(ψ)y =

∞∫
0

ψ(t)u(t)dt,

(G′ − δ)(ψ)x+G(ψ)y =

∞∫
0

ψ(t)v(t)dt, ψ ∈ D.

With y = 0 and x ∈ E , integration by parts implies

∞∫
0

ϕ′(t)(u(t) −
t∫

0

v(s)ds)dt = G(ϕ′)x+G′(ϕ)x = 0, ϕ ∈ D0.

Then one obtains u(t) = x +
t∫
0

v(s)ds, t ≥ 0 (cf. for instance [5, Lemma 8.1.1]),

and the function u has the desired properties.

Proposition 5.2. Let G be a (DCF) generated by A. Then for all x, y ∈ D∞(A)
there exists a function u ∈ C 1([0,∞) : D(A)) satisfying u(0) = x, u′(0) = y and

G(ϕ)x+G−1(ϕ)y =

∞∫
0

ϕ(t)u(t)dt, ϕ ∈ D0.

Proof. Applying [17, Corollary 3.9], we obtain that for all
(
x
y

) ∈ D∞(A) =
D∞(A)×D∞(A) there exist two functions u, v ∈ C([0,∞) : E) such that u(0) =
x, v(0) = y and

G(ϕ)
(
x
y

)
=

∞∫
0

ϕ(t)
(u(t)
v(t)

)
dt for all ϕ ∈ D0. It implies

G(ϕ)x+G−1(ϕ)y=

∞∫
0

ϕ(t)u(t)dt and (G′−δ)(ϕ)x+G(ϕ)y=

∞∫
0

ϕ(t)v(t)dt, ϕ∈D0.

This leads to the desired result by an argument given in the proof of Proposition
5.1.

Theorem 5.3. Let G be a (DCF) generated by A. Then D(A) = E if and only
if G is dense.

Proof. Assume G is dense. Then Proposition 2.7(i) implies D(A) = E . Con-
versely, suppose that D(A) = E . Since ρ(A) = ∅, we have D∞(A) = E (cf.
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[1] and [10]). So it is enough to show D∞(A) ⊂ R(G). Let x ∈ D∞(A). By
Proposition 5.2, we obtain that there exists a function u ∈ C1([0,∞) : E) satisfying
u(0) = x, u′(0) = 0 and

G(ϕ)x =

∞∫
0

ϕ(t)u(t)dt, ϕ ∈ D0.

Choose ρ ∈ D[0,1] with
∫

R
ρ(t)dt = 1 and put ρn(t) = ρ(nt), t ∈ R, n ∈ N. We

obtain
x = lim

n→∞G(ρn)x ∈ R(G) and it ends the proof.

Remark. Let A be the generator of a (DCF) G. Then one also has: G is dense
if and only if G is an L-distribution semigroup in E2.

Proof. If G is dense then D(A) = E2. An employment of [9, Proposition 3.11]
gives that G is a dense (DSG) in E2. If G is an (L-DSG) in E2, then its generator
A is densely defined and hence D(A) = E .

6. EXAMPLES

In the preceding sections we saw that generators of distribution cosine functions
can be characterized in terms of estimates for their resolvents; we recall that if A
generates an (EDCF) then the spectrum σ(A) of A must be contained in the parabola
{x+ iy : x ≤ ω2 − y2

4ω2} for some ω > 0.

Example 6.1. Let E := {f ∈ ⋂
k∈N0

Ck[k,∞) : f(0) = 0, ‖f‖E := sup
k∈N0

sup
t≥k

|f (k)(t)| <∞}. This space had appeared in [9]. Consider now the operator

Af := f ′′ , D(A) := {f ∈ E : f ′, f ′′ ∈ E}.

Suppose that A generates a (DCF). Then there are constants ω, M > 0 and k ∈ N

such that {λ ∈ R : λ > ω2} ⊂ ρ(A) and ‖R(λ2 : A)‖ ≤Mλk, λ > ω. Choose

g(x) =




2x , 0 ≤ x ≤ 1
2

−2x+ 2 ,
1
2
< x < 1

0 , x ≥ 1.

Then ‖g‖E = 1 and
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Mλk+1 ≥ ‖λR(λ2 : A)g‖E = ‖ sinh(λt) ∗0 g‖E

≥ 1
2

sup
t≥0

|
t∫

0

(eλ(t−s) − e−λ(t−s))g(s)ds|

≥ sup
t∈[0, 1

2
]

|
t∫

0

(eλ(t−s) − e−λ(t−s))sds| ≥ sup
t∈[0, 1

2
]

|−2t
λ

+
eλt − e−λt

λ2
|

≥ |−1
λ

+
e

λ
2 − e

−λ
2

λ2
| ≥ e

λ
2

λ2
− 1
λ
− e

−λ
2

λ2
, λ > ω.

Thus, A does not generate a (DCF). Note that operator −d/dx with maximal domain
in E is the generator of a (DSG) in E (cf. [9, Example 3.5]).

Examples 6.2. Let E := Lp((0,∞)), 1 ≤ p ≤ ∞, m(x) := (x+ iex)2, x > 0,

(Af)(x) := m(x)f(x) , D(A) := {f ∈ E : mf ∈ E}.
Clearly, {x + iex : x > 0} ∩ Λ̃1,1 = ∅. Denote d := dist({±(x+ iex) : x > 0},
∂Λ̃1,1). Then d ∈ (0,∞), Λ̃2

1,1 ⊂ ρ(A), and

‖R(λ : A)‖ ≤ 1
d2

, λ ∈ Λ̃2
1,1.

Therefore, A generates a (DCF). Since σ(A) = {(x+ iex)2 : x > 0}, we have

σ(A) ∩ Πω = ∅, for all ω > 0.

Thus, A does not generate an (EDCF). Moreover, one can easily see that A generates
a local once integrated cosine function (C1(t))t∈[0,1) on E which is given by

(C1(t)f)(x) = sinh((x+iex)t)·f(x)
x+iex , 0 ≤ t < 1, x > 0, f ∈ E .

It is clear that (C1(t))t∈[0,1) can be extended on [0, 1] and sup
t∈[0,1]

‖C1(t)‖ ≤ 1.

However, A does not generate a local sine function on [0, τ) for any τ > 1.

Example 6.3. Let us consider now Hardy spaces of holomorphic functions in
the upper half-plane. Denote R2

+={z∈ C : Imz > 0}. Hp(R2
+), 1 ≤ p < ∞, is

defined as follows

Hp(R2
+) :=

{
F : F is holomorphic on R

2
+ and ‖F‖Hp(R2

+)

:=
(

sup
y>0

∫
R

|F (x+ iy)|pdx
)1/p

<∞
}
.
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Let B be a holomorphic function on R2
+ with B(R2

+) ⊂ {x+ iy : x ≤ ω2 − y2

4ω2},
for some ω > 0, and

(AF )(z) := B(z)F (z), Imz > 0, D(A) := {F ∈ Hp(R2
+) : AF ∈ Hp(R2

+)}.
One can simply verify Πω+1 ⊂ ρ(A) and ‖λR(λ2 : A)‖ ≤ 1

2ω+1 |λ| , Reλ > ω+1.
An application of [19, Theorem 1.12] gives that for all α > 2, A is the generator
of an exponentially bounded α-times integrated cosine function. Thus, A generates
an (EDCF) in Hp(R2

+). Particularly, one can take

B(z) = (
1
πi

ln
z − 1
z + 1

+ a)2 , Imz > 0 (a ∈ C), or B(z) = − ln2 z , Imz > 0,

where ln z = ln |z| + i arg(z), z ∈ C \ {0}.

Example 6.4. Let E be an arbitrary Banach space, P ∈ L(E) and P2 = P .
Define

G(ϕ)x :=

∞∫
0

ϕ(t)dtPx, x ∈ E, ϕ ∈ D.

Then G−1(ϕ)x =
∞∫
0

tϕ(t)dtPx, x ∈ E , ϕ ∈ D. Since P is a continuous projection

and ∞∫
0

tϕ(t)dt

∞∫
0

ψ(s)ds+

∞∫
0

ϕ(t)dt

∞∫
0

sψ(s)ds

=

∞∫
0

∞∫
0

(t+ s)ϕ(t)ψ(s)dsdt

=

∞∫
0

u∫
0

uϕ(u− v)ψ(v)dvdu

=

∞∫
0

u

u∫
0

ϕ(u− v)ψ(v)dvdu

=

∞∫
0

u(ϕ ∗0 ψ)(u)du, ϕ, ψ ∈ D,

G is a pre-(DCF) in E . Moreover, {x, y} ⊂ KernP ⇔ (∀ϕ ∈ D0) G(ϕ)x +
G−1(ϕ)y = 0. Note also that G is a pre-(DSG) in E satisfying N (G) = KernP .

Many other examples of exponential distribution cosine functions can be derived
from [6, Theorem 3.1] and [2, Theorem 6.6]. The main result of [24] (Theorem)
can be used for the construction of exponential distribution cosine functions, too.
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4. O. El-Mennaoui and V. Keyantuo, Trace theorems for holomorphic semigroups and
the second order Cauchy problem, Proc. Amer. Math. Soc., 124 (1996), 1445-1458.

5. H. O. Fattorini, The Cauchy Problem, Addison-Wesley, 1983. MR 84g:34003.

6. V. Keyantuo, The Laplace transform and the ascent method for abstract wave equa-
tions, Journal of Differential Equations, 122 ( 1995), 27-47.
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