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SHARP WEAK-TYPE ESTIMATES
FOR THE DYADIC-LIKE MAXIMAL OPERATORS

Adam Osekowski

Abstract. We provide the explicit formula for the Bellman function corresponding
to the weak-type P> — L% estimates for the dyadic maximal operator on R".
Actually, we do this in the more general setting of maximal operators associated
with a tree-like structure on a nonatomic probability space. The approach rests on
a clever combination of some novel optimization and combinatorial arguments.

1. INTRODUCTION

The results of this paper are motivated by certain basic estimates for the dyadic
maximal operator on R™. Recall that this operator is given by

Ma¢(z) = sup {ﬁ /Q |p(u)|du : z € Q, @ C R™ is a dyadic cube} ,

where ¢ is a locally integrable function on R", |@Q| denotes the Lebesgue measure of
@ and the dyadic cubes are those formed by the grids 2=VZ", N =0, 1, 2, .... This
maximal operator plays a crucial role in analysis and PDEs, and it is of considerable
interest to obtain optimal, or at least good bounds for its norms. For instance, My
satisfies the weak-type (1, 1) inequality

(1.1) A{z e R": Mag(z) > A}| < /{M . |d(w)|du

for any ¢ € L'(R") and any A > 0. As one easily verifies, this bound is sharp:
for each A there is a nonzero ¢ for which both sides are equal. The dyadic maximal
operator enjoys Hardy-Littlewood-Doob L? estimate

p
(1.2) [[Magl|Lp@rny < ﬁ\\qﬁ\\m(w), 1 <p<oo,
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in which the constant p/(p — 1) is also the best. The above two estimates are of fun-
damental importance and have served as a motivation for numerous further extensions.
The literature on the subject is very large, and in what follows we will only focus
on some statements which are closely related to the contents of this paper. The first
extension we would like to mention is that both (1.1) and (1.2) hold in the more general
setting of maximal operators M associated with tree-like structure 7". Let us provide
the necessary definition.

Definition 1.1. Assume that (X, x) is a nonatomic probability space. A set 7 of
measurable subsets of X will be called a tree if the following conditions are satisfied:

(i) X € 7T and for every I € 7 we have pu(I) > 0.

(i) For every I € T there is a finite subset C(I) C 7 containing at least two
elements such that

(@) the elements of C(I) are pairwise almost disjoint subsets of I (i.e., the
intersection of any two of them has u-measure 0),

(b) I =C().
(iii) 7 = U,z 7™ where 7° = {X} and T = J;cm C(I).
(iv) We have lim,, oo supregm p(1) = 0.

Given a probability space and a tree 7 of measurable subsets, one defines the
associated maximal operator M by the formula

Mré(z) = sup {ﬁ [ 16tidutu) sz e 1.1 ¢ T}.

It is clear that this new setting generalizes the dyadic case considered at the beginning,
at least if we restrict ourselves there to functions supported on the cube [0, 1]" (actually,
this is not restrictive at all; the case of general ¢ follows from some standard localization
and dilation arguments). Indeed, the class of dyadic cubes contained in [0, 1]™ forms a
tree, and the associated maximal operator coincides with the dyadic maximal operator.
We would also like to mention here the probabilistic context in which one can consider
the above notions: the setting of trees is closely related to the theory of martingales.

There is a number of estimates for the operator M (closely related to (1.1) and
(1.2)), which have been studied in depth in the literature by several authors. For
instance, Melas [8] studied the norms of M, considered as an operator from LP(X)
to L4(X) (for 1 < g < p). More precisely, he determined the best constant C,, , in the
following local estimate: for any measurable F,

1/q 1/p
( / (MTqﬁ)qdu) < Cpg ( / \qﬁ\pdu) p(E)Y/a-1/r
E X
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(see also [7] for the related LlogL bound). The paper [10] by Melas and Nikolidakis
continues the research in this direction and treats the sharp version of the corresponding
Kolmogorov’s inequality. Namely, for any 0 < ¢ < 1 and any measurable set E, we

have
Mroian) < () dp ) ()11
</E\ 79| M) < <ﬂ) </X |9] M) 1(E) )

and the constant (1 — ¢)~'/7 cannot be improved. Finally, let us mention here four
papers devoted to weak-type estimates. First, Melas and Nikolidakis [9] investigated
various sharp extensions of the inequality

M7

poo < 8llp, 1< p<oo,
where ||¢||p.co = suprso A [u({z € X : [¢(z)] > A})]*/* is the usual weak p-th quasi-

norm. The subsequent work [12] of Nikolidakis contains the sharp comparison of weak
quasinorms:

(1.3) M7l

p
p,ooﬁprqﬁ\ P,00> 1 <p<oo.

Consult also the recent Nikolidakis’ paper [13] for the further refinement of this result.
In [15], the author studied the action of M7 as an operator from LP>*° to L7, 1 < g <
p < oo. One of the main results of that paper is the estimate

p,00

M (P Ve p
ntroll < (S2-) " Ll
in which the constant on the right is the best possible.

It should be stressed here that each of the works cited above is devoted to much
more detailed analysis of the underlying estimate. More precisely, all the papers contain
explicit formulas for the associated so-called Bellman functions. In general, such
an explicit derivation provides much more information about the action of maximal
operators on the corresponding spaces. For the necessary definitions and the interplay
between the estimates and the associated Bellman functions, see Section 2 below.

In this paper, we will be interested in the norm of M7 as an operator from L?*°(X)
to L9°(X), 1 < g < p < oo. Furthermore, in contrast with (1.3), we will work under
a different norming of the weak spaces:

ll¢l]

1
p,oo = SUP {W /E |p|dp = E measurable, u(E) > 0} )

Then ||| - |||p, is actually a norm, and in general, it is more difficult to handle than the
quasinorm || - ||, considered above. One of our main results can be stated as follows.
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Theorem 1.2. Suppose that 1 < ¢ < p < oo are fixed parameters. Then for any
u-integrable function ¢ on X we have

p
(1.4) M TEll]g,00 < ﬁ\\\qﬁ\\

p,00

p,00

2
15) lirolle < (25 T

and the constants p/(p — 1), (p/(p — 1))? are the best possible.

Note that in (1.5), we have the quasinorm || - ||, ~. on the right.

Let us state here the probabilistic analogue of the above result. It can be expressed
in the language of martingales, and follows from Theorem 1.2 by straightforward ap-
proximation. Though we will not go any further in this direction, we find the version
worth stating as a separate theorem. For the necessary definitions and related results,
we refer the reader to the classical monograph of Doob [5].

Theorem 1.3. Suppose that f = (f,)n,>0 is a martingale on a certain probability
space (with respect to its natural filtration). Then for any 1 < ¢ < p < oo and any
n > 0 we have

b
sup | fi| < —— [l falllp,oo
0<k<n .00 -

2

b

sup fk < |\ — fn P,00 5
1

0<k<n 4.0 p—

and the constants on the right-hand sides are the best possible.

A few words about the proof of Theorem 1.2. In analogy with the papers cited
above, we will actually show much more. Namely, we will identify the explicit formula
for the Bellman function associated with the estimates (1.4) and (1.5). We would also
like to stress that our approach differs significantly from that appearing in [6]-[10] and
[12, 13]. Instead of combinatorial analysis of the extremal functions, our reasoning
rests on a novel unification of Bellman induction and optimization techniques. This
approach is quite general in nature and, as we believe, can be applied in many other
results of this type. In particular, some version of this reasoning has been successfully
applied in [15] (see Section 2 below for more information), but the use of the norms
|| - I||p,00 requires an additional complication of the argument.

We have organized the paper as follows. The next section explains the methodology
which leads to our main results. In Section 3 we apply the method and obtain an upper
bound for the Bellman function; this, in particular, allows us to establish the estimates
(1.4) and (1.5). The final part of the paper is devoted to the lower bound for the
Bellman function (which, on the level of (1.4) and (1.5), means the sharpness). This
is done by constructing appropriate extremal examples there.
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2. THE AsSsOCIATED BELLMAN FUNCTION

There has been a considerable interest in the literature concerning inequalities for
maximal operators, and various effective tools have been invented (e.g., covering the-
orems, optimizing procedures, Calderén-Zygmund-type decompositions, etc.). As we
have announced in the previous section, we will particularly focus on yet another tech-
nique, the so-called Bellman function method. The underlying concept of this approach
is to relate the problem of proving a given inequality for the maximal operator to the
existence of a special function enjoying certain concavity and majorization properties.
In general, such a special function carries much more information on the estimate un-
der investigation, e.g., the best constants, extremal functions, and often provides further
insight into the structure and the behavior of the maximal operator. A convenient refer-
ence is Section 2 in [15], where this is explained in detail. For related Bellman-function
problems, we refer the interested reader to the works [1, 11, 16, 17, 18, 19, 20, 21].
There is a stochastic branch of this subject, concerning sharp estimates for semimartin-
gales; see e.g. [2, 3, 4] and [14] and references therein.

We turn our attention to the weak-type inequalities (1.4) and (1.5). A key element
in the study of these estimates is the identification of the explicit formula for the
associated Bellman function:

B,(f,F,L,s)=sup { /Emax{./\/l7¢, Lydu:¢ >0,

/Xqﬁdu: £ 16l < F, 1(E) :s}.

Here the supremum is taken over all ¢ and F satisfying the displayed conditions. We
will see in a moment how the knowledge of this function yields the validity of the
weak-type estimates.

Let us start the analysis from determining the appropriate natural domain D of the
Bellman function. Here this set consists of all (f, F, L, s) satisfying s € [0,1], f < L
and f < F. Indeed, we have M7¢ > [, ¢du = f, so there is no point in considering
L < f (because then we have B,(f, F,L,s) = B,(f, F, f,s)). Furthermore, f =
[y ¢du < Fu(X)1=1/P = F, which gives the third inequality defining the domain D.
Actually, it is not difficult to show that for any f < F there is a function ¢ : X —
[0, 00) satisfying [, ¢du = f and [||¢]||p0 = F (e.g., see Section 4 below). Thus,
B, is well-defined on D: the supremum is taken over nonempty class of functions.

We will prove that B,, admits the following explicit formula. Introduce B, : D — R
by
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B,(f,F,L,s)
r -1
pp_ 131‘1/p if s < (%)p/(p : and Ls'/? < F,
FP . /(p—1
m—i‘LS |f$<(%>p vy and le/p>F’
F p/(p—1) . / 1
% + fln <?) s if s > (%)p and Ls < f,
= f Fr/(p=1) £\P/(P=1)
R e ()
and % < L < Fr/e=1)/f1/(p=1),
FP p/(p—1)
. i I
Ls+(p—1)Lp—1 Ist(F>

Our main result is the following.
Theorem 2.1. We have B, = B, for any 1 < p < cc.

Now, let us describe (informally) the idea behind our approach to the above theorem.
We have max{Mz¢, L} > L and hence, by the very definition,

(2.1) B,(f,F,L,s) > Ls.

It is not difficult to check that B, also satisfies this lower bound. Now, in a typical
situation, a key ingredient of the analysis is to show that 98, and B, satisfy a certain
structural condition (called “the main inequality”, in the terminology introduced in
[11]). In our case, it would look as follows: for any positive fi, Fly, L, s4 satisfying
A < Fyand s_ + s, <1, we have

B, <f—+f+ F—+F+,max{%,[z},8— +3+)

2 2
> %ZJ(f—v F_, maX{f—7 L}7 S—) + %p<f+7 F—I—u max{f+, L}, 3+>
- 2 )

and similarly for B,. The combination of this inequality and (2.1) is a main step of
the estimate B,, < B,. The reverse bound is obtained with the use of appropriate
examples. See [11] for the full description of the method.

Unfortunately, here the approach does not work: the main inequality is not valid,
since the norm ||| - |||,,c is not of integral type. To overcome this difficulty, we
will consider a certain majorant of ©8,, which does enjoy the main inequality (a similar
approach turned out to be successful in [15]). More precisely, we propose the following
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two-step procedure. Fix a > 0, a function R : [0,00) — [0,00) and consider the
following auxiliary object:

BR(f, F L, s)—sup{/max{./\/quﬁ,L}du ¢ >0,

/qﬁdu f/ ¢)du < aF?, M(E>:3}~

This function can be studied with the use of “main inequality”: the non-integral con-
dition |||¢|||p,.o < F has been replaced by an integral assumption [, R(¢)du < aFP,
Furthermore, if R satisfies the additional property

2.2) LAR@WMSQWMZm

for any ¢ > 0, then we have B, < B, The crucial observation is the following: if
for any (f, F, L, s) € D there is a function ¢ for which both sides of (2.2) are equal
and which is an optimizer of B%(f, F, L, s), then in fact we have B,(f,F,L,s) =
BE(f, F, L, s)and we are done. Thus, we have reduced the problem to that of finding
an appropriate R, and then identifying the corresponding 7. We refer the reader to
the paper [15] for a similar approach to the study of LP->° — L4 estimates. Let us also
make an important comment here. For a given R, the function 8% depends on four
variables; in a typical situation, one tries to decrease the dimension of the problem.
Actually, as we will see in Section 3 below, we will manage to reduce the number
of variables to two, and then come back to the original four-dimensional setting with
the use of appropriate optimization argument (see Theorem 3.2). This novel reasoning
significantly reduces the technicalities involved in the study of the Bellman function
B,

Before we proceed to the proof of Theorem 2.1, let us show how it yields the
assertion of Theorem 1.2. By the definition of 98,,, we may write

sup {[[1M76llqoo : ll9lllpoo = F
= sup {sl/q_l‘Bp (f,F,f,s) :s€(0,1], f € (O,F]}.

However, we have

-1
pFlsl_l/p T (%>p/(p )’
%p<faF7fﬂs>: B f f F / —1
f p (p )
7 - > (L
sf+ 1—i— 11nf Ifs_(F>
But for fixed s and F', the function £(f) = sf + Z% + pr11 ? is nondecreasing on

(0, Fs'~1/7]. Indeed, we compute that
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/(p—1)
f’(f)=8—1+ln<7)p ’ >s—1—1Ins>0.

This shows that B, (f, F, f, s) < %sl‘l/p and hence

pF _
q,00 ‘H¢H p,oo:F} = sup 31/‘1 1/p

p—1 s€(0,1]
pF
p—1

sup { ||| Mo

This establishes the first inequality of Theorem 1.2 as well as its sharpness. The
estimate (1.5) follows at once from (1.4) and the well-known easy bound |||®|||p.c0 <

21[¢l]p,00- To prove that the constant (p/(p — 1))? cannot be improved, see Remark
4.2 below.

3. ProoOF OF THE INEQUALITY B, < B,

Let x be a fixed positive parameter and let 1 < p < oco. Define the function
Ry : [0,00) — [0,00) by

-1

0 if o <2~ p

(3.1) Ry(z) =

_pg;—|-pa:1n[ :|—|—<p—1>:‘i if o > 2 K.

_pr
(p—Dr
It is easy to check that the function R, is convex and of class C* on (0, 00). Next,
for any 0 < X\ < &, introduce the special functions B) ,; : {(z,y) : 0 <z <y} —= R
by the formula

p

By k(z,y)
0 if y <A\,
y—/\—l—a:lné if A<y <k,
(3.2) _ y \
y—A—Ry(z)+zln=- if y >k, 2 < Ly,
p(y—/ﬁ—l—xlng)—i—xln%—i—m—/\ ifyz,‘@,xz%y.

In the lemma below, we study two properties of B) ,, which can be regarded as
appropriate versions of (2.1) and the “main inequality”.

Lemma 3.1. Let 0 < X\ < & be fixed.
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(i) For any 0 < z <y we have

(33) Ban(w9) > (5= )1~ Rola) +21n .

(if) For any 0 < < y and any d > —z we have

8B>\,H<x7 y)

d.
ox

(3.4) Byx(z+d,yV (z+d)) < By x(z,y) +

Proof. (i) Fix y > 0 and consider the function

€(x) = Ban(,y) — (y = Ny + Rule) — 2 1n % 2 €0,yl.

If y < k, then {(z) = zIn(k/ max{y, \}) + Ri(x) is a sum of two nondecreasing
functions on [0, y], which vanish for = = 0; hence £ > 0 and (3.3) is established. If
y > k, we easily verify that £ is convex and vanishes, along with its derivative, at the
point z = (p — 1)y/p. This yields the majorization.

(ii) The inequality is clear when x + d < y, since for any positive y, the function
x — B x(z,y) is concave on [0,y]. Suppose then that « + d > y and consider the
function ¢(s) = By (s, s). We have

C(s) = OBy (s, s) N OBy (s, s) _ OBy (s, s)
Ox oy oy ’

which combined with the aforementioned concavity of = — B) .(z, y) gives

8B>\,H<x7 y)

8B>\,H<x7 y)

> _
Byx(z,y) + o 12 By x(y,y) + o (x+d—y)
8B>\,n y,y
> B k(y,y) + #(w +d—y)

=((y) + (W) (x+d—y).

Thus, we will be done if we show that ¢ is concave. But this is evident: ( is of class
C' on (0, o) and admits the formula
0 if y <A\,
C(y)=qy—A+yh(\/y) if A<y <nr,
ply—r+yln(k/y)) +yln(A\/k)+r—X ify> k.
The proof is complete. ]
The next statement can be understood as the upper bound for the function B%x,

introduced in the previous section. Actually, it can be also shown that the estimate is
sharp, but we will not need this.
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Theorem 3.2. Let 0 < A < & be fixed. For any nonnegative ¢ on X, any L > 0
and any measurable £ C X we have

max( Mz, Ly < () + [ (Ruf) ~ 0-m2 ) ds

# 8y ([ otnma{ [ oanr}).

Proof.  The reasoning splits naturally into two parts.

(3.5) E

Step 1. First we will show the intermediate estimate

| (wax{Mzo.L} - 3) du< [ (m<¢>—¢-m%) "

+ By ([ otmma{ [ oanr}).

To accomplish this, consider the associated sequence (¢,),>o Of conditional expec-
tations of ¢ with respect to (77),>o. That is, for any z € X and any nonnegative
integer n, put

1
(37) onle) = s | oa

where E is the element of 7" which contains x (since the elements of 7" are pairwise
almost disjoint, such a set E' is determined uniquely for p-almost all ). We will also
use the notation

Mpno(z) = sup{ﬁ /I |p(w)|dp(u) : x € I, T e T* for some k < n} .

Next, pick an integer n > 0, E € T" and let £, E», ..., E,, be the elements of 77!
whose union is E. We will prove that

(3.6)

/E B (61, max{Mzui16, L}) du
(3.8)

< / By (60, max{ Mz, L}) dp.
E

To do this, note that both ¢,, and max{Ms=¢, L} are constant on E: denote the
values of these functions by x and y, respectively. On the other hand, we have
max{Mznt1¢, L} = max{Mgn¢, L, p,11} and the function ¢, is constant on
E1, B, ..., Ey. Letting dj = (¢n11 — ¢n)|lE; = dnr1le, — , it follows directly
from (3.7) that

(3.9) dj > -z and Y pu(Ej)d; =0.
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Now, apply (3.4) to z, y and d = d;, and multiply both sides by p(Ej), j =
1,2, ..., m. If we sum up the obtained inequalities, we get

> il E5) By s(énr1l g, max{Mzaii¢, LY g,) < p(E) By x(,y),
j=1
which is precisely (3.8). Summing these estimates over all E € 7™, we get the bound
/ B)\,H <¢n+1, max{./\/l7n+1 ¢, L}) d/L
X

< / B)x,n <¢nu maX{MT"¢7 L}> du
X
and hence, by induction,
/ B ;. (¢, max{Mzn¢, L})dp S/ B x; (¢0, max{Mzo¢, L})dpu.
X X

However, we have ¢9 = M7o¢ = [, ¢du and hence the right-hand side is equal to
By ([ ¢dp, max { [ ¢du, L}). To deal with the left-hand side, we make use of
the majorization (3.3) and, as the result, obtain the bound

/X (max{Mznd, L} — ), dj

s/){(m(%)—qﬁnwn%) dp + B (/Xqﬁdu,max{/xqﬁdm})
g/)((R,.;(qﬁ)—aln%)du—i—B,\ </X¢du,max{/xqﬁdu,L}).

Here the latter estimate follows from Jensen inequality: = — R(z) — zIn(A\/k) is a
convex function. It remains to observe that if we let n — oo, then Mzn¢ increases to
Mr¢; therefore, (3.6) follows from Lebesgue’s monotone convergence theorem.

Step 2. Now we deduce (3.5). Pick a set F as in the statement and decompose it
into

ET = En{max{M7z¢,L} > \}, E~ = En{max{Mze, L} < \}.
By (3.6), we have

/E+ (max{Mz¢, L} — \)du

< /X (max{ Mz, L} — \)+dp

< [ (R0 - 002 ) dut B [ odmmax{ [ oauz})
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and, obviously,
/ (max{./\/quﬁ, L} - /\)du <0.
-
It remains to add the two inequalities above to get the claim. ]

In our further considerations, we will need the following auxiliary well-known
statement.

Lemma 3.3. Suppose that &, ¢ : [0, 1] — [0, 00) are two nonincreasing integrable
functions such that

/tf(é’)ds < /tC(s)ds for all ¢ € (0, 1].
0 0

Then for any convex increasing function R : [0, co) — [0, c0) we have

/ ' R(E(s))ds < / R(C()ds.

Proof.  This is straightforward. Any convex function R as in the statement can
be approximated by linear combinations, with positive coefficients, of a constant and
the functions of the form ¢t — (¢ — a)4, for a € [0, 00). Thus, it is enough to show
that fol (£(s) —a),ds < fol(g(s) — a),ds for any nonnegative a. For such a there is
u € [0, 1] for which

[ (66— nsas = [tet9) - < [cto) - s < [ (¢t~ ).
This completes the proof. ]

We are ready to establish the first half of Theorem 2.1.

Theorem 3.4. We have B, < B,,.

Proof. Fix (f, F,L,s) € D and a function ¢ as in the definition of B,,(f, F, L, s).
Pick parameters 0 < A < x (to be specified later) and apply (3.5) to get

/Emax{./\/l7¢, Lidu
(3.10)

<)+ [ Ru(@)dn = fin + Ban(f. D).

Since |[|¢]||p,.0 < F, the nonincreasing rearrangement ¢* of ¢ satisfies

s s wFt=1/p
/ ¢*<t>dtngl—l/p:/ PEC 0 fors e (0,1,
0 o p—1

and hence Lemma 3.3 gives
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1 1 -1/p
L&mww:AwamwsAa«%%T>w

Some tedious, but straightforward calculations show that the latter integral is equal to
FPr!=P/(p — 1); thus we arrive at the following version of (2.2):

[ Retora < et - ).
X
Hence, coming back to (3.10), we get the estimate

P l—P

(3.11) /E max{ Moo, Lydu < \u(E) + Z i

B ).
K

We complete the proof of B, < B, by picking appropriate values of the parameters
Aand k. If w(E) < (f/F)?/®=Y and Lu(E)'/? < F, then we take A = x =
Fu(E)~Y/P: then L < )\, s0 By .(f, L) = 0 and the right-hand side of (3.11) reduces
to pFu(E)'=Y?/(p —1). If u(E) < (f/F)?/®~Y and Lu(E)'/? > F, then we
put A = x = L: again, we have B, .(f,L) = 0 and (3.11) yields the claim. If
uw(E) > (f/F)P/®P=1) and Lu(E) < f, then we obtain the assertion by taking \ =
f/u(E) and k = FP/(P=1)/ £1/(P=1) (the condition A < & is satisfied, which is due
to the assumed lower bound for u(E)). If u(E) > (f/F)?/®=1 and f/u(E) <
L < Fr/(e=1)/ £1/(P=1) "then the choice A = L and x = FP/(P=1)/1/(P=1) does the
job. Finally, if u(E) > (f/F)?/?°=Y) and L > Fp/=1)/f1/(p=1)  then one picks
A = k = L and the claim follows. The proof is complete. |

4, SHARPNESS

4.1. An example

We will require the following fact, which appears in [6, Lemma 1].

Lemma 4.1. For every I € 7 and every o € (0, 1) there is a subfamily F'(I) C T
consisting of pairwise almost disjoint subsets of I such that

u( U J) = Y u(J) =au(l),

JEF(I) JEF(I)

Fixl<p<oop >pand0< f < F. If f=F, pick N = 0; otherwise, let
N be a large positive integer. Then there exists a positive number 6 which satisfies
the equation (1 + &)~ = (F/f)?/*=V. This number can be made arbitrarily small:
indeed, there is nothing to prove for f = F, while for f < F it is enough to pick
sufficiently large N. By an inductive use of Lemma 4.1, there is a sequence X =
Ag D A1 D As D --- of measurable subsets of X, satisfying
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(i) For each k, Ay is a union of certain pairwise disjoint subsets from 7°: we have
Ay = | Fj, for some F, C 7.

(i) Foranyn=20,1,2,..., N —1and any I € F,,, we have

1(Ani1 NI)
—_— +90
ey =+
(iii) Foranyn =N, N+1, N+2,...and any I € F,,, we have
p(Ans1 NI) 15\ —1
— = (1499
ey ( )
In particular, (ii) and (iii) imply
(14+6)—™ ifn=0,1,..., N —1,
41)  p(An) = 1 _
(f/F)P'@= 1 (1 4 p/s)N-" ifn > N.

Introduce the function ¢ on X by

(p' —1) Fr/(p—1) o
¢ Z fl/ p— 1 <1 + 5> NXATL\AR-H :

This gives a well-defined function on X, since p(A4,) — 0 as n — oo. We easily
compute that for any £ > N,

B > (pf — 1)Fp/=1) -
4 ¢dM - ; p,fl/(p_l) (1 + 5) N(M<An> - M(An-f—l))

(1496 k—Nf
IRNERZ)
and hence, in particular,

/qﬁdu:/ Pdp = ¢dp = f.
X Ao AN
Moreover, if ¢ is sufficiently small, then (1 + 6)? < (1 + p'J), so for k > N,

(4.2) pdp < f - (14 p'0)F=NA/P=1) = Py (Ay) 1P,

Ay
Since ¢ vanishes on X'\ Ay, the above inequalityholdsalso for k =0, 1, 2, ..., N—1.
These estimates imply that |||¢|||, . < F, by the use of the following elementary and
well-known argument. Pick an arbitrary set E with x(E) > 0 and take a look at the
guantity
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1
W(E)Up /Eqﬁdu.

Let us try to maximize it, keeping u(E) fixed. As n increases, the (constant) value of ¢
on A, \ A,+1 does not decrease, and therefore in the above optimization, we may assume
that there is & > 1 such that A, C E C Ag_1. Then u(E) = sp(Ag—1)+(1—s)u(Ax)
for some s € [0, 1], so by (4.2) and Jensen’s inequality,

/¢dM:$/ ¢du + (1 — s) odp
E Ap—1 Ag
<F [3M<Ak—1>1_1/p + (1 — s)pu(Ag) /P
< Fspu(Ap_1) + (1 — $)u(Ap)] VP = Fu(E)' -1/,

To analyze the behavior of M1¢, note that for any n > N,

1 - Fpr/(p—1)
WA L, T D

This implies a slightly stronger statement. Namely, for any n > N and any [ € F,,,

Fp/(p—1) N
s [oo=T0 0 w0)
Indeed, by (ii), (iii) and the definition of ¢, the conditional distribution of ¢ is the same
oneach I € F, (i.e., u({x € I : ¢(x) > A\})/u(I) does not depend on I, but only on

the “level” n to which I belongs). The latter equality, compared to the definition of ¢,
implies the pointwise bound

(1+06) N

(4.3) Mrop > p/p_ 1qﬁ p-almost everywhere on Ay.

Furthermore, if n € {0, 1, ..., N — 1}, then

e /A o= f(1+0)"

and, using the same argument as above, we see that the equality still holds true if we
replace A,, by any set I € F,,. Consequently, we get

4.4) Mz > f(1+6)" on A, \ Apt1, n=0,1,2,..., N—1.
4.2. Proof of the inequality B, > B,

We consider two major cases.
Case 1. 0 < s < (f/F)P/(®P=1)
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Then there is k = k(s,d) > N —1 for which s € (u(Ak+1), u(Ag)]: see (4.1). By
Lemma 4.1, there is a measurable set E satisfying A1 C E C A and u(E) = s. If
Ls'/P < F, we use (4.3) to get that

p’ p’ 144\
Lid — = )
/EmaX{MT¢; } M - 1 Ak_H ¢ n = 1 <1+p/5) f
Now we let 6 go to 0. It will be convenient to write A ~ B when lim;_,0 A/B = 1.
Then 148~ (1+p/'0)Y/? and s ~ (f/F)P/>=1(1 + p/'§)N—F, by the definition of k.
Thus,

/
[ Meotun L gy o
: -

v R F p(p'=1)/(p'(p—1))
p—1 f

which, for p’ sufficiently close to p, can be made arbitrarily close to pF's'~1/7/(p—1) =
B,(f, F,L,s). If Ls'/P > F, the calculations are slightly more complicated. By the
definition of k = k(s, ), we have

—_

~
~

)

Fp/(p—1)
—1/p —1/p _ ' s\ (k—N+1)/p
L>Fs > Fu(Ag) Yy (14 p'0)
Fp/(p 1) k—N+1
= FiGn (L HOT
where the last bound holds true for sufficiently small §. Thus, there is ¢ > & such that
Fr/(p—1) N Fr/(p—1) 1N
7f1/(p_1)(1+5) §L<f1/ 7 (1+9)
Consequently, by (4.3), we may write
/ max{ Mz, L}du
E
> / max{Mz¢, L}du
Agg1
e Mrgdu + Lp(Ags1 \ Argr)
Apya
/
>t [ ot L(u(Air) — pl(Aen)
p= 2 J A
_ P 146\ f
p—1\1+pd

f p/(p—1)
+ L - <f) (1 +p/5>N—k—1 [1 o (1 —i—p/(S)k_é].
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Letting 6 — 0, we see that the latter expression converges to

o <l;f1mp_1)>1—plf . Fo=2)/(0=1) ppr'=1)/ (1)
+ sL —

p -1 Fr/(p=1) Lr-1
f(p—p/)/(p—l)Fp(p/—l)/(p—l)
= =17 + sL,

which can be made arbitrarily close to FPL'"P/(p — 1) + Ls = B,(f,F, L,s), by

choosing p’ sufficiently close to p. This completes the proof of the estimate %8, > B,
in the first case.

Case I. s > (f/F)p/(P=1),

As previously, we consider the unique k& = k(s,d) < N for which s € (u(Ag+41),
w(Ag)] and pick a measurable set E with Ayy1 C E C Ay and u(E) =s. If L < f/s,
then we exploit (4.3) and (4.4) to get

/ max{ Mo, L}du > Mrodu
E

[ Mrsdu+ / Mo éd
A1\ AN 41

N
=) /
> du + Mrod
e AN+1¢M > , T¢dp

n:k—l—l 7L\An+1

’ N
> Pl S RO A An)
p n=k+1
p,f N+1
= /_1+ Z f(1_<1+5>_1>
p k=n+1
_pf of B
—p,_1+—1+5(N k+1)
50 DS E p/(p—1)
p’—1+f1n <f) o

where in the last passage we have exploited the equality (1 4 0)N = (F/f)?/(—1)
and the asymptotics s ~ (1 4 §)*. Since p’ can be taken arbitrarily close to p, the
bound B, > B, follows. Next, suppose that f/s < L < Fp/(=1)/f1/(=1) e
have fs=1 > fu(Ap)~' = f(1+06)F and FP/=1)/f1/(e=1) = f(1 4+ §)N, so there is
te{k,k+1,...,N — 1} such that

fA+8) <L < f1+6)N
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We derive that

/ max{Mré, Lydp > [ Mrédu
(4.5) g A1
= Mz dpdp+ Lp(Agr1 \ Agir)

Agy1

By the above chain of inequalities, we have

Moodp > 2L 4 3 vy

AK—H p/ —1 1 + 5
and hence
p'f of
> . _
/Emax{./\/quﬁ,L}du S +7 +5(N 0+ 1)
+L(1+6)F—1+0)79
50 f Fr/(p=1)
— Ls + -1 + fln LD

It suffices to let p’ | p to see that B, > B,. Finally, we turn to the case L >
Fp/(p=1) / {1/(>=1) Then there is £ > N such that

FL+6) <L < f(1+6)

Since ¢ > k, (4.5) holds true. We have already dealt with ng+1 Mrepdu in Case I
this integral is not smaller than
P 1446 \NH
()

p—1\1+pd

Consequently,

/Emax{./\/l7¢, Lidu

p/f 1+5 {—N+1 B B B
> (HW) +L(1+ )7 = (/PPN 4 )N

5o FP@=1)/(=1) fp—p")/(p-1)
(p =Lt

+ Ls,

and since p’ is arbitrarily close to p, we obtain the desired bound.
This completes the proof of the lower bound for %8, and hence Theorem 2.1 is
established.
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Remark 4.2. Finally, let us address the problem of optimality of the constant
(p/(p —1))% in (1.5). We take the example ¢ of Subsection 4.1, corresponding to
f=Fandlets=1, L = f. Then N = 0 and, as we have proved in Case | of
Subsection 4.2, the integral [,, M7¢du can be made arbitrarily close to pF/(p — 1)
(by taking appropriately small 6). On the other hand, by the very definition of ¢, we
have

1tz

1/p
p
= inf A
pyoo igg[(esgm ¢> 1( n)]

n

- 1)F [ —1)F
= sup (p / ) (1 + 5>n—1<1 +p/5>—n/p _ (p / ) )
n>1 b p

Letting p’ | p, we see that the ratio [,, M7¢du/||#||p.c can be made arbitrarily close
to (p/(p— 1))2. This proves the desired sharpness of the estimate (1.5).
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