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Chain Recurrence Rates and Topological Entropy of Free Semigroup Actions

Yanjie Tang, Xiaojiang Ye and Dongkui Ma*

Abstract. In this paper, we first introduce the pseudo-entropy of free semigroup ac-

tions and show that it is equal to the topological entropy of free semigroup actions

defined by Bufetov [9]. Second, for free semigroup actions, the concepts of chain recur-

rence and chain recurrence time, chain mixing and chain mixing time are introduced,

and upper bounds for these recurrence times are calculated. Furthermore, the lower

box dimension and the chain mixing time provide a lower bound on topological en-

tropy of free semigroup actions. Third, the structure of chain transitive systems of

free semigroup actions is discussed. Our analysis generalizes the results obtained by

Misiurewicz [21], Richeson and Wiseman [23], and Bufetov [9] etc.

1. Introduction

Topological entropy was first introduced by Adler et al. [1]. Bowen [8] and Dinaburg [13]

extended the topological entropy to a uniformly continuous map on metric space and

proved that it coincides with that defined by Adler et al. for a compact metric space. The

topological entropy turned out to be a surprisingly universal concept in dynamical systems

since it appears in the study of different subjects such as fractal, Poincaré recurrence, and

in the analysis of either local or global complexities. Pseudo-orbits, or chains, have always

been one of the significant tools for studying the topological entropy. In the past 40 years,

a large number of scholars have used pseudo-orbits or chains as tools to study topological

entropy, and have obtained some excellent results, for examples [4, 6, 17, 21, 23, 28]. In

particular, Misiurewicz [21] stated that the topological entropy can be estimated by the

exponential growth rate of the number of pseudo-orbits. Barge and Swanson [4] further

found that replacing pseudo-orbits with periodic pseudo-orbits, and the result proved by

Misiurewicz [21] was still valid. In [17], Hurley established relations between topological

entropy, preimage relation entropy, preimage branch entropy and point entropy. Taking

the topological entropy defined by Misiurewicz [21] as a bridge, Richeson and Wiseman [23]

related the chain mixing time and the lower box dimension to topological entropy and

obtained a lower bound of topological entropy.
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Akin [2, Exercises 8.22 and 9.18] initially discussed the structure of the chain transitive

maps, a map of chain transitive but not chain mixing factors a cyclic permutation on a

finite set with at least two elements. Richeson and Wiseman [23] enriched the result

of Akin [2] and filled in the gaps in the proofs sketched. They obtained the structural

theorem of chain transitive dynamical systems, that is, if f is a chain transitive map on a

compact metric space either then there is a period k ≥ 1 such that f cyclically permutes

k closed and open equivalence classes and fk restricted to each equivalence class is chain

mixing; or f factors onto an adding machine map.

People have become increasingly concerned with the research of free semigroup actions

in recent years. On the one hand, it is required by some other disciplines, such as physics,

that the system that describes what really happened be given time to readjust in order

to take into account the inescapable experimental errors in [19]. Some dynamic system

theories, on the other hand, are closely related to it, such as the case of a foliation on

a manifold and a pseudo-group of holonomy maps. The geometric entropy of finitely

generated pseudogroup has been introduced [15] and shown to be a useful tool for studying

the topology and dynamics of foliated manifolds. Bufetov [9] introduced the topological

entropy of free semigroup actions and a topological analog of the classical Abramov–

Rokhlin formula for the entropy of a skew-product transformation was obtained. Many

remarkable results have been obtained [10–12,15,18,20].

Naturally, we wonder if the results of Misiurewicz [21] and Richeson and Wiseman

[23] remain valid in the case of free semigroup actions. Notice that some concepts such

as pseudo-entropy, chain recurrence rates etc. are vacant in dynamical systems of free

semigroup actions. First of all, we need to introduce the pseudo-entropy of free semigroup

actions and further consider whether it is equal to the topological entropy defined by

Bufetov [9]. Secondly, we intend to introduce the chain recurrence time and chain mixing

time of free semigroup actions, and then consider their basic properties and compute the

lower bound of the topological entropy. Finally, we focus on whether the chain transitive

theorem holds in dynamical systems of free semigroup actions. If the theorem holds,

we gain a deeper understanding of chain transitive dynamical systems of free semigroup

actions.

Now we start to state our main results. Let (X,G) be a dynamical system where X is

a compact metric space and G is the free semigroup acting on the space X generated by

{f0, . . . , fm−1}, where fi is a continuous self-map on X for all i = 0, . . . ,m − 1. Firstly,

we show that the topological entropy h(G) is equal to the pseudo-entropy h∗(G) of free

semigroup actions.

Theorem 1.1. Let (X,G) be a dynamical system. Then

h(G) = h∗(G).
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Secondly, we show that under special conditions, there is a quantitative relationship

between the upper box dimension of the space and the chain recurrence (mixing) time.

Let rε(G) and mε(δ,G) be the chain recurrence time and the chain mixing time of the free

semigroup action G, more precisely in Section 4.

Theorem 1.2. Let dimBX be the upper box dimension of X. There exists a constant

C > 0 such that for small enough ε > 0:

(1) if G is chain transitive, then rε(G) ≤ C/εdimBX+1;

(2) if G is chain mixing, then mε(δ,G) ≤ C/ε2(dimBX+1).

In addition, we obtain a lower bound on the topological entropy of free semigroup

actions using Theorem 1.1.

Theorem 1.3. Let (X,G) be chain mixing. Then the topological entropy h(G) satisfies

h(G) ≥ max

{
0, dimBX · lim sup

δ→0

log(1/δ)

limε→0mε(δ)
− logm

}
,

where dimBX is the lower box dimension of X.

Finally, we describe the structure of chain transitive dynamical systems.

Theorem 1.4. Let (X,G) be chain transitive. Then either

(1) There is a period k ≥ 1, such that G cyclically permutes k closed and open equivalence

classes of X, and Gk restricted to each equivalence classes is chain mixing; or

(2) G factors onto an adding machine map.

This paper is organized as follows. In Section 2, we give some preliminaries. In

Section 3, we define the pseudo-entropy of free semigroup actions and prove Theorem 1.1.

In Section 4, we introduce these concepts of the chain recurrence, the chain mixing, the

chain recurrence time, and the chain mixing time of free semigroup actions, and prove

Theorem 1.2. Furthermore, Theorem 1.3 is obtained by means of the definition of the

pseudo-entropy of free semigroup actions. In Section 5, we discuss the structure of chain

transitive systems and prove Theorem 1.4. Our analysis generalizes the results obtained

by Misiurewicz [21], Bufetov [9] and Richeson et al. [23].

2. Preliminaries

Let (X, d) be a compact metric space and f be a continuous map on X. A δ-pseudo-orbit

is an infinite sequence {xi}∞i=0 such that d(f(xi), xi+1) ≤ δ for i ≥ 0. We say that f has
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the pseudo-orbit tracing property if for ε > 0 there is δε > 0 such that each δε-pseudo-orbit

can be ε-shadowed, that is, if {xi}∞i=0 is a δ-pseudo-orbit, then there exists z ∈ X such

that d(f i(z), xi) < ε for all i ≥ 0.

We recall the definition of pseudo-entropy of f . The first one is due to Misiurewicz [21].

Say a collection E of δ-pseudo-orbits of f is (n, ε, δ)-separated if, for each {xi}∞i=0, {yi}∞i=0 ∈
E, {xi}∞i=0 ̸= {yi}∞i=0, there is a k, 0 ≤ k ≤ n − 1, for which d(xk, yk) ≥ ε. Denote by

s(n, ε, δ) the maximal cardinality of an (n, ε, δ)-separated set of f .

A collection K of δ-pseudo-orbits of f is (n, ε, δ)-spanning if for each δ-pseudo-orbit

{xi}∞i=0, there is {yi}∞i=0 ∈ K such that d(xi, yi) < ε for all 0 ≤ i ≤ n− 1. The minimum

cardinality of an (n, ε, δ)-spanning set of f is denoted by r(n, ε, δ).

Let

h∗(f, ε, δ) = lim sup
n→∞

1

n
log s(n, ε, δ), h∗(f, ε) = lim

δ→0
h∗(f, ε, δ),

and

h∗(f) := lim
ε→0

h∗(f, ε).

The number h∗(f) is called the pseudo-entropy of f . Obviously,

r(n, ε/2, δ) ≥ s(n, ε, δ) ≥ r(n, ε, δ).

Thus,

h∗(f) = lim
ε→0

lim
δ→0

lim sup
n→∞

1

n
log r(n, ε, δ).

Theorem 2.1. [21] Let (X, f) be a dynamical system. Then

h(f) = h∗(f).

Let F+
m be the set of all finite words of symbols 0, 1, . . . ,m − 1. For any w ∈ F+

m ,

|w| stands for the length of w, that is, the digits of symbols in w. Obviously, F+
m with

respect to the law of composition is a free semigroup with m generators. We write w′ ≤ w

if there exists a word w′′ ∈ F+
m such that w = w′′w′. For w = i0i1 . . . ik ∈ F+

m , denote

w = ik . . . i1i0.

Denote by Σ+
m the set of all one-side infinite sequences of symbols 0, 1, . . . ,m− 1, that

is,

Σ+
m =

{
ω = (i0i1 . . .) | ik = 0, 1, . . . ,m− 1, k ∈ N0

}
.

The metric on Σ+
m is given by

d′(ω, ω′) =
1

mk
, where k = inf{n | in ̸= i′n}.

Obviously, Σ+
m is compact with respect to this metric. The shift σ : Σ+

m → Σ+
m is given by

the formula, for each ω = (i0i1 . . .) ∈ Σ+
m,

σ(ω) = (i1i2 . . .).
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Suppose that ω ∈ Σ+
m, and a, b ∈ N with a ≤ b. We write ω|[a,b] = w if w = iaia+1 . . . ib.

Let G be a free semigroup generated by m generators f0, f1, . . . , fm−1 which are

continuous self-maps on X, denoted as G := {f0, f1, . . . , fm−1}. To each w ∈ F+
m ,

w = i0i1 . . . ik−1, let fw = fi0 ◦ fi1 ◦ · · · ◦ fik−1
if k > 0, and fw = Id if k = 0, where

Id is the identity map. Obviously, fww′ = fwfw′ and fw = fik−1
◦ · · · ◦ fi1 ◦ fi0 . We assign

a metric dw on X by setting

dw(x1, x2) := max
{
d(fij−1...i0(x), fij−1...i0(y)) : j = 0, 1, . . . , k

}
= max

w′≤w
d(fw′(x1), fw′(x2)).

A subset B of X is called a (w, ε,G)-spanning subset if, for any x ∈ X, there exists

y ∈ B with dw(x, y) < ε. The minimum cardinality of a (w, ε,G)-spanning subset of X is

denoted by B(w, ε,G).

A subset K of X is called a (w, ε,G)-separated subset if, for any x1, x2 ∈ K with

x1 ̸= x2, one has dw(x1, x2) ≥ ε. The maximum cardinality of a (w, ε,G)-separated subset

of X is denoted by N(w, ε,G). Let

B(n, ε,G) =
1

mn

∑
|w|=n

B(w, ε,G), N(n, ε,G) =
1

mn

∑
|w|=n

N(w, ε,G).

In [9], the author introduced the topological entropy of free semigroup actions. The

topological entropy of free semigroup actions is defined by the formula

h(G) := lim
ε→0

lim sup
n→∞

1

n
logB(n, ε,G)

= lim
ε→0

lim sup
n→∞

1

n
logN(n, ε,G).

Remark 2.2. If m = 1, this definition coincides with the topological entropy of a single

map defined by [8]. For more information, see Chapter 7 of [25].

The dynamical systems of free semigroup actions have a strong connection with skew-

products which has been analyzed to obtain properties of free semigroup actions through

fiber associated with the skew-product (see for instance [29]). Recall that the skew-product

transformation is given as follows:

F : Σ+
m ×X → Σ+

m ×X, (ω, x) 7→ (σ(ω), fi0(x)),

where ω = (i0i1 . . .) and σ is the shift map of Σ+
m. The metric dΣ+

m×X on Σ+
m×X is given

by the formula

dΣ+
m×X((ω, x), (ω′, x′)) = max{d′(ω, ω′), d(x, x′)}.

Theorem 2.3. [9] Topological entropy of the skew-product transformation F satisfies

h(F ) = logm+ h(G).
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We recall the definitions of box dimension more precisely in [14]. Let E be a non-empty

subset of X. Let Nδ(E) be the smallest number of sets of diameter at most δ which can

cover E. The lower and upper box dimensions of E respectively are defined as

dimBE := lim inf
δ→0

logNδ(E)

− log δ
and dimBE := lim sup

δ→0

logNδ(E)

− log δ
.

3. The pseudo-entropy of free semigroup actions

In this section, we will introduce the concept of pseudo-entropy of free semigroup actions

and prove Theorem 1.1.

According to Bahabadi [3], recall that for w = i0 . . . in−1 ∈ F+
m , a (w, δ)-chain (or

(w, δ)-pseudo-orbit) of G from x to y is a sequence (x0 = x, x1, . . . , xn = y) such that

d(fij (xj), xj+1) ≤ δ for j = 0, . . . , n−1. To simplify notation, we sometimes write (xj)
n
j=0.

For w ∈ F+
m with |w| = n, denote by E(w, δ) the set of all (w, δ)-chain of G.

Similar to Misiurewicz [21], we mimic this definition of Bufetov [9] by pseudo-orbits to

introduce the following definitions of free semigroup actions. A collection K of (w, δ)-chain

of G is called a (w, ε, δ,G)-pseudo-separated set of X if, for any (x0, . . . , xn), (y0, . . . , yn) ∈
K, (x0, . . . , xn) ̸= (y0, . . . , yn), there exists 0 ≤ i < n, such that d(xi, yi) > ε. The maxi-

mum cardinality of a (w, ε, δ,G)-pseudo-separated set of X is denoted by N∗(w, ε, δ,G).

A collection B of (w, δ)-chain of G is called a (w, ε, δ,G)-pseudo-spanning set of X if,

for any (w, δ)-chain (x0, . . . , xn), there is (y0, . . . , yn) ∈ B, such that d(xi, yi) ≤ ε for every

0 ≤ i < n. The minimum cardinality of a (w, ε, δ,G)-pseudo-spanning set of X is denoted

by B∗(w, ε, δ,G).

Let

B∗(n, ε, δ,G) =
1

mn

∑
|w|=n

B∗(w, ε, δ,G), N∗(n, ε, δ,G) =
1

mn

∑
|w|=n

N∗(w, ε, δ,G).

Obviously,

B∗(w, ε/2, δ, G) ≥ N∗(w, ε, δ,G) ≥ B∗(w, ε, δ,G),

whence

B∗(n, ε/2, δ, G) ≥ N∗(n, ε, δ,G) ≥ B∗(n, ε, δ,G).

Now let,

h∗(ε, δ,G) := lim sup
n→∞

1

n
logN∗(n, ε, δ,G), h∗(ε,G) := lim

δ→0
h∗(ε, δ,G),

and

h∗(G) := lim
ε→0

h∗(ε,G).
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Definition 3.1. The number h∗(G) is called pseudo-entropy of the free semigroup action

G.

It easily follows that

h∗(G) = lim
ε→0

lim
δ→0

lim sup
n→∞

1

n
logB∗(n, ε, δ,G).

Remark 3.2. (1) If G = {f}, it is clear that h∗(G) = h∗(f), where h∗(f) is the pseudo-

entropy of f defined by Misiurewicz [21].

(2) Recall that the topological entropy of free semigroup actions introduced by Bís [5].

Two points x, y ∈ X are called (n, ε)-separated by G if there exists w ∈ F+
m with |w| ≤ n

such that d(fw(x), fw(y)) ≥ ε. Denote by s(n, ϵ,X) the maximum cardinality of (n, ε)-

separated set by G. Bís [5] called the quantity hB(G)

hB(G) := lim
ε→0

lim sup
n→∞

1

n
log s(n, ϵ,X),

the topological entropy of free semigroup action G. It is easy to check that h(G) ≤ hB(G),

where h(G) is topological entropy of G introduced by Bufetov [9]. Example 5.7 of [26]

showed that the preceding inequality may be strictly true. In [6], the pseudo-entropy

was generalized to a case of finitely generated pseudo-group, and it corresponds to the

pseudo-entropy of the free semigroup action G generated by f0, . . . , fm−1 described in [5],

as follows. A map x : G → X is called a δ-pseudo-orbit of G if, for any h ∈ {f0, . . . , fm−1}
and any g ∈ G, d(h(x(g)), x(h ◦ g)) ≤ δ. Two δ-pseudo-orbits x and y are (n, ε)-separated

if d(x(fw), y(fw)) ≥ ε for some w ∈ F+
m with |w| ≤ n. Denote by Nδ(n, ε) the maximal

cardinality of (n, ε)-separated set of the set of all δ-pseudo-orbit of G. Let

hps(G) := lim
ε→0

inf
δ
lim sup
n→∞

1

n
logNδn(n, ε),

where the infimum is taken over all sequences δ = {δn} such that 0 < δn ↘ 0. The

quantity hps(G) is called the pseudo-entropy of free semigroup actions in [5, 6]. It follows

from [5,6] that

hB(G) = hps(G).

Hence, we get that the pseudo-entropy of free semigroup actions introduced in [5,6] differs

from Definition 3.1. It follows from Theorem 1.1 that

h∗(G) ≤ hps(G).

Next, we will prove Theorem 1.1. In fact, it is enough to show that

h∗(F ) = logm+ h∗(G)
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by Theorems 2.1 and 2.3. To this end, we adopt the method of Bufetov [9]. In fact, the

dynamical system of free semigroup actions is more complex than the classical dynamical

system of a single map. The obstacles in the proof of Theorem 1.1 are mainly, when

proving that the set H we construct in Lemma 3.4 is an (n, ε, δ, F )-pseudo-spanning set

of Σ+
m × X, we use the fact that (Σ+

m, σ) has pseudo-orbit tracing property to constrain

the gap of pseudo-orbit, which give us the result we desired. We obtain the following two

lemmas.

Lemma 3.3. For any natural number n ∈ N and 0 < ε, δ < 1/2,

N∗(n, ε, δ, F ) ≥
∑
|w|=n

N∗(w, ε, δ,G).

Proof. Let N = mn, there are N distinct words of length n in F+
m . Denote these words

by w(1), . . . , w(N). For any i = 1, . . . , N , let ω(i) ∈ Σ+
m be an arbitrary sequence such that

ω(i)|[0,n−1] = w(i). Suppose that Bi is a (w(i), ε, δ,G)-pseudo-separated set of maximum

cardinality of X for all 1 ≤ i ≤ N . For any (x
(i)
0 , . . . , x

(i)
n ) ∈ Bi, consider that(

(ω(i), x
(i)
0 ), (σ(ω(i)), x

(i)
1 ), . . . , (σn−1(ω(i)), x

(i)
n−1), (σ

n(ω(i)), x(i)n )
)
.

It clear that it is an (n, δ)-chain of F as (x
(i)
0 , . . . , x

(i)
n ) is a (w(i), δ)-chain of G.

Put

K :=
{(

(σk(ω(i)), x
(i)
k )

)n
k=0

| (x(i)0 , . . . , x(i)n ) ∈ Bi, 1 ≤ i ≤ N
}
.

We claim that K forms an (n, ε, δ, F )-pseudo-separated set of Σ+
m ×X. Indeed, it suffices

to check that these (n, δ)-chains of F determined by Bi and Bj are ε-separated where

i ̸= j and 1 ≤ i, j ≤ N . For any (x
(i)
0 , . . . , x

(i)
n ) ∈ Bi and (x

(j)
0 , . . . , x

(j)
n ) ∈ Bj , we have(

(σk(ω(i)), x
(i)
k )

)n
k=0

,
(
(σk(ω(j)), x

(j)
k )

)n
k=0

∈ K.

Since ω(i)|[0,n−1] = w(i), ω(j)|[0,n−1] = w(j) and w(i) ̸= w(j), then w
(i)
k ̸= w

(j)
k for some

0 ≤ k ≤ n− 1, this gives us d′(σk(ω(i)), σk(ω(j))) = 1 > ε. Therefore K is an (n, ε, δ, F )-

pseudo-separated set of Σ+
m ×X. The lemma is proved.

Lemma 3.4. For any ε > 0, there is some δε > 0, for any 0 < δ < δε and n ∈ N, we have

B∗(n, ε, δ, F ) ≤ K(ε)

 ∑
|w|=n

B∗(w, ε, δ,G)

 ,

where K(ε) is a positive constant that depends only on ε.

Proof. For any ε > 0, let C(ε) be a minimum positive integer such that m−C(ε) < ε.

Let N = mn+C(ε), there are N distinct words of length n + C(ε) in F+
m . Denote these
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words by w(1), . . . , w(N). For any i = 1, . . . , N , let ω(i) ∈ Σ+
m be an arbitrary sequence

such that ω(i)|[0,n+C(ε)−1] = w(i). Since (Σ+
m, σ) has pseudo-orbit tracing property, there

is δε > 0, for any 0 < δ < δε, such that each δ-pseudo-orbit of σ can be ε-shadowed.

Suppose that Ei is (ω(i)|[0,n−1], ε, δ,G)-pseudo-spanning set of minimum cardinality of X

for all i = 1, . . . , N . For any (ω(i)|[0,n−1], δ)-chain (y
(i)
0 , . . . , y

(i)
n ) in Ei, we can construct

an (n, δ)-chain of F similar to Lemma 3.3, that is,(
(ω(i), y

(i)
0 ), (σ(ω(i)), y

(i)
1 ), . . . , (σn−1(ω(i)), y

(i)
n−1), (σ

n(ω(i)), y(i)n )
)
.

Put

H :=
{(

(σk(ω(i)), y
(i)
k )

)n
k=0

| (y(i)0 , . . . , y(i)n ) ∈ Ei, 1 ≤ i ≤ N
}
.

We claim that H forms an (n, ε, δ, F )-pseudo-spanning set of Σ+
m × X. Indeed, suppose

now that ((ω(0), x(0)), . . . , (ω(n), x(n))) is an (n, δ)-chain of F where ω(k) = (i
(k)
0 i

(k)
1 . . .) ∈

Σ+
m for every k = 0, . . . , n. Clearly, (ω(0), ω(1), . . . , ω(n)) is an (n, δ)-chain of σ, by the

pseudo-orbit tracing property of (Σ+
m, σ), this implies that there is an ω ∈ Σ+

m such that

d′(σk(ω), ω(k)) < ε for all 0 ≤ k ≤ n. This yields that σk(ω)|[0,C(ε)−1] = ω(k)|[0,C(ε)−1].

Moreover, we have ω|[0,n−1] = i
(0)
0 i

(1)
0 . . . i

(n−1)
0 . It is clear to see that ω|[0,C(ε)+n−1] =

ω(i)|[0,C(ε)+n−1] = w(i) for some 1 ≤ i ≤ N , this implies

σk(ω)|[0,C(ε)−1] = σk(ω(i))|[0,C(ε)−1],

and hence σk(ω(i))|[0,C(ε)−1] = ω(k)|[0,C(ε)−1] for all 0 ≤ k ≤ n. Since (x(0), x(1), . . . , x(n))

is an (i
(0)
0 i

(1)
0 . . . i

(n−1)
0 , δ)-chain of G and

ω(i)|[0,n−1] = ω|[0,n−1] = i
(0)
0 i

(1)
0 . . . i

(n−1)
0 ,

this gives us (x(0), x(1), . . . , x(n)) is an (ω(i)|[0,n−1], δ)-chain of G. Therefore, there is

(y
(i)
0 , y

(i)
1 , . . . , y

(i)
n ) in Ei, such that d(y

(i)
k , x(k)) < ε for each k = 0, . . . , n− 1. As (y

(i)
0 , y

(i)
1 ,

. . . , y
(i)
n ) is an (ω(i)|[0,n−1], δ)-chain of G, we deduce that there exists an (n, δ)-chain of F ,

that is, (
(ω(i), y

(i)
0 ), (σ(ω(i)), y

(i)
1 ), . . . , (σn−1(ω(i)), y

(i)
n−1), (σ

n(ω(i)), y(i)n )
)
∈ H

such that

dΣ+
m×X

(
(σk(ω(i)), y

(i)
k ), (ω(k), x(k))

)
< ε

for all 0 ≤ k ≤ n. Consequently, H is an (n, ε, δ, F )-pseudo-spanning set of Σ+
m ×X. The

number of H is not greater than K(ε)
(∑

|w|=nB
∗(w, ε, δ,G)

)
, where K(ε) is a positive

constant that depends only on ε. The lemma is proved.

Now, we can obtain immediately Theorem 1.1.
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Proof of Theorem 1.1. From Lemma 3.3 we have

N∗(n, ε, δ, F ) ≥
∑
|w|=n

N∗(w, ε, δ,G),

whence, taking logarithms and limits, we obtain that

h∗(F ) ≥ logm+ h∗(G).

In this way, from Lemma 3.4, we have

B∗(n, ε, δ, F ) ≤ K(ε)mnB∗(n, ε, δ,G),

whence

h∗(F ) ≤ logm+ h∗(G).

Combining these two inequalities we find that

h∗(F ) = logm+ h∗(G).

We conclude by Theorems 2.1 and 2.3 that

h(G) = h∗(G).

This finishes the proof of the theorem.

4. Chain recurrence rates and topological entropy

In this section, we mainly introduce these concepts of the chain recurrence and the chain

mixing, the chain recurrence time and the chain mixing time of free semigroup actions

and discuss some propositions of these notions, and prove Theorems 1.2 and 1.3.

Let (X, d) be a compact metric space and G be a free semigroup generated by m gen-

erators f0, f1, . . . , fm−1 which are continuous maps on X. We define the chain recurrence

of free semigroup actions as follows:

Definition 4.1. One says that x ∈ X is the chain recurrence point of G if for every ε > 0,

there is a (w, ε)-chain from x to itself for some w ∈ F+
m . We say that G is chain recurrence

if every point of X is chain recurrent.

Chain transitive and totally chain transitive of free semigroup actions were introduced

by [3] and [16], respectively. Recall that G is chain transitive if for every ε > 0 and any

x, y ∈ X, there is a (w, ε)-chain from x to y for some w ∈ F+
m . G is totally chain transitive

if Gk is chain transitive for all k ≥ 1. According to [23], we now may define the chain

mixing of free semigroup actions as follows:
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Definition 4.2. G is said to be ε-chain mixing if there is an N > 0 such that for any

x, y ∈ X and any n ≥ N , there is a (w, ε)-chain from x to y for some w ∈ F+
m with |w| = n.

G is called chain mixing if it admits ε-chain mixing for every ε > 0.

Remark 4.3. Since X is compact, we can obtain an equivalent statement that G is chain

mixing as for any ε > 0 and x, y ∈ X, there is an N > 0 such that for any n ≥ N , there

is a (w, ε)-chain from x to y for some w ∈ F+
m with |w| = n.

If x is a chain recurrence point, define the ε-chain recurrence time rε(x,G) to be the

smallest n such that there is a (w, ε)-chain from x to itself for some w ∈ F+
m with |w| = n.

If G is chain recurrent, define rε(G) to be the maximum over all x of rε(x,G). To see

that this maximum exists, observe that if there is a (w, ε)-chain from x to itself for some

w ∈ F+
m , there is a neighborhood U of x such that for all y ∈ U , there is (w, ε)-chain from

y to itself for above w. Then the compactness of X gives an upper bound on rε(G).

If G is chain mixing, for 0 < ε < δ and x ∈ X, define chain mixing time mε(x, δ,G)

to be the smallest N such that for any n ≥ N and y ∈ X, there exists a (w, ε)-chain from

some point in B(x, δ) to y for some w ∈ F+
m with |w| = n. We define mε(δ,G) to be the

maximum over all x of mε(x, δ,G). The maximum exists by compactness.

Inspired by Example 2 in [23], we give the following Example 4.4 to illustrate the

existence of a system of free semigroup actions that is chain transitive but not chain

mixing.

Example 4.4. Let X be the disjoint union of two circles and G = {f0, f1} where f0 is

the map sending a point x to the point 2x in the other circle and f1 is the map sending a

point x to the point 3x in the other circle. Obviously, G is chain transitive but not chain

mixing, because it is not ε-chain mixing for any ε smaller than the distance between the

two circles. However, G2 restricted to one circle is chain mixing.

Next, we provide an example of chain mixing of free semigroup actions as follows.

Example 4.5. We define two continuous maps f0, f1 on Σ+
2 as follows:

f0(s0s1 . . .) = 0s0s1 . . . , f1(s0s1 . . .) = 1s0s1 . . . .

Put G = {f0, f1}. In [3], the author proved G has the shadowing property. We claim that

(Σ+
2 , G) is chain mixing. Indeed, suppose that ε > 0 and ω′ = (i0i1 . . .), ω

′′ = (j0j1 . . .) ∈
Σ+
2 are given. Note that there is an N ∈ N such that 1

2N−1 < ε. Next we have to construct

an ε-chain (ωi)
n
i=0 from ω′ to ω′′ of length exactly n with n ≥ N . Firstly, put ω0 = ω′

and ωn = ω′′. Then, for 1 ≤ i ≤ n− 2, let ωi = (jn−i . . . jn−2jn−1i0i1 . . . iN . . .) such that

ωi

∣∣
[i,i+N ]

= ω′∣∣
[0,N ]

= i0 . . . iN . Then it is easy to see that (ωi)
n
i=0 is a (w, ε)-chain from ω′

to ω′′ of length n where w = jn−1jn−2 . . . j0.
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Let (X, d) and (Y, dY ) be compact metric spaces. Let G := {f0, f1, . . . , fm−1} where

f0, f1, . . . , fm−1 are continuous maps on X, and H := {g0, g1, . . . , gn−1} where g0, g1, . . . ,

gn−1 are continuous maps on Y . Let

G×H :=
{
(f × g)0, . . . , (f × g)mn−1

}
,

where (f × g)i ∈ {fj × gk | 0 ≤ j ≤ m− 1, 0 ≤ k ≤ n− 1}, and (f × g)(x, y) = (f(x), g(y))

for any f × g ∈ G×H and x ∈ X, y ∈ Y . A metric dX×Y on the product space X × Y is

given by

dX×Y ((x1, y1), (x2, y2)) = max
{
d(x1, x2), dY (y1, y2)

}
.

For any v = v0 . . . vr−1 ∈ F+
mn, there exist unique w(1) = i0 . . . ir−1 ∈ F+

m and unique

w(2) = j0 . . . jr−1 ∈ F+
n such that (f × g)vl = fil × gjl for any 0 ≤ l ≤ r − 1 and thus

(f × g)v = fw(1) × gw(2) . On the other hand, if w(1) = i0 . . . ir−1 ∈ F+
m , w(2) = j0 . . . jr−1 ∈

F+
n , there exists unique v = v0 . . . vr−1 ∈ F+

mn such that fil × gjl = (f × g)vl for any

0 ≤ l ≤ r − 1 and thus fw(1) × gw(2) = (f × g)v. Thus, the map v → (w(1), w(2)) is a

one-to-one correspondence.

For k ∈ N, we denote

Gk =
{
fw | w ∈ F+

m , |w| = k
}
:=

{
(f)0, (f)1, . . . , (f)mk−1

}
,

that is, Gk denotes the free semigroup generated by {fw | w ∈ F+
m , |w| = k}. For any

u = u0 . . . ur−1 ∈ F+
mk , there exists unique w(0), . . . , w(r−1) ∈ F+

m with |w(i)| = k for all

0 ≤ i ≤ r − 1 such that (f)ui = fw(i) for all 0 ≤ i ≤ r − 1 and thus (f)u = fw(0)...w(r−1) .

On the other hand, if w(0), . . . , w(r−1) ∈ F+
m with |w(i)| = k for all 0 ≤ i ≤ r − 1, there

exists unique u = u0 . . . ur−1 ∈ F+
mk such that fw(i) = (f)ui for all 0 ≤ i ≤ r − 1, this

implies that fw(0)...w(r−1) = (f)u. Consequently, the map u → w(0) . . . w(r−1) is a one-to-one

correspondence.

Proposition 4.6. (X,G) and (Y,H) are chain recurrence if and only if (X × Y,G×H)

is chain recurrence. If (X,G) and (Y,H) both are chain recurrence. Then for all ε > 0,

x ∈ X and y ∈ Y ,

(1) rε((x, y), G×H) ≥ max{rε(x,G), rε(y,H)};

(2) rε((x, y), G×H) ≤ lcm(rε(x,G), rε(y,H)),

where lcm(·) denotes the least common multiple.

Proof. Observe that if ((x0, y0), . . . , (xk, yk)) is a (v, ε)-chain with v = v0 . . . vk−1 ∈ F+
mn

for G × H, we have (x0, . . . , xk) is a (w(1), ε)-chain with some w(1) ∈ F+
m for G, and

(y0, . . . , yk) is a (w(2), ε)-chain with some w(2) ∈ F+
n for H. This shows statement (1), and

(X,G) and (Y,H) both are chain recurrence if (X × Y,G×H) is.
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If (X,G) and (Y,H) both are chain recurrence, let (x0 = x, . . . , xk = x) be a (w(1), ε)-

chain with some w(1) ∈ F+
m for G, and (y0 = y, . . . , ys = y) be a (w(2), ε)-chain with some

w(2) ∈ F+
n for H. Then the (w(1) . . . w(1), ε)-chain

(x0, . . . , xk = x0, x1, . . . , xk = x0, . . . , xk = x0)

formed by concatenating (x0 = x, . . . , xk = x) with itself s/ gcd(k, s) times has length

lcm(k, s), where gcd(·) denotes the greatest common divisor. As does the (w(2) . . . w(2), ε)-

chain

(y0, . . . , ys = y0, y1, . . . , ys = y0, . . . , ys = y0)

formed by concatenating (y0 = y, . . . , ys = y) with itself k/ gcd(k, s) times has length

lcm(k, s). Combining the two gives a (v, ε)-chain from (x, y) to itself of G ×H for some

v ∈ F+
mn. This shows (2) and (X × Y,G×H) is chain recurrence.

Proposition 4.7. Let k ∈ N. (X,G) is chain recurrence if and only if (X,Gk) is chain

recurrence. If (X,G) is chain recurrence. Then for all ε > 0, x ∈ X,

(1) rε(x,G
k) ≥ 1

krε(x,G);

(2) there exists an ε′ ≤ ε such that rε(x,G
k) ≤ rε′(x,G).

Proof. Suppose that (x0, . . . , xl) is a (u, ε)-chain for Gk with u = u0 . . . ul−1 ∈ F+
mk . There

are w(0), . . . , w(l−1) ∈ F+
m such that (f)uj = fw(j) for all j = 0, . . . , l − 1. Let w(j) =

i
(j)
k−1 . . . i

(j)
0 ∈ F+

m for j = 0, . . . , l−1. Then we insert the orbit (f
i
(j)
0

(xj), . . . , fi(j)k−2...i
(j)
0

(xj))

between xj and xj+1, for all j = 0, . . . , l − 1. That is,(
x0, fi(0)0

(x0), . . . , fi(0)k−2...i
(0)
0

(x0), x1, fi(1)0

(x1), . . . , fi(l−1)
k−2 ...i

(l−1)
0

(xl−1), xl
)
.

It is clear that this is a (w, ε)-chain of length lk for G, where w = w(0) . . . w(l−1) ∈ F+
m .

This last fact shows statement (1) and proves that G is chain recurrence if Gk is.

Next, we show to prove that Gk is chain recurrence if G is. By uniform continuity

of f0, . . . , fm−1, there is an ε′ < ε/k such that any (w, ε′)-chain of length |w| = k for G,

(x0, . . . , xk), we have d(fw(x0), xk) < ε. For x ∈ X, we suppose that (x0 = x, . . . , xlk = x)

is a (w′, ε′)-chain of length |w′| = lk of G where w′ = i′0 . . . i
′
lk−1 ∈ F+

m . We deduce that

d
(
f
i′jk...i

′
(j+1)k−1

(xjk), x(j+1)k

)
< ε

for all 0 ≤ j ≤ l − 1. Moreover, there is u = u0 . . . ul−1 ∈ F+
mk such that (f)uj =

f
i′jk...i

′
(j+1)k−1

for all 0 ≤ j ≤ l − 1. Consequently, (x0, xk, x2k, . . . , xlk) is a (u, ε)-chain of

length |u| = l of Gk.

Analogously, observe that by taking a (w′, ε′)-chain of length |w′| = l for G from x to

itself, and concatenating it with itself k times, we can get a (v, ε)-chain of length |v| = l

for Gk from x to x where v ∈ F+
mk . This shows (2).
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Proposition 4.8. Let (X,G) and (Y,H) be chain mixing, and k ∈ N. Then (X,Gk) and

(X × Y,G×H) are also chain mixing, and for all ε > 0,

(1) mε(δ,G×H) = max{mε(δ,G),mε(δ,H)};

(2) mε(δ,G
k) ≥ 1

kmε(δ,G);

(3) there exists an ε′ ≤ ε such that mε(δ,G
k) ≤ mε′(δ,G).

Proof. The fact that G×H is chain mixing if and only if both G and H follow from the

definition of chain mixing, thus we have a statement (1). The proofs of (2), (3), and the

fact that Gk is chain mixing are analogous to those of the corresponding statements for

chain recurrence in Proposition 4.7.

Remark 4.9. Ifm = 1, then Propositions 24 and 26 of [23] are obtained by Propositions 4.6,

4.7 and 4.8.

Proof of Theorem 1.2. By Theorem 7.5 of [14],

dimB(Σ
+
m ×X) ≤ dimB(Σ

+
m) + dimB(X).

Since dimB(Σ
+
m) = 1, we have that dimB(Σ

+
m×X) ≤ dimBX+1. It follows from [27] that F

is chain transitive if and only if G is chain transitive. Note that if ((ω0, x0), . . . , (ωn, xn))

is an (n, ε)-chain of F , then (x0, . . . , xn) is a (w, ε)-chain of G for some w ∈ F+
m with

|w| = n. Thus, we have

rε(x,G) ≤ max
ω∈Σ+

m

rε((ω, x), F ).

This gives us rε(G) ≤ rε(F ). By [23], there is a C > 0 such that rε(F ) ≤ C/εdimB(Σ+
m×X),

we deduce that

rε(G) ≤ C/εdimBX+1.

This shows (1).

Let (ω, x) ∈ Σ+
m × X and mε((ω, x), δ, F ) = N . Since F is chain mixing if and

only if G is chain mixing by [27], this shows that for any (ξ, y) ∈ Σ+
m × X, there exist

(ζ, x′) ∈ B((ω, x), δ) and ε-chain of F of length exactly N from (ζ, x′) to (ξ, y), denoted

by

((ζ, x′), (ζ1, x1), . . . , (ζN , xN ) = (ξ, y)).

It follows that (x′, x1, . . . , xN = y) is a (w, ε)-chain for some w ∈ F+
m with |w| = N . We

deduce that

mε(x, δ,G) ≤ max
ω∈Σ+

m

mε((ω, x), δ, F ).
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This implies that mε(δ,G) ≤ mε(δ, F ). By [23], there is a C > 0 independent of δ such

that mε(δ, F ) ≤ C/ε2dimB(Σ+
m×X), we conclude that

mε(δ,G) ≤ C/ε2(dimBX+1).

This shows (2).

Proof of Theorem 1.3. By Theorem 1.1 we know

h(G) = lim
ε→0

lim
δ→0

lim sup
n→∞

1

n
logN∗(n, ε, δ,G).

For α > 0, let Nα := N∗(0, α, 0, G). Let {x1, . . . , xN3δ
} be a 3δ-separated set of

points. Each sequence (i0, . . . , ik) ∈ {1, . . . , N3δ}k+1 corresponds to {xi0 , . . . , xik}. Taking
x′ik = xik , by the definition of mε(δ), there are x′ik−1

∈ B(xik−1
, δ) and (w(k−1), ε)-chain

of length mε(δ) for some w(k−1) ∈ F+
m from x′ik−1

to x′ik . Now, suppose that this process

continues until, there are x′i0 ∈ B(xi0 , δ) and (w(0), ε)-chain of length mε(δ) for some

w(0) ∈ F+
m from x′i0 to x′i1 . We can derive that (x′i0 , . . . , x

′
xk
) is a (w(0) . . . w(k−1), ε)-chain

of length kmε(δ). Since the set {x1, . . . , xN3δ
} is 3δ-separated, the set

E :=
{
(x′i1 , . . . , x

′
ik
) | (i0, . . . , ik) ∈ {1, . . . , N3δ}k+1

}
is a set of δ-separated ε-chains of length kmε(δ). Obviously, ♯E = (N3δ)

k+1, then

N∗(kmε(δ), ε, δ,G) ≥ (N3δ)
k+1

mkmε(δ)
.

Next, let Bα := B∗(0, α, 0, G) be the minimum number of balls of radius α necessary to

cover X. By the definition of lower box dimension, for small enough α, Bα ≥ C(1/α)dimBX

for some positive constant C. Clearly Nα ≥ Bα, then Nα ≥ C(1/α)dimBX as well.

Finally, we have that

h(G) = lim
δ→0

lim
ε→0

lim sup
n→∞

1

n
logN∗(n, δ, ε,G)

≥ lim sup
δ→0

lim
ε→0

lim sup
k→∞

1

kmε(δ)
logN∗(kmε(δ), δ, ε,G)

≥ lim sup
δ→0

lim
ε→0

lim sup
k→∞

1

kmε(δ)
log

(N3δ)
k+1

mkmε(δ)

= lim sup
δ→0

lim
ε→0

logN3δ

mε(δ)
− logm

≥ lim sup
δ→0

lim
ε→0

logC(1/3δ)dimBX

mε(δ)
− logm

= dimBX · lim sup
δ→0

log(1/δ)

limε→0mε(δ)
− logm.

Since X is not a single point, and it cannot be a finite collection of points as (X,G) is

chain mixing, then limδ→0mε(δ) = ∞. Thus this conclusion is proved.
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Remark 4.10. In fact, by virtue of Theorem 2.3 and Theorem 28 of [23], we immediately

deduce that

h(G) ≥ max

{
0, dimBX · lim sup

δ→0

log(1/δ)

limε→0mε(δ, F )
− logm

}
.

Asmε(δ,G) ≤ mε(δ, F ) by Theorem 1.2, we conclude that the estimation of the topological

entropy of free semigroup actions is more accurate in Theorem 1.3.

On the other hand, if m = 1, this means that G = {f}, then

h(f) ≥ dimBX · lim sup
δ→0

log(1/δ)

limε→0mε(δ, f)
,

this yields that Theorem 28 in [23].

We provide an example that satisfies limε→0mε(δ,G) < ∞ to show that Theorem 1.3

is non-trivial, because if this limit is infinite then Theorem 1.3 becomes trivial.

Example 4.11. Let X be a compact manifold, f0, . . . , fm−1 : X → X be C1-expanding

maps, G be the free semigroup action generated by f0, . . . , fm−1. For any δ > 0, by

Lemma 18 of [24], there exists N(δ) ∈ N so that fw(B(x, δ)) = X for every x ∈ X and

every w ∈ F+
m with |w| = N(δ). Then, m0(x, δ,G) ≤ N(δ) for every x ∈ X. Hence,

m0(δ,G) ≤ N(δ). Notice that mε(δ,G) is a nondecreasing function as ε → 0. Therefore,

lim
ε→0

mε(δ,G) ≤ N(δ) < ∞.

5. The structure of chain transitive systems

In this section our main purpose is to prove Theorem 1.4. The proof is rather long and

technical, so several auxiliary results and definitions are needed.

Let (X, d) be a compact metric space and G be a free semigroup generated by m

generators f0, f1, . . . , fm−1 which are continuous maps on X. The proof of Theorem 1.4

is technical and difficult, and below we provide an outline of the proof to help the readers

understand our thoughts:

(1) We define an equivalence relation ∼ε which is related to ε. From Lemma 5.1 and

Remark 5.2, we can obtain that equivalence relation ∼ε corresponds to kε equivalence

classes.

(2) We define another equivalence relation on X by saying x ∼ y if x ∼ε y for all ε > 0.

Next, we divide into three cases: (a) kε = 1 as ε → 0; (b) kε = k for sufficiently

small ε, which can be transformed into Case (a) by Lemmas 5.4 and 5.6; (c) kε → ∞
as ε → 0, we deduce that G factors onto an adding machine map.
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We assume G is chain transitive in this section. For x ∈ X, denote by Tε(x) the set of

the lengths of all (w, ε)-chain from x to itself with some w ∈ F+
m for G. Recall that gcd(·)

denotes the greatest common divisor.

Lemma 5.1. Let G be chain transitive and ε > 0. There exists kε ≥ 1 such that

gcd(Tε(x)) = kε for any x ∈ X, in the sense that kε does not depend on the choice of

x.

Proof. This follows from the proof of Lemma 7 in [23]. For x ∈ X, define kε := gcd(Tε(x)).

Consider that y ∈ X and (y0 = y, y1, . . . , yn = y) is a (w, ε)-chain from y to itself of

length |w| = n. We claim that kε divides n. Indeed, as G is chain transitive, there are

(w′, ε)-chain (x0 = x, x1, . . . , xm1 = y) from x to y of length |w′| = m1, and (w′′, ε)-chain

(z0 = y, z1, . . . , zm2 = x) from y to x of length |w′′| = m2. We have that

(x0 = x, x1, . . . , xm1 = y, z1, . . . , zm2 = x)

is a (w′w′′, ε)-chain from x to itself of length m1 +m2, and

(x0 = x, x1, . . . , xm1 = y, y1, . . . , yn = y, z1, . . . , zm2 = x)

is a (w′ww′′, ε)-chain from x to itself of length m1+n+m2. Note that both m1+m2 and

m1 + n+m2 are multiples of kε, which yields that kε divides n.

Define a relation on X by setting x ∼ε y if there is a (w, ε)-chain from x to y of

length a multiple of kε for some w ∈ F+
m . It is clear that ∼ε is an equivalence relation. In

fact, observe that reflexivity and transitivity are established by Lemma 5.1 and G is chain

transitive. On the other hand, we claim that ∼ε is symmetry, that is, y ∼ε x if x ∼ε y.

Indeed, consider that (y0 = x, . . . , yn = y) is a (w′, ε)-chain with |w| = n and kε | n from

x to y. Let we suppose that (x0 = y, . . . , xl = x) is a (w′′, ε)-chain with |w′′| = l from y

to x as G is chain transitive. Then (y0 = x, . . . , yn = y, . . . , xl = x) is a (w′w′′, ε)-chain

from x to x of length n+ l. This implies that l is a multiple of kε. Consequently, ∼ε is an

equivalence relation.

Remark 5.2. In fact, by the definition of kε, if x ∼ε y, then any ε-chain from x to y must

have length a multiple of kε.

We now define another equivalence relation on X by saying x ∼ y if x ∼ε y for all

ε > 0.

Lemma 5.3. Let G be chain transitive. For any ε > 0, the equivalence relation ∼ε is both

open and closed. The equivalence relation ∼ is closed.

Proof. Similar to Lemma 9 of [23], so we won’t repeat it here.
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The following result is essentially contained in Exercise 8.22 of [2], but we provide

proof here for the reader’s convenience.

Let T1, T2 ⊂ N, and T1 + T2 := {t1 + t2 | t1 ∈ T1, t2 ∈ T2}. T ⊂ N is closed under

addition if T + T ⊂ T .

Lemma 5.4. Let T ⊂ N and T be close under addition, then there exists N so that nd ∈ T

for all n ≥ N where gcd(T ) = d. Furthermore, there exist r, n ∈ T such that gcd(r, n) = d.

Proof. We only prove the case d = 1, others are similar. We claim that gcd(t1, . . . , tp) = 1

for some p ∈ N. Indeed, for any t1, t2 ∈ T , gcd(t1, t2) = c. If c > 1, there is t3 ∈ T such

that gcd(c, t3) = c1 with c1 < c. If c1 = 1, then gcd(t1, t2, t3) = 1, otherwise, repeat the

above steps.

To prove the lemma, it is to show that there is N such that n = n1t1+ · · ·+nptp for all

n ≥ N where n1, . . . , np ∈ N0, as T is closed under addition. We proceed by induction on

p. For p = 2, then gcd(t1, t2) = 1, so 1 = n1t1 − n2t2. If n ≥ N = n2t
2
2 then n = Qt2 +R

with Q ≥ n2t2 and 0 ≤ R < t2. So n = (Q − n2R)t2 + Rn1t1. Assuming it holds for p

we prove it for p + 1. Consider that gcd(t1, . . . , tp+1) = 1, and gcd(t1, . . . , tp) = k, then

gcd(k, tp+1) = 1. Denote

T2 =
{
n1k + n2tp+1 | n1, n2 ∈ N0

}
and Tp =

{
r1
t1
k

+ · · ·+ rp
tp
k

∣∣∣ r1, . . . , rp ∈ N0

}
.

Clearly, T2 and Tp are both closed under addition. By hypothesis, let N1, with respect to

T2, be the number such that all n ≥ N1 implies n = n1k + n2tp+1 for some n1, n2 ∈ N0,

and let N2, with respect to Tp, be the number such that all n ≥ N2 implies

n = m1
t1
k

+ · · ·+mp
tp
k

for some m1, . . . ,mp ∈ N0. Take N = N1 +N2k. For all n ≥ N , n−N2k = n1k + n2tp+1,

this implies that

n = n1k + n2tp+1 +N2k = (n1 +N2)k + n2tp+1

=

(
m1

t1
k

+ · · ·+mp
tp
k

)
k + n2tp+1 = m1t1 + · · ·+mptp + n2tp+1.

This completes our induction.

Definition 5.5. [7] Let J = (j1, j2, . . .) be a sequence of integers greater than or equal

to 2. Let XJ be the Cantor set of all sequences (a1, a2, . . .) where ai ∈ {0, 1, . . . , ji − 1}
for all i. Define the adding machine map fJ : XJ → XJ by

fJ(a1, a2, . . .) = (a1, a2, . . .) + (1, 0, 0, . . .),

where addition is defined componentwise modji, with carrying to the right.
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Lemma 5.6. [22, Theorem 2.1.3] Let a1, a2 be non-negative relatively prime integers.

Let

g(a1, a2) = a1a2 − a1 − a2,

then, for any N > g(a1, a2) is representable as a non-negative integer combination of m

and n, that is, there are p1, p2 ∈ N0 such that N = p1a1 + p2a2.

Proof of Theorem 1.4. Let ε > 0 and kε ≥ 1, kε as in Lemma 5.1. Then X is divided into

kε equivalence classes for ∼ε. In fact, for any x, z ∈ X with x ∼ε z, let us suppose that

(x0 = x, x1, x2, . . . , xkε , xkε+1, xkε+2, . . . , x2kε , . . . , xnkε = z)

is a (w, ε)-chain from x to z of length nkε. It is clear that

x0 ∼ε xkε ∼ε x2kε ∼ε · · · ∼ε xnkε ,

x1 ∼ε xkε+1 ∼ε x2kε+1 ∼ε · · · ∼ε x(n−1)kε+1,

...

xkε−1 ∼ε x2kε−1 ∼ε x3kε−1 ∼ε · · · ∼ε xnkε−1.

Denote these equivalence classes as [x0]∼ε , [x1]∼ε , . . . , [xkε−1]∼ε , respectively. For any

x ∈ X, we deduce that x ∈ [xi]∼ε for some 0 ≤ i ≤ kε − 1 since G is chain transitive.

And we have xi ≁ε xi+1 for each i = 0, . . . , kε − 1 since (xi, xi+1) is an ε-chain of length

1. Consequently, X is divided into kε equivalence classes.

Obviously, G cyclically permutes kε equivalence classes, that is,

[fj(xi)]∼ε = [xi+1 mod kε ]∼ε

for all j = 0, . . . ,m−1 and i = 0, . . . , kε−1. Moreover, every equivalence class is invariant

under Gkε , that is, fw([xi]∼ε) ⊂ [xi]∼ε for all i = 0, . . . , kε − 1 and w ∈ F+
m with |w| = kε.

Since [fw(xi)]∼ε = [xi]∼ε , we only prove fw([xi]∼ε) ⊂ [fw(xi)]∼ε . For any x ∈ [xi]∼ε , we

have fw(x) ∼ε fw(xi) since x ∼ε fw(x), x ∼ε xi and xi ∼ε fw(xi).

The quantity kε is nondecreasing as ε → 0, and in fact kε2 divides kε1 if ε1 ≤ ε2, since

an ε1-chain is an ε2-chain. Either kε stabilizes at some k, or it grows without bound. We

consider the three cases separately.

Case 1: kε stabilizes at k = 1. Then there is only one ∼ equivalence class, and G is

chain mixing. Indeed, for any ε > 0 and any x ∈ X, Tε(x) is closed under addition. Since

gcd(Tε(x)) = 1, there exist r1, s1 ∈ Tε(x) such that gcd(r1, s1) = 1 by Lemma 5.4. This

implies that there exist (w′, ε)-chain and (w′′, ε)-chain from x to itself of lengths |w′| = r1

and |w′′| = s1, respectively. We can get an ε-chain from x to itself of length N for any N >

g(r1, s1) by Lemma 5.6. By compactness, there is a p ∈ N such that
⋃p

i=1B(xi, ε/2) = X,
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let the length of an ε/2-chain from xi to xj be Mij , and M = max1≤i,j≤pMij , then for

between any two points in X there is an ε-chain of length less than or equal to M . Hence,

for any y ∈ X, any n > g(r1, s1) +M , there is a (w, ε)-chain of length |w| = n from x to

y. Therefore, G is chain mixing.

Case 2: k = kε for sufficiently small ε. Then the equivalence relation ∼ is the same

as ∼ε. Thus there are k equivalence classes, Gk cycles among the classes periodically,

and each class is invariant under Gk. An argument similar to that for Case 1 show that

([xi]∼, G
k) is chain mixing for each i = 0, . . . , k − 1. By uniform continuity, pick ε′ < ε/k

small enough that for any (w, ε′)-chain of length |w| = k for G, denotes (x0, . . . , xn), we

have d(fw(x0), xk) < ε. Notice that kε′ = k as ε′ < ε, then gcd(Tε′(x)) = k for any

x ∈ [xi]∼. By Lemma 5.4, there exist r2, s2 ∈ Tε′(x) such that gcd(r2, s2) = k. This

implies that there are (w′, ε′)-chain and (w′′, ε′)-chain from x to itself of lengths |w′| = r2

and |w′′| = s2 for G, respectively. Put r2 = ak and s2 = bk, then gcd(a, b) = 1. By

Lemma 5.6, for any N with N > g(a, b) := ab − a − b, there are p, q ∈ N0 such that

N = pa+ qb, hence there is an ε′-chain from x to itself of length kN . Since [xi]∼ is closed,

there is p′ ≥ 1 such that
⋃p′

j=1B(zj , ε
′/2) ⊃ [xi]∼ where zj ∈ [xi]∼ for all j = 1, . . . , p′.

For 1 ≤ j, r ≤ p′, there is a (wjr, ε
′)-chain from zj to zr of length |wjr| = kMj,r for G. Let

M = max1≤j,r≤p′ Mj,r, then between any two points in [xi]∼ there is an ε′-chain for G of

length equal to ck for some 1 ≤ c ≤ M . We claim that for any n > g(a, b) +M and any

y ∈ [xi]∼, there is an ε-chain from x to y of the length n for Gk. Indeed, notice that there

is a (w′′′, ε′)-chain from x to y of length ck with 1 ≤ c ≤ M for G. Since n− c > g(a, b),

there are p1, q1 ∈ N0 such that n − c = p1a + q1b by Lemma 5.6. Then from the above

structure, a (w, ε′)-chain for G of length nk, (x0 = x, . . . , xnk = y), is naturally formed,

where

w = w′ . . . w′︸ ︷︷ ︸
p1

w′′ . . . w′′︸ ︷︷ ︸
q1

w′′′ := i0 . . . ik−1ik . . . i2k−1i2k . . . ink−1.

Then, we have

d
(
fijk...i(j+1)k−1

(xjk), x(j+1)k

)
< ε

for all j = 0, . . . , n − 1. Moreover, there is u = u0 . . . un−1 ∈ F+
mk such that (f)uj =

fijk...i(j+1)k−1
for all j = 0, . . . , n− 1, this means that (x0, xk, x2k, . . . , xnk) is a (u, ε)-chain

of length |u| = n for Gk. Consequently, ([xi]∼, G
k) is chain mixing.

Case 3: kε grows without bound as ε decreasing to 0. Then the period of G’s cycling

goes to infinity as ε shrinks to 0. Let K̃ε = X/∼ε= {[x0]∼ε , . . . , [xkε−1]∼ε} and K̃ = X/∼
be the quotient spaces with the quotient topology. For j = 0, . . . ,m − 1, we define the

induced map on K̃ε to be

f̃j : K̃ε → K̃ε, [xi]∼ε 7→ [fj(xi)]∼ε
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for all i = 0, . . . , kε−1. Since f̃j([xi]∼ε) = [fj(xi)]∼ε = [xi+1 mod kε ]∼ε for all j = 0, . . . ,m−
1 and i = 0, . . . , kε − 1, then every induced map f̃j is the same, denoted as f̃ε : K̃ε → K̃ε,

[xi]∼ε 7→ [xi+1 mod kε ]∼ε for all i = 0, . . . , kε − 1. Similar to Theorem 6 of [23], we deduce

that (K̃, f̃) is topological conjugate to an adding machine map fJ . Therefore, G factors

onto an adding machine map fJ .

Corollary 5.7. Let X be connected and G = {f0, . . . , fm−1} where fi : X → X is contin-

uous for all 0 ≤ i ≤ m− 1. Then the following are equivalent:

(1) G is chain recurrence;

(2) G is chain transitive;

(3) G is totally chain transitive;

(4) G is chain mixing.

Proof. It follows from the proof of Corollary 14 of [23]. Clearly, (4) ⇒ (3) ⇒ (2) ⇒ (1).

By Theorem 1.4, X is connected and G is chain transitive, both of which imply that G

is chain mixing. So it is enough to show that chain recurrence implies chain transitivity.

Assume that G is chain recurrence and ε > 0. We say that x and y are ε-chain equivalent

if there are (w′, ε)-chain from x to y and (w′′, ε)-chain from y to x for some w′, w′′ ∈ F+
m .

This is an equivalence relation as G is chain recurrence. By connectivity of X, so it

suffices to show that this is an open equivalent relation. Consider that x and y are ε-

chain equivalent. Choose δ ≤ ε/2 such that d(y, y′) < δ implies d(fi(y), fi(y
′)) < ε/2

for all i = 0, . . . ,m − 1. It suffices to show that x is ε-chain equivalent to an arbitrary

y′ ∈ B(y, δ). Let (x0 = x, . . . , xn = y) be a (w′, ε)-chain for some w′ ∈ F+
m from x to y,

and (y0 = y, . . . , ym = y) be a (w′′, ε/2)-chain for some w′′ ∈ F+
m from y to itself. Then

(x0 = x, . . . , xn = y, y1, . . . , ym−1, y
′)

is a (w′w′′, ε)-chain from x to y′. Similarly, let (z0 = y, . . . , zr = x) be a (w′′′, ε)-chain for

some w′′′ ∈ F+
m . Then

(y′, y1, . . . , ym = y, z1, . . . , zr = x)

is a (w′′w′′′, ε)-chain from y′ to x. This yields that x and y′ are ε-chain equivalent.

Remark 5.8. If X is connected and m = 1, by Corollary 5.7, this gives a generalization of

Corollary 14 of [23].
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