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#### Abstract

Ideal submanifolds have been studied from various aspects since Chen invented $\delta$-invariants in early 1990s (see 12 for a survey). In centroaffine differential geometry, Chen's invariants denoted by $\delta^{\sharp}$ are used to determine an optimal bound for the squared norm of the Tchebychev vector field of a hypersurface. We point out that a hypersurface attaining this bound is said to be an ideal centroaffine hypersurface. In this paper, we deal with $\delta^{\sharp}(2,2)$-ideal centroaffine hypersurfaces in $\mathbb{R}^{5}$ and in particularly, we focus on 4 -dimensional $\delta^{\sharp}(2,2)$-ideal centroaffine hypersurfaces of type 1 .


## 1. Introduction

In the last decade of the last century, Chen constructed general optimal inequalities including his $\delta$-invariants and the squared mean curvature of Riemannian submanifolds of real space forms to determine an optimal lower bound for the squared mean curvature of these Riemannian submanifolds (see [12] for details).

In [13], an optimal inequality was obtained for Lagrangian submanifolds of complex space forms. Since centroaffine differential geometry is of great interest among geometers (for instance, see $[2,3,10,12,20,22,27,32,35,39$ ), taking into account the similarity with the Lagrangian case, the following $\delta^{\sharp}$-invariant was introduced for a centroaffine hypersurface $M^{n}$ of $\mathbb{R}^{n+1}$ :

$$
\delta^{\sharp}\left(n_{1}, \ldots, n_{k}\right)(p)=\widehat{\tau}(p)-\sup \left\{\widehat{\tau}\left(L_{1}\right)+\cdots+\widehat{\tau}\left(L_{k}\right)\right\},
$$

where $\widehat{\tau}(p)$ is the scalar curvature of $M^{n}$ at $p \in M^{n}$ and $\widehat{\tau}\left(L_{i}\right)$ is the scalar curvature of $L_{i}, i=1, \ldots, k$ such that $L_{1}, \ldots, L_{k}$ run over all $k$ mutually orthogonal subspaces of $T_{p} M^{n}$ with $\operatorname{dim} L_{i}=n_{i}, 2 \leq n_{1} \leq \cdots \leq n_{k} \leq n-1$ and $n_{1}+\cdots+n_{k} \leq n$ (cf. 3,12]). We emphasize that the norm of Tchebychev vector field $T^{\sharp}$ is one of the main invariants in centroaffine differential geometry and general optimal inequalities related to $\delta^{\sharp}$-invariants
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include the squared norm of Tchebychev vector field $T^{\sharp}$ instead of the squared mean curvature in Riemannian geometry.

Submanifolds satisfying the equality cases of the inequalities related to either $\delta$ or $\delta^{\sharp}$ are said to be ideal submanifolds. It is known that these inequalities and the classification problem of ideal submanifols have been studied extensively by many geometers (for example, see $[1,3,9,11,19,23,25-28,37,39])$. However, there are still some submanifolds which have not been classified yet.

We point out that the bounds for the inequalities related to $\delta^{\sharp}$-invariants are essentially different depending on whether $n_{1}+\cdots+n_{k}=n$ or $n_{1}+\cdots+n_{k}<n$. We remark that there have been some results regarding the inequalities about $\delta^{\sharp}$-invariants for the latter one in the literature (for instance, see [3, 27, 28, 37, 39]). However, there have been no results published related to the inequalities regarding $\delta^{\sharp}$-invariants for the first one yet. Because of this reason, we deal with 4 -dimensional $\delta^{\sharp}(2,2)$-ideal centoaffine hypersurfaces in this paper. For our purpose, we mainly focus on 4 -dimensional $\delta^{\sharp}(2,2)$-ideal centroaffine hypersurfaces of type 1 . Because, taking into account the classification of $\delta(2, n-2)$ ideal Lagrangian submanifolds in $n$-dimensional complex space forms in 14 , the work on $\delta^{\sharp}(2, n-2)$-ideal centroaffine hypersurfaces in $\mathbb{R}^{n+1}$ is in preparation, where $n>4$ (cf. [38]). We note that the methods developed and the results obtained in [38] are applied for 4 -dimensional $\delta^{\sharp}(2,2)$-ideal centroaffine hypersurfaces of type 2 , type 3 , type 4 , type 5 and type 6 as explained in Section 3 and an additional assumption on the differentiable extensions of the frame is used in some cases. We emphasize that different cases depending on the form of the difference tensor are crucial for these problems.

## 2. Preliminaries

In this section, we recall some basic notions about centroaffine hypersurfaces by means of 35.

Let $M^{n}$ be an $n$-dimensional $C^{\infty}$-manifold and $F: M^{n} \rightarrow \mathbb{R}^{n+1}$ be a non-degenerate hypersurface whose position vector is nowhere tangent to $M^{n}$. Then, $F$ is a transversal field along itself and $\xi=-F$ is said to be the centroaffine normal. Following [35], $F$ together with this normalization is said to be a centroaffine hypersurface.

Let $X, Y, Z \in \chi\left(M^{n}\right)$. The centroaffine structure equations are given by

$$
\begin{gather*}
D_{X} F_{*}(Y)=F_{*}\left(\nabla_{X} Y\right)+h(X, Y) \xi,  \tag{2.1}\\
D_{X} \xi=-F_{*}(X) \tag{2.2}
\end{gather*}
$$

where $D$ denotes the canonical flat connection of $\mathbb{R}^{n+1}, \nabla$ is a torsion-free connection on $M^{n}$ which is called the induced centroaffine connection and $h$ is a non-degenerate
symmetric ( 0,2 )-tensor field which is called the centroaffine metric. The corresponding equations of Gauss and Codazzi are given respectively by

$$
\begin{gather*}
R(X, Y) Z=h(Y, Z) X-h(X, Z) Y  \tag{2.3}\\
\quad\left(\nabla_{X} h\right)(Y, Z)=\left(\nabla_{Y} h\right)(X, Z) \tag{2.4}
\end{gather*}
$$

The totally symmetric $(0,3)$-tensor field $\mathcal{C}(X, Y, Z)=\left(\nabla_{X} h\right)(Y, Z)$ is said to be the cubic form.

We assume that the centroaffine hypersurface is definite, i.e., $h$ is definite. If $h$ is negative definite, we shall replace $\xi=-F$ by $\xi=F$ for the affine normal. In this way, the centroaffine metric $h$ becomes positive definite. In both cases, equations (2.1) and (2.4) hold whereas equations (2.2) and (2.3) change sign. When $\xi=-F$ (respectively, $\xi=F$ ), $M^{n}$ is said to be positive (respectively, negative) definite.

Let $\widehat{\nabla}$ be the Levi-Civita connection of $h$. Moreover, denote by $\widehat{R}$ (respectively, $\widehat{\tau}$ ) the curvature tensor (respectively, the scalar curvature) of $\widehat{\nabla}$. The difference tensor $K$ is then defined by

$$
K_{X} Y=K(X, Y)=\nabla_{X} Y-\widehat{\nabla}_{X} Y
$$

which is a symmetric $(1,2)$-tensor field. $K$ and $\mathcal{C}$ are related by

$$
\mathcal{C}(X, Y, Z)=-2 h\left(K_{X} Y, Z\right)
$$

Thus, for each $X, K_{X}$ is self-adjoint with respect to $h$.
The Tchebychev form $T$ and the Tchebychev vector field $T^{\sharp}$ of $M^{n}$ are defined by

$$
T(X)=\frac{1}{n} \text { trace } K_{X} \quad \text { and } \quad h\left(T^{\sharp}, X\right)=T(X) .
$$

If $T=0$ and $M^{n}$ is a centroaffine hypersurface of the equiaffine space, then $M^{n}$ is a so-called proper equiaffine hypersphere centered at the origin, in the sense of 35. Note that it is an elliptic (respectively, a hyperbolic) equiaffine hypersphere when it is positive (respectively, negative) definite. If $K$ vanishes, then $M^{n}$ is a hyperquadric centered at the origin. Note that it is an ellipsoid (respectively, a two-sheeted hyperboloid) if $M^{n}$ is positive (respectively, negative) definite.

It is well known in centroaffine differential geometry that

$$
\begin{gathered}
h\left(K_{X} Y, Z\right)=h\left(Y, K_{X} Z\right), \\
\widehat{R}(X, Y) Z=K_{Y} K_{X} Z-K_{X} K_{Y} Z+\epsilon(h(Y, Z) X-h(X, Z) Y), \\
(\widehat{\nabla} K)(X, Y, Z)=(\widehat{\nabla} K)(Y, Z, X)=(\widehat{\nabla} K)(Z, X, Y),
\end{gathered}
$$

where $\epsilon=1$ (respectively, $\epsilon=-1$ ) when $M^{n}$ is positive (respectively, negative) definite.

## 3. $\delta^{\sharp}$-invariants, inequalities and ideal immersions

Let $M^{n}$ be an $n$-dimensional Riemannian manifold. For a plane section $\pi \subset T_{p} M^{n}$, where $p \in M^{n}$, let $\widehat{\kappa}(\pi)$ be the sectional curvature of $M^{n}$ associated with $\pi$. For an orthonormal basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $T_{p} M^{n}$, the scalar curvature $\widehat{\tau}$ at $p$ is defined by

$$
\widehat{\tau}(p)=\sum_{i<j} \widehat{\kappa}\left(e_{i} \wedge e_{j}\right), \quad 1 \leq i<j \leq n .
$$

Let $L$ be a subspace of $T_{p} M^{n}$ with dimension $r \geq 2$ and $\left\{e_{1}, \ldots, e_{r}\right\}$ be an orthonormal basis of $L$. The scalar curvature $\widehat{\tau}(L)$ of $L$ is defined by

$$
\widehat{\tau}(L)=\sum_{\alpha<\beta} \widehat{\kappa}\left(e_{\alpha} \wedge e_{\beta}\right), \quad 1 \leq \alpha<\beta \leq r .
$$

Given two integers $n \geq 3$ and $k \geq 1$, the finite set consisting of all $k$-tuples $\left(n_{1}, \ldots, n_{k}\right)$ of integers satisfying

$$
2 \leq n_{1} \leq \cdots \leq n_{k} \leq n-1 \quad \text { and } \quad n_{1}+\cdots+n_{k} \leq n
$$

is denoted by $\mathcal{S}(n, k)$. Moreover, the union $\bigcup_{k \geq 1} \mathcal{S}(n, k)$ is denoted by $\mathcal{S}(n)$.
For each $\left(n_{1}, \ldots, n_{k}\right) \in \mathcal{S}(n)$ and each $p \in M^{n}$, the invariant $\delta\left(n_{1}, \ldots, n_{k}\right)(p)$ is defined by

$$
\delta\left(n_{1}, \ldots, n_{k}\right)(p)=\widehat{\tau}(p)-\inf \left\{\widehat{\tau}\left(L_{1}\right)+\cdots+\widehat{\tau}\left(L_{k}\right)\right\},
$$

where $L_{1}, \ldots, L_{k}$ run over all $k$ mutually orthogonal subspaces of $T_{p} M^{n}$ such that $\operatorname{dim} L_{i}=$ $n_{i}, i=1, \ldots, k$ (cf. 12]).

In 7,12 , Chen proved a sharp general inequality between $\delta\left(n_{1}, \ldots, n_{k}\right)$ and the squared mean curvature $H^{2}$ for submanifolds in real space forms. For Lagrangian submanifolds of complex projective spaces, the final sharp inequality was obtained in [13]. Taking into account [3] (see also [12]), it is clear that this inequality can be adapted to centroaffine differential geometry by defining the following invariant for a centroaffine hypersurface $M^{n}$ of $\mathbb{R}^{n+1}$ :

$$
\delta^{\sharp}\left(n_{1}, \ldots, n_{k}\right)(p)=\widehat{\tau}(p)-\sup \left\{\widehat{\tau}\left(L_{1}\right)+\cdots+\widehat{\tau}\left(L_{k}\right)\right\},
$$

where $\left(n_{1}, \ldots, n_{k}\right) \in \mathcal{S}(n), p \in M^{n}$ and $L_{1}, \ldots, L_{k}$ run over all $k$ mutually orthogonal subspaces of $T_{p} M^{n}$ such that $\operatorname{dim} L_{i}=n_{i}, i=1, \ldots, k$. The difference with the Lagrangian case is due to the difference of sign in the Gauss equation.

Throughout this paper, we deal with the case $n_{1}+\cdots+n_{k}=n$ in centroaffine differential geometry. As a result, before stating the inequality in this case, we introduce some notations. For a given $\delta^{\sharp}$-invariant $\delta^{\sharp}\left(n_{1}, \ldots, n_{k}\right)$ on $M^{n}\left(n \geq 3, k \geq 1\right.$ and $2 \leq n_{1} \leq$ $\cdots \leq n_{k} \leq n-1$ ) and a given point $p \in M^{n}$, we consider mutually orthogonal subspaces
$L_{1}, \ldots, L_{k}$ of $T_{p} M^{n}$ maximizing the quantity $\widehat{\tau}\left(L_{1}\right)+\cdots+\widehat{\tau}\left(L_{k}\right)$. We then choose an orthonormal basis $\left\{e_{1}, \ldots, e_{n}\right\}$ for $T_{p} M^{n}$ such that

$$
e_{1}, \ldots, e_{n_{1}} \in L_{1}, \quad e_{n_{1}+1}, \ldots, e_{n_{1}+n_{2}} \in L_{2}, \quad \ldots, \quad e_{n_{1}+\cdots+n_{k-1}+1}, \ldots, e_{n_{1}+\cdots+n_{k}} \in L_{k}
$$

and define

$$
\begin{aligned}
& \Delta_{1}:=\left\{1, \ldots, n_{1}\right\}, \quad \Delta_{2}:=\left\{n_{1}+1, \ldots, n_{1}+n_{2}\right\}, \quad \ldots, \\
& \Delta_{k}:=\left\{n_{1}+\cdots+n_{k-1}+1, \ldots, n_{1}+\cdots+n_{k}\right\} .
\end{aligned}
$$

From now on, we use the following conventions for the ranges of summation indices:

$$
A, B, C \in\{1, \ldots, n\}, \quad i, j \in\{1, \ldots, k\}, \quad \alpha_{i}, \beta_{i} \in \Delta_{i} .
$$

The components of the difference tensor is denoted by $K_{A B}^{C}=h\left(K\left(e_{A}, e_{B}\right), e_{C}\right)$. Due to the symmetry of the cubic form, these are symmetric with respect to three indices $A, B$ and $C$. Adapting the proof of [13] (cf. also [12]), we have the following theorem in the centroaffine case:

Theorem 3.1. Let $M^{n}$ be a definite centroaffine hypersurface of $\mathbb{R}^{n+1}$. Take $\epsilon=1$ (respectively, $\epsilon=-1$ ) when $M^{n}$ is positive (respectively, negative) definite. Then, for each $k$-tuple $\left(n_{1}, \ldots, n_{k}\right) \in \mathcal{S}(n)$ with $n_{1}+\cdots+n_{k}=n$, we have

$$
\begin{equation*}
\delta^{\sharp}\left(n_{1}, \ldots, n_{k}\right) \geq-\frac{n^{2}\left(k-1-2 \sum_{i=2}^{k} \frac{1}{n_{i}+2}\right)}{2\left(k-2 \sum_{i=2}^{k} \frac{1}{n_{i}+2}\right)}\left\|T^{\sharp}\right\|^{2}+\frac{1}{2}\left(n(n-1)-\sum_{i=1}^{k} n_{i}\left(n_{i}-1\right)\right) \epsilon . \tag{3.1}
\end{equation*}
$$

The equality case of inequality (3.1) holds at a point $p \in M^{n}$ if and only if one has
(i) $K_{\alpha_{i} \alpha_{j}}^{A}=0$ if $i \neq j$ and $A \neq \alpha_{i}, \alpha_{j}$,
(ii) if $n_{j} \neq \min \left\{n_{1}, \ldots, n_{k}\right\}$ :

$$
K_{\alpha_{i} \alpha_{i}}^{\beta_{j}}=0 \quad \text { if } i \neq j \text { and } \sum_{\alpha_{j} \in \Delta_{j}} K_{\alpha_{j} \alpha_{j}}^{\beta_{j}}=0,
$$

(iii) if $n_{j}=\min \left\{n_{1}, \ldots, n_{k}\right\}$ :

$$
\sum_{\alpha_{j} \in \Delta_{j}} K_{\alpha_{j} \alpha_{j}}^{\beta_{j}}=\left(n_{i}+2\right) K_{\alpha_{i} \alpha_{i}}^{\beta_{j}} \quad \text { for any } i \neq j \text { and any } \alpha_{i} \in \Delta_{i} .
$$

A centroaffine immersion of $M^{n}$ into $\mathbb{R}^{n+1}$ is called $\delta^{\sharp}\left(n_{1}, \ldots, n_{k}\right)$-ideal if it satisfies the equality case of inequality (3.1) identically. A centroaffine immersion of $M^{n}$ into $\mathbb{R}^{n+1}$ is called ideal if it is $\delta^{\sharp}\left(n_{1}, \ldots, n_{k}\right)$-ideal for the corresponding $\left(n_{1}, \ldots, n_{k}\right) \in \mathcal{S}(n)$.

We now restrict ourselves to the case of $\delta^{\sharp}(2,2)$-ideal centroaffine hypersurfaces in $\mathbb{R}^{5}$. Of course, we do not know whether the decomposition obtained in the previous theorem is unique. Depending on how the Tchebychev vector field $T^{\sharp}$ is related to a possible decomposition of the tangent space $T M^{4}$, we can consider the following types of such ideal hypersurfaces:

1. $M^{4}$ is of type 1 if, for any possible decomposition of $T M^{4}, T^{\sharp}$ has a component in the directions of both $L_{1}$ and $L_{2}$. In this case, we can pick $e_{1} \in L_{1}$ and $e_{3} \in L_{2}$ such that $T^{\sharp}$ is a combination of $e_{1}$ and $e_{3}$.
2. $M^{4}$ is of type 2 if there exists a decomposition of $T M^{4}$ such that $T^{\sharp}$ is contained in $L_{1}$ and the difference tensor $K$ restricted to $L_{2}$ does not vanish identically. In this case, we pick $e_{1}$ such that $T^{\sharp}$ is a multiple of $e_{1}$ and we make a rotation in $L_{2}$ such that $h\left(K\left(e_{3}, e_{3}\right), e_{4}\right)=0$.
3. $M^{4}$ is of type 3 if there exists a decomposition of $T M^{4}$ such that $T^{\sharp}$ is contained in $L_{1}$ and $K$ restricted to $L_{2}$ vanishes identically. In this case, we pick $e_{1}$ such that $T^{\sharp}$ is a multiple of $e_{1}$. We still retain a rotation freedom in $L_{2}$.
4. $M^{4}$ is of type 4 if, for any decomposition of $T M^{4}, T^{\sharp}$ vanishes and the restrictions of $K$ to both $L_{1}$ and $L_{2}$ are non-vanishing. Applying a rotation in both spaces, we may assume that the basis is chosen such that $h\left(K\left(e_{1}, e_{1}\right), e_{2}\right)=0=h\left(K\left(e_{3}, e_{3}\right), e_{4}\right)$.
5. $M^{4}$ is of type 5 if there exists a decomposition of $T M^{4}$ such that $T^{\sharp}$ vanishes, the restriction of $K$ to $L_{1}$ is non-vanishing and the restriction of $K$ to $L_{2}$ vanishes. In this case, it follows easily that this happens if and only if $M^{4}$ is a $\delta^{\sharp}(2)$-ideal centroaffine hypersurface with vanishing $T^{\sharp}$. These can be classified by following the same approach in [24 (see also [16, 17]).
6. $M^{4}$ is of type 6 if there exists a decomposition of $T M^{4}$ such that $T^{\sharp}$ vanishes and the restrictions of $K$ to both $L_{1}$ and $L_{2}$ vanish. We point out that this is valid if and only if $K$ vanishes identically. Therefore, by the classical Berwald theorem (cf. [35]) and the fact that the metric is definite, we get that $M^{4}$ is either a hyperboloid or an ellipsoid.

Note that since both eigenspaces of a 4 -dimensional $\delta^{\sharp}(2,2)$-ideal centroaffine hypersurface have the same dimension, it follows from the theorem that the conditions for a 4 -dimensional $\delta^{\sharp}(2,2)$-centroaffine hypersurface to be ideal are weaker than the ones for a $\delta^{\sharp}(2, n-2)$-centroaffine hypersurface of $\mathbb{R}^{n+1}$ with $n>4$. We emphasize that, in the latter case, $T^{\sharp}$ would automatically be in the direction of the first distribution and therefore submanifolds of type 1 would not occur. However, this also means that in order to deal with

4 -dimensional $\delta^{\sharp}(2,2)$-ideal centroaffine hypersurfaces of type $2, \ldots$, type 6 , the methods developed and the results obtained in [38] are applied, where an additional assumption on the differentiable extensions of the frame is used in some cases. For this reason, we only give the classification of 4 -dimensional $\delta^{\sharp}(2,2)$-ideal centroaffine hypersurfaces of type 1 throughout this paper.

We emphasize that, in order to complete the classification of 4 -dimensional $\delta^{\sharp}(2,2)$ ideal centroaffine hypersurfaces, it is sufficient

1. to obtain a classification of 4 -dimensional $\delta^{\sharp}(2,2)$-ideal centroaffine hypersurfaces of type 1,
2. to show that the frames in the cases of type $2, \ldots$, type 6 can always be chosen in a differentiable way. We remark that these cases can be studied in exactly the same way as $\delta^{\sharp}(2, n-2)$-ideal centroaffine hypersurfaces in $\mathbb{R}^{n+1}$ with $n>4$ (see 38 for the details and see 14 for Lagrangian case).

## 4. $\delta^{\sharp}(2,2)$-ideal centroaffine hypersurfaces of type 1 in $\mathbb{R}^{5}$

In this section, we suppose that $M^{4}$ is a $\delta^{\sharp}(2,2)$-ideal definite centroaffine hypersurface of type 1 in $\mathbb{R}^{5}$. We assume that the affine normal is chosen such that the affine metric $h$ is positive definite. In this case, expressing the conditions of Theorem 3.1 and choosing an appropriate orthonormal basis in each $\Delta_{i}$, we have the following lemma:
Lemma 4.1. Let $M^{4}$ be a $\delta^{\sharp}(2,2)$-ideal definite centroaffine hypersurface of type 1 in $\mathbb{R}^{5}$. Then, at each point $p$ of $M^{4}$, there exists an orthonormal frame $\left\{e_{1}, \ldots, e_{4}\right\}$ such that

$$
\begin{array}{ll}
K\left(e_{1}, e_{1}\right)=\left(a_{1}+3 b_{3}\right) e_{1}+a_{2} e_{2}+a_{3} e_{3}, & K\left(e_{1}, e_{2}\right)=a_{2} e_{1}+\left(b_{3}-a_{1}\right) e_{2}, \\
K\left(e_{3}, e_{3}\right)=b_{3} e_{1}+\left(b_{1}+3 a_{3}\right) e_{3}+b_{2} e_{4}, & K\left(e_{3}, e_{4}\right)=b_{2} e_{3}+\left(a_{3}-b_{1}\right) e_{4}, \\
K\left(e_{2}, e_{2}\right)=\left(b_{3}-a_{1}\right) e_{1}-a_{2} e_{2}+a_{3} e_{3}, & K\left(e_{4}, e_{4}\right)=b_{3} e_{1}+\left(a_{3}-b_{1}\right) e_{3}-b_{2} e_{4}, \\
K\left(e_{1}, e_{3}\right)=a_{3} e_{1}+b_{3} e_{3}, \quad K\left(e_{1}, e_{4}\right)=b_{3} e_{4}, & K\left(e_{2}, e_{3}\right)=a_{3} e_{2}, K\left(e_{2}, e_{4}\right)=0,
\end{array}
$$

where $a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3} \in \mathbb{R}$ such that $a_{3} \neq 0 \neq b_{3}$.
Since $a_{3} \neq 0$ and $b_{3} \neq 0$, we deduce that
Lemma 4.2. Let $M^{4}$ be a $\delta^{\sharp}(2,2)$-ideal definite centroaffine hypersurface of type 1 in $\mathbb{R}^{5}$. Then, if necessary by restricting to an open dense set, around each point p of $M^{4}$, there exists an orthonormal frame field which can be also denoted by $\left\{e_{1}, \ldots, e_{4}\right\}$ such that

$$
\begin{array}{ll}
K\left(e_{1}, e_{1}\right)=\left(a_{1}+3 b_{3}\right) e_{1}+a_{2} e_{2}+a_{3} e_{3}, & K\left(e_{1}, e_{2}\right)=a_{2} e_{1}+\left(b_{3}-a_{1}\right) e_{2}, \\
K\left(e_{3}, e_{3}\right)=b_{3} e_{1}+\left(b_{1}+3 a_{3}\right) e_{3}+b_{2} e_{4}, & K\left(e_{3}, e_{4}\right)=b_{2} e_{3}+\left(a_{3}-b_{1}\right) e_{4}, \\
K\left(e_{2}, e_{2}\right)=\left(b_{3}-a_{1}\right) e_{1}-a_{2} e_{2}+a_{3} e_{3}, & K\left(e_{4}, e_{4}\right)=b_{3} e_{1}+\left(a_{3}-b_{1}\right) e_{3}-b_{2} e_{4}, \\
K\left(e_{1}, e_{3}\right)=a_{3} e_{1}+b_{3} e_{3}, \quad K\left(e_{1}, e_{4}\right)=b_{3} e_{4}, & K\left(e_{2}, e_{3}\right)=a_{3} e_{2}, K\left(e_{2}, e_{4}\right)=0,
\end{array}
$$

where $a_{1}, a_{2}, a_{3}, b_{1}, b_{2}$ and $b_{3}$ are functions such that $a_{3} \neq 0 \neq b_{3}$.
Proof. First, we remark that

$$
T^{\sharp}=\frac{3}{2}\left(b_{3} e_{1}+a_{3} e_{3}\right) .
$$

This implies that $b_{3}^{2}+a_{3}^{2}$ is a differentiable function. We then introduce a vector $v$ by

$$
v=\frac{4}{9}\left(K\left(T^{\sharp}, T^{\sharp}\right)-\frac{9}{2}\left(a_{3}^{2}+b_{3}^{2}\right) T^{\sharp}\right) .
$$

Hence, we have

$$
v=a_{1} b_{3}^{2} e_{1}+a_{2} b_{3}^{2} e_{2}+a_{3}^{2} b_{1} e_{3}+a_{3}^{2} b_{2} e_{4}
$$

which implies that $\left(a_{1}^{2}+a_{2}^{2}\right) b_{3}^{4}+a_{3}^{4}\left(b_{1}^{2}+b_{2}^{2}\right)$ and $a_{1} b_{3}^{3}+b_{1} a_{3}^{3}$ are differentiable functions. It can be easily verified that

$$
\begin{aligned}
& K\left(T^{\sharp}, v\right)-\frac{3}{2}\left(a_{3}^{2}+b_{3}^{2}\right) v \\
= & \frac{3}{2}\left(\left(2 a_{3}^{3} b_{1} b_{3}+b_{3}^{3}\left(a_{1}^{2}+a_{2}^{2}+2 a_{1} b_{3}\right)\right) e_{1}+\left(a_{3}^{3}\left(2 a_{3} b_{1}+b_{1}^{2}+b_{2}^{2}\right)+2 a_{1} a_{3} b_{3}^{3}\right) e_{3}\right) .
\end{aligned}
$$

Now, there are two possibilities. First, we assume that this vector and $T^{\sharp}$ are linearly independent. In this case, we get

$$
a_{3}^{2}\left(b_{1}^{2}+b_{2}^{2}\right)-b_{3}^{2}\left(a_{1}^{2}+a_{2}^{2}\right) \neq 0
$$

We introduce a differentiable vector $w$ by

$$
w=K\left(T^{\sharp}, v\right)-\frac{3}{2}\left(b_{3}^{2}+a_{3}^{2}\right) v-2\left(a_{3}^{3} b_{1}+b_{3}^{3} a_{1}\right) T^{\sharp} .
$$

It can be easily seen that

$$
w=\frac{3}{2}\left(\left(a_{1}^{2}+a_{2}^{2}\right) b_{3}^{3} e_{1}+\left(b_{1}^{2}+b_{2}^{2}\right) a_{3}^{3} e_{3}\right)
$$

Because of our assumption, $w$ and $T^{\sharp}$ are linearly independent. In order to simplify notations, we write

$$
a_{1}=\frac{\widetilde{a_{1}}}{b_{3}}, \quad a_{2}=\frac{\widetilde{a_{2}}}{b_{3}}, \quad b_{1}=\frac{\widetilde{b_{1}}}{a_{3}}, \quad b_{2}=\frac{\widetilde{b_{2}}}{a_{3}} .
$$

It follows respectively from the inner products $\left\langle T^{\sharp}, T^{\sharp}\right\rangle,\langle v, v\rangle,\left\langle T^{\sharp}, w\right\rangle,\left\langle T^{\sharp}, v\right\rangle$ and $\langle v, w\rangle$ that there exist differentiable functions $d_{1}, \ldots, d_{5}$ such that

$$
\begin{align*}
& b_{3}^{2}+a_{3}^{2}=d_{1},  \tag{4.1}\\
& b_{3}^{2}\left({\widetilde{a_{1}}}^{2}+{\widetilde{a_{2}}}^{2}\right)+a_{3}^{2}\left({\widetilde{b_{1}}}^{2}+{\widetilde{b_{2}}}^{2}\right)=d_{2} \text {, }  \tag{4.2}\\
& b_{3}^{2}\left({\widetilde{a_{1}}}^{2}+{\widetilde{a_{2}}}^{2}\right)+a_{3}^{2}\left({\widetilde{b_{1}}}^{2}+{\widetilde{b_{2}}}^{2}\right)=d_{3},  \tag{4.3}\\
& b_{3}^{2} \widetilde{a_{1}}+a_{3}^{2} \widetilde{b_{1}}=d_{4}, \\
& b_{3}^{2} \widetilde{a_{1}}\left({\widetilde{a_{1}}}^{2}+{\widetilde{a_{2}}}^{2}\right)+a_{3}^{2}{\widetilde{b_{1}}}^{\left({\widetilde{b_{1}}}^{2}+{\widetilde{b_{2}}}^{2}\right)=d_{5} .}
\end{align*}
$$

We now introduce

$$
\widetilde{w}=K(v, w)-\frac{3}{2} d_{3} v-d_{4} w-d_{5} T^{\sharp}
$$

which gives

$$
\widetilde{w}=\frac{3}{2}\left(\left({\widetilde{a_{1}}}^{2}+{\widetilde{a_{2}}}^{2}\right)^{2} b_{3} e_{1}+\left({\widetilde{b_{1}}}^{2}+{\widetilde{b_{2}}}^{2}\right)^{2} a_{3} e_{3}\right) .
$$

Therefore, $\langle\widetilde{w}, \widetilde{w}\rangle$ yields that

$$
\begin{equation*}
b_{3}^{2}\left({\widetilde{a_{1}}}^{2}+{\widetilde{a_{2}}}^{2}\right)^{2}+a_{3}^{2}\left({\widetilde{b_{1}}}^{2}+{\widetilde{b_{2}}}^{2}\right)^{2}=d_{6} \tag{4.4}
\end{equation*}
$$

is a differentiable function. It is clear that we can solve (4.1) and (4.2) for $a_{3}^{2}$ and $b_{3}^{2}$. Substituting these solutions into (4.3) and (4.4), we get solutions for ${\widetilde{a_{1}}}^{2}+{\widetilde{a_{2}}}^{2}$ and $\widetilde{b_{1}}+{\widetilde{b_{2}}}^{2}$. These solutions allow us to express $e_{1}$ and $e_{3}$ in a differentiable way by means of the differentiable vector fields $T^{\sharp}$ and $w$. Additionally, from the last two equations, we can also express $\widetilde{a_{1}}$ and $\widetilde{b_{1}}$ in a differentiable way. Now, looking at either $K\left(e_{1}, e_{1}\right)$ or $K\left(e_{3}, e_{3}\right)$, for the eigenspaces of either $K_{e_{1}}$ or $K_{e_{3}}$ restricted to the space $\left\{e_{2}, e_{4}\right\}$, we see that $e_{2}$ and $e_{4}$ are determined uniquely unless $a_{2}=b_{2}=0=a_{1}=b_{1}$.

Next, we consider the case

$$
a_{3}^{2}\left(b_{1}^{2}+b_{2}^{2}\right)=b_{3}^{2}\left(a_{1}^{2}+a_{2}^{2}\right)
$$

or equivalently

$$
{\widetilde{b_{1}}}^{2}+{\widetilde{b_{2}}}^{2}={\widetilde{a_{1}}}^{2}+{\widetilde{a_{2}}}^{2} .
$$

We define the vectors $T^{\sharp}, v$ and $w$ as before. In this case, $w=\left(\widetilde{a_{1}}{ }^{2}+{\widetilde{a_{2}}}^{2}\right) T^{\sharp}$ implying that ${\widetilde{a_{1}}}^{2}+{\widetilde{a_{2}}}^{2}$ is differentiable. Under the above case, we define a differentiable vector

$$
\widetilde{w}=K(v, v)+\left({\widetilde{a_{1}}}^{2}+{\widetilde{a_{2}}}^{2}-2 \widetilde{a_{1}} b_{3}^{2}-2 a_{3}^{2}{\widetilde{b_{1}}}_{)} v-\frac{2}{3}\left({\widetilde{a_{1}}}^{2}+{\widetilde{a_{2}}}^{2}\right)\left(a_{3}^{2}+b_{3}^{2}\right) T^{\sharp} .\right.
$$

Thus, we get

$$
\widetilde{w}=\left({\widetilde{a_{1}}}^{2}+{\widetilde{a_{2}}}^{2}\right)\left(2 \widetilde{a_{1}} b_{3} e_{1}+2 \widetilde{b_{1}} a_{3} e_{3}\right) .
$$

Proceeding now in the same way as in the previous case, we obtain a differentiable frame unless $\widetilde{b_{1}}=\widetilde{a_{1}}$, in which case (if necessary by replacing $e_{4}$ by $-e_{4}$ ) we may also assume that $\widetilde{b_{2}}=\widetilde{a_{2}}$. As before, we can easily get that $\widetilde{a_{1}}, \widetilde{a_{2}}$ and $a_{3}^{2}+b_{3}^{2}$ are differentiable functions. The vectors $T^{\sharp}$ and $v$ are linearly independent if and only if $a_{2} \neq 0$. We also have that the space spanned by $T^{\sharp}$ and $v$ is invariant under $K$. Consequently, its orthogonal complement is also invariant under $K_{T^{\sharp}}$. Since $\widetilde{a_{2}} \neq 0$, we see that this space has two distinct eigenvalues (and so two well-determined unitary eigenvectors $f_{1}$ and $f_{2}$ ). Computing $h\left(K\left(f_{1}, f_{1}\right), f_{2}\right)$ yields the differentiability of $\frac{a_{3}^{2}-b_{3}^{2}}{a_{3} b_{3}}$ and therefore $e_{1}, e_{2}, e_{3}$ and $e_{4}$ can be expressed by means of $T^{\sharp}, v, f_{1}$ and $f_{2}$ in a differentiable way.

Next, we consider the case that $\widetilde{a_{2}}=0$ and $\widetilde{a_{1}} \neq 0$ on an open set. In this case, $K\left(T^{\sharp}, T^{\sharp}\right)$ is a multiple of $T^{\sharp}$. Hence, we obtain that $\widetilde{a_{1}}$ and $a_{3}^{2}+b_{3}^{2}$ are differentiable
functions. We also find that $\widetilde{w}=-a_{3} e_{1}+b_{3} e_{3}$ is a vector of the length $a_{3}^{2}+b_{3}^{2}$ spanning a 1-dimensional eigenspace of $K_{T^{\sharp}}$. Consequently, $\widetilde{w}$ is a differentiable vector. Computing $h(K(\widetilde{w}, \widetilde{w}), \widetilde{w})$, we deduce that $\frac{a_{3}^{2}-b_{3}^{2}}{a_{3} b_{3}}$ is also differentiable. Thus, we get $e_{1}$ and $e_{3}$ in a differentiable way. As explained in the first case, this also gives $e_{2}$ and $e_{4}$.

Finally, we consider the case with an additional condition $\widetilde{a_{1}}=0$. In this case, we take the differentiable frame as the vector $T^{\sharp}$ together with 3 arbitrary mutually orthogonal unitary vector fields. A straightforward computation shows that this differentiable frame is compatible with Chen's equality, where $a_{1}=a_{2}=b_{1}=b_{2}=b_{3}=0$. Note that in this case, $M^{4}$ is not of type 1 with respect to the new frame since $a_{1}=a_{2}=b_{1}=b_{2}=b_{3}=0$. Moreover, in this case, we have the decompositions of $T M^{4}$ in mutually orthogonal planes, each of which realising the equality.

We note that if both $a_{3}$ and $b_{3}$ vanish, then the classification results can be obtained in a similar way to that of Lagrangian submanifolds of complex space forms (see [16, 17]).

From now on, we always work on the open dense subset introduced in Lemma 4.2, We denote by $\widehat{\Gamma}_{i j}^{k}$ (respectively, $\left.\widehat{\omega}_{j}^{k}\left(e_{i}\right)\right)$ the Christoffel symbols (respectively, the connection forms) according to the Levi-Civita connection of the affine metric.

Since $M^{4}$ is of type $1, a_{3} \neq 0 \neq b_{3}$. Note that if $a_{1}=a_{2}=b_{1}=b_{2}=0$, we can change the frame to make it of type 3 (cf. [20]). So, this case is excluded here. Hence, there are two cases to consider (if necessary) after interchanging distributions: (i) $a_{1}^{2}+a_{2}^{2} \neq 0 \neq b_{1}^{2}+b_{2}^{2}$ on an open set or (ii) $a_{1}^{2}+a_{2}^{2}=0$ and $b_{1}^{2}+b_{2}^{2} \neq 0$ on an open set. We call the first case type (1i) and it is the case that will be considered in detail in the remainer of this paper. Using the fact that $\mathcal{C}$ is totally symmetric, we have the following Levi-Civita connections for the case (i) by a tedious, long and straightforward computations:

$$
\begin{aligned}
& \widehat{\nabla}_{e_{1}} e_{1}=\frac{a_{1} d_{2}-a_{2} d_{3}}{b_{3}} e_{2}+c_{3} e_{3}+c_{2} e_{4}, \\
& \widehat{\nabla}_{e_{1}} e_{2}=\frac{-a_{1} d_{2}+a_{2} d_{3}}{b_{3}} e_{1}, \\
& \widehat{\nabla}_{e_{1}} e_{3}=-c_{3} e_{1}-\frac{b_{3} c_{2}}{a_{3}} e_{4}, \\
& \widehat{\nabla}_{e_{1}} e_{4}=-c_{2} e_{1}+\frac{b_{3} c_{2}}{a_{3}} e_{3}, \\
& \widehat{\nabla}_{e_{2}} e_{1}=\frac{a_{3}\left(b_{3} \kappa+c_{3}\right)-b_{1} c_{3}-b_{2} c_{2}}{b_{3}} e_{2}, \\
& \widehat{\nabla}_{e_{2}} e_{2}=\frac{-a_{3}\left(b_{3} \kappa+c_{3}\right)+b_{1} c_{3}+b_{2} c_{2}}{b_{3}} e_{1}+c_{3} e_{3}+c_{2} e_{4}, \\
& \widehat{\nabla}_{e_{2}} e_{3}=-c_{3} e_{2}, \\
& \hat{\nabla}_{e_{2}} e_{4}=-c_{2} e_{2},
\end{aligned}
$$

$$
\begin{aligned}
& \widehat{\nabla}_{e_{3}} e_{1}=-\frac{a_{3} d_{2}}{b_{3}} e_{2}-d_{3} e_{3}, \\
& \widehat{\nabla}_{e_{3}} e_{2}=\frac{a_{3} d_{2}}{b_{3}} e_{1}-d_{2} e_{3}, \\
& \widehat{\nabla}_{e_{3}} e_{3}=d_{3} e_{1}+d_{2} e_{2}+\frac{b_{1} c_{2}-b_{2} c_{3}}{a_{3}} e_{4}, \\
& \widehat{\nabla}_{e_{3}} e_{4}=-\frac{b_{1} c_{2}-b_{2} c_{3}}{a_{3}} e_{3}, \\
& \widehat{\nabla}_{e_{4}} e_{1}=-d_{3} e_{4}, \\
& \widehat{\nabla}_{e_{4}} e_{2}=-d_{2} e_{4}, \\
& \widehat{\nabla}_{e_{4}} e_{3}=\frac{-a_{1} d_{3}-a_{2} d_{2}+b_{3}\left(d_{3}+a_{3} \kappa\right)}{a_{3}} e_{4}, \\
& \widehat{\nabla}_{e_{4}} e_{4}=d_{3} e_{1}+d_{2} e_{2}+\frac{a_{1} d_{3}+a_{2} d_{2}-b_{3}\left(d_{3}+a_{3} \kappa\right)}{a_{3}} e_{3},
\end{aligned}
$$

where $c_{2}, c_{3}, d_{2}, d_{3}$ and $\kappa$ are additional unknown functions and the coefficients $a_{3}, b_{3}, a_{2}$, $b_{2}, a_{1}$ and $b_{1}$ of the difference tensor satisfy respectively the following system of differential equations:

- For the function $a_{3}$, we have

$$
\begin{aligned}
& e_{1}\left(a_{3}\right)=-b_{3} c_{3}, \\
& e_{2}\left(a_{3}\right)=0, \\
& e_{3}\left(a_{3}\right)=-2 b_{2} c_{2}-2 b_{1} c_{3}-a_{2} d_{2}-a_{1} d_{3}+b_{3}\left(d_{3}+a_{3} \kappa\right), \\
& e_{4}\left(a_{3}\right)=b_{1} c_{2}-b_{2} c_{3} .
\end{aligned}
$$

- For the function $b_{3}$, we obtain

$$
\begin{aligned}
& e_{1}\left(b_{3}\right)=-b_{2} c_{2}-b_{1} c_{3}-2 a_{2} d_{2}-2 a_{1} d_{3}+a_{3}\left(c_{3}+b_{3} \kappa\right) \\
& e_{2}\left(b_{3}\right)=a_{1} d_{2}-a_{2} d_{3} \\
& e_{3}\left(b_{3}\right)=-a_{3} d_{3} \\
& e_{4}\left(b_{3}\right)=0
\end{aligned}
$$

- For the function $a_{2}$, we deduce

$$
\begin{aligned}
& e_{1}\left(a_{2}\right)=\frac{-a_{11} b_{3}+3 a_{2}\left(b_{1} c_{3}+b_{2} c_{2}-a_{3}\left(c_{3}+b_{3} \kappa\right)\right)}{b_{3}} \\
& e_{2}\left(a_{2}\right)=a_{22}-b_{2} c_{2}-\frac{a_{2}\left(-3 a_{1} d_{2}+3 a_{2} d_{3}+b_{3} d_{2}\right)}{b_{3}} \\
& e_{3}\left(a_{2}\right)=a_{2} c_{3}+\frac{3 a_{1} a_{3} d_{2}}{b_{3}} \\
& e_{4}\left(a_{2}\right)=a_{2} c_{2}
\end{aligned}
$$

- For the function $b_{2}$, we find

$$
\begin{aligned}
& e_{1}\left(b_{2}\right)=\frac{3 b_{1} b_{3} c_{2}}{a_{3}}+b_{2} d_{3} \\
& e_{2}\left(b_{2}\right)=b_{2} d_{2} \\
& e_{3}\left(b_{2}\right)=-b_{11}+\frac{3 b_{2}\left(a_{2} d_{2}+a_{1} d_{3}-b_{3}\left(d_{3}+a_{3} \kappa\right)\right)}{a_{3}}, \\
& e_{4}\left(b_{2}\right)=b_{22}-\frac{b_{2}\left(a_{3} c_{2}-3 b_{1} c_{2}+3 b_{2} c_{3}\right)}{a_{3}}-a_{2} d_{2} .
\end{aligned}
$$

- For the function $a_{1}$, we get

$$
\begin{aligned}
& e_{1}\left(a_{1}\right)=\frac{3 a_{1}\left(b_{2} c_{2}+\left(-a_{3}+b_{1}\right) c_{3}\right)}{b_{3}}-\left(a_{22}-b_{2} c_{2}+a_{2} d_{2}+2 a_{1} d_{3}+3 a_{1} a_{3} \kappa\right) \\
& e_{2}\left(a_{1}\right)=\frac{-a_{11} b_{3}+\left(3 a_{1}-2 b_{3}\right)\left(a_{1} d_{2}-a_{2} d_{3}\right)}{b_{3}} \\
& e_{3}\left(a_{1}\right)=a_{1} c_{3}-\frac{3 a_{2} a_{3} d_{2}}{b_{3}} \\
& e_{4}\left(a_{1}\right)=a_{1} c_{2}
\end{aligned}
$$

- For the function $b_{1}$, we obtain

$$
\begin{aligned}
& e_{1}\left(b_{1}\right)=-\frac{3 b_{2} b_{3} c_{2}}{a_{3}}+b_{1} d_{3}, \\
& e_{2}\left(b_{1}\right)=b_{1} d_{2}, \\
& e_{3}\left(b_{1}\right)=\frac{3 b_{1}\left(a_{2} d_{2}+\left(a_{1}-b_{3}\right) d_{3}\right)}{a_{3}}-\left(b_{22}+b_{2} c_{2}+2 b_{1} c_{3}-a_{2} d_{2}+3 b_{1} b_{3} \kappa\right), \\
& e_{4}\left(b_{1}\right)=-b_{11}+\frac{\left(2 a_{3}-3 b_{1}\right)\left(-b_{1} c_{2}+b_{2} c_{3}\right)}{a_{3}} .
\end{aligned}
$$

In the above, $a_{11}, a_{22}, b_{11}$ and $b_{22}$ are arbitrary functions defined additionally.
We now focus on the distributions $\mathcal{D}_{1}=\left\{e_{1}, e_{2}\right\}$ and $\mathcal{D}_{2}=\left\{e_{3}, e_{4}\right\}$. For this reason, we recall some notions about distributions (see 34 for the details). Let ( $M^{n}, h$ ) be a Riemannian manifold and $\hat{\nabla}$ be its Levi-Civita connection. Then, a subbundle $E \subset T M^{n}$ is called autoparallel if $\widehat{\nabla}_{X} Y \in E$ holds for all $X, Y \in E$, whereas a subbundle $E$ is called totally umbilical if there exists a vector field $H \in E^{\perp}$ such that $h\left(\widehat{\nabla}_{X} Y, Z\right)=$ $h(X, Y) h(H, Z)$ for all $X, Y \in E$ and $Z \in E^{\perp}$. Here, $H$ is said to be the mean curvature vector of $E$. If, moreover, $h\left(\widehat{\nabla}_{X} H, Z\right)=0$ holds, $E$ is called spherical.

From the formulas for the Levi-Civita connection, we deduce that both of the distributions $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ are integrable. Moreover, since one is also the orthogonal complement of the other one, their orthogonal complements are also integrable. Furthermore, we see that each subbundle with the mean curvature vector $c_{3} e_{3}+c_{2} e_{4}$ or $d_{3} e_{1}+d_{2} e_{2}$ is totally
umbilical in that case. In sense of Definition 3 of 33, this implies that $M^{4}$ is a TP net and in view of Proposition 4 of [33], the manifold has the structure of a twisted product.

In order to obtain a classification, we now have to consider the following subcases:

$$
\text { 1. } a_{1} \neq 0 \text { and } b_{1} \neq 0, \quad \text { 2. } a_{1} \neq 0 \text { and } b_{1}=0, \quad \text { 3. } a_{1}=b_{1}=0 .
$$

Suppose that $a_{1} \neq 0$ and $b_{1} \neq 0$. We first try to find coordinate vector fields. We know that $M^{4}$ is a twisted product. We try to take isothermal coordinates on each of the two components, i.e., we try to find isothermal coordinates which are linear combinations of respectively $e_{1}, e_{2}$ and $e_{3}, e_{4}$. Take $U \times V$, where $U \subset \mathbb{R}^{2}, V \subset \mathbb{R}^{2},\left(u_{1}, u_{2}\right) \in U$ and $\left(v_{1}, v_{2}\right) \in V$ in order to define the vector fields as follows:

$$
g_{1}=u_{1} e_{1}+u_{2} e_{2}, \quad g_{2}=-u_{2} e_{1}+u_{1} e_{2}, \quad g_{3}=v_{1} e_{3}+v_{2} e_{4}, \quad g_{4}=-v_{2} e_{3}+v_{1} e_{4},
$$

where

$$
\begin{array}{ll}
u_{1}=\frac{\rho_{2} \cos \left(\frac{1}{3} \arctan \left(\frac{a_{2}}{a_{1}}\right)\right)}{\sqrt{a_{1}^{2}+a_{2}^{2}}}, & u_{2}=\frac{\rho_{2} \sin \left(\frac{1}{3} \arctan \left(\frac{a_{2}}{a_{1}}\right)\right)}{\sqrt{a_{1}^{2}+a_{2}^{2}}}, \\
v_{1}=\frac{\rho_{1} \cos \left(\frac{1}{3} \arctan \left(\frac{b_{2}}{b_{1}}\right)\right)}{\sqrt{b_{1}^{2}+b_{2}^{2}}}, & v_{2}=\frac{\rho_{1} \sin \left(\frac{1}{3} \arctan \left(\frac{b_{2}}{b_{1}}\right)\right)}{\sqrt{b_{1}^{2}+b_{2}^{2}}}
\end{array}
$$

such that $\rho_{2}$ is a function depending only on the first component and $\rho_{1}$ is a function depending only on the second component. It follows now by a straightforward computation that

$$
\left[g_{1}, g_{3}\right]=\left[g_{1}, g_{4}\right]=\left[g_{2}, g_{3}\right]=\left[g_{2}, g_{4}\right]=0
$$

Moreover, $\left[g_{1}, g_{2}\right]$ and $\left[g_{3}, g_{4}\right]$ also vanish if and only if the functions $\rho_{1}$ and $\rho_{2}$ satisfy the following system of differential equations:

$$
\begin{aligned}
& e_{1}\left(\rho_{2}\right)=- \frac{2 \rho_{2}}{3\left(a_{1}^{2}+a_{2}^{2}\right) b_{3}}\left(a_{11} a_{2} b_{3}+a_{1} b_{3}\left(a_{22}-b_{2} c_{2}+a_{2} d_{2}\right)\right. \\
&+3 a_{1}^{2}\left(-b_{2} c_{2}+a_{3} c_{3}-b_{1} c_{3}+b_{3} d_{3}+a_{3} b_{3} \kappa\right) \\
&\left.+a_{2}^{2}\left(-3 b_{2} c_{2}-3 b_{1} c_{3}+b_{3} d_{3}+3 a_{3}\left(b_{3} \kappa+c_{3}\right)\right)\right) \\
& e_{2}\left(\rho_{2}\right)=\frac{2 \rho_{2}}{3\left(a_{1}^{2}+a_{2}^{2}\right) b_{3}}\left(3 a_{1}^{3} d_{2}-3 a_{1}^{2}\left(b_{3} d_{2}+a_{2} d_{3}\right)-a_{2}\left(-a_{22} b_{3}+b_{2} b_{3} c_{2}+2 a_{2} b_{3} d_{2}+3 a_{2}^{2} d_{3}\right)\right. \\
&\left.+a_{1}\left(-a_{11} b_{3}+a_{2}\left(3 a_{2} d_{2}+2 b_{3} d_{3}\right)\right)\right) \\
& e_{3}\left(\rho_{1}\right)=- \frac{2 \rho_{1}}{3 a_{3}\left(b_{1}^{2}+b_{2}^{2}\right)}\left(-3\left(b_{1}^{2}+b_{2}^{2}\right)\left(a_{2} d_{2}+\left(a_{1}-b_{3}\right) d_{3}\right)\right. \\
&\left.+a_{3}\left(b_{11} b_{2}+b_{1}\left(b_{22}+b_{2} c_{2}-a_{2} d_{2}\right)+3 b_{1}^{2}\left(b_{3} \kappa+c_{3}\right)+b_{2}^{2}\left(3 b_{3} \kappa+c_{3}\right)\right)\right), \\
& e_{4}\left(\rho_{1}\right)=- \frac{2 \rho_{1}}{3 a_{3}\left(b_{1}^{2}+b_{2}^{2}\right)}\left(-3\left(b_{1}^{2}+b_{2}^{2}\right)\left(b_{1} c_{2}-b_{2} c_{3}\right)\right. \\
&\left.+a_{3}\left(3 b_{1}^{2} c_{2}+b_{1}\left(b_{11}-2 b_{2} c_{3}\right)+b_{2}\left(-b_{22}+2 b_{2} c_{2}+a_{2} d_{2}\right)\right)\right)
\end{aligned}
$$

Of course, we have to check if such functions $\rho_{1}$ and $\rho_{2}$ exist or not. In order to do so, we have to verify that the so called integrability conditions stated as

$$
e_{i}\left(e_{j}\left(\rho_{k}\right)\right)-e_{j}\left(e_{i}\left(\rho_{k}\right)\right)=\left(\widehat{\nabla}_{e_{i}} e_{j}-\hat{\nabla}_{e_{j}} e_{i}\right)\left(\rho_{k}\right)
$$

are satisfied. It can be easily verified by using the Gauss equations and by checking the integrability conditions for the other functions. We remark that the Gauss equation yields the following:

$$
\begin{aligned}
& e_{2}\left(c_{2}\right)= e_{2}\left(c_{3}\right)=0 \\
& e_{4}\left(d_{2}\right)= e_{4}\left(d_{3}\right)=0 \\
& e_{1}\left(c_{3}\right)=-\frac{b_{3}\left(a_{3}^{2}+c_{2}^{2}\right)}{a_{3}}, \\
& e_{1}\left(c_{2}\right)= \frac{b_{3} c_{2} c_{3}}{a_{3}}, \\
& e_{3}\left(d_{3}\right)=-\frac{a_{3}\left(b_{3}^{2}+d_{2}^{2}\right)}{b_{3}}, \\
& e_{3}\left(d_{2}\right)= \frac{a_{3} d_{2} d_{3}}{b_{3}}, \\
& e_{1}\left(d_{2}\right)= \frac{d_{3}\left(a_{2} d_{3}-a_{1} d_{2}\right)}{b_{3}}-a_{2} b_{3}+d_{2} d_{3}, \\
& e_{3}\left(c_{2}\right)=-\frac{c_{3}\left(b_{1} c_{2}-b_{2} c_{3}\right)}{a_{3}}-a_{3} b_{2}+c_{2} c_{3}, \\
& e_{4}\left(c_{3}\right)=-a_{3} b_{2}+c_{2} c_{3}-\frac{c_{2}\left(a_{2} d_{2}+a_{1} d_{3}-b_{3}\left(d_{3}+a_{3} \kappa\right)\right)}{a_{3}}, \\
& e_{2}\left(d_{3}\right)=-a_{2} b_{3}+d_{2} d_{3}-\frac{d_{2}\left(b_{2} c_{2}+b_{1} c_{3}-a_{3}\left(c_{3}+b_{3} \kappa\right)\right)}{b_{3}}, \\
& e_{3}\left(c_{3}\right)=-2 a_{3}^{2}-a_{3} b_{1}-a_{1} b_{3}-2 b_{3}^{2}+c_{3}^{2}+d_{3}^{2}+q_{1}+\epsilon, \\
& e_{1}\left(d_{3}\right)= \frac{b_{1} b_{3} c_{2}^{2}-b_{2} b_{3} c_{2} c_{3}+a_{1} a_{3} d_{2}^{2}-a_{2} a_{3} d_{2} d_{3}-a_{3} b_{3} q_{1}}{a_{3} b_{3}}, \\
& e_{2}\left(d_{2}\right)= 2 a_{1} b_{3}+\frac{b_{1} c_{2}^{2}-b_{2} c_{2} c_{3}+a_{3} d_{2}^{2}-a_{3} q_{1}}{a_{3}} \\
&+\frac{b_{3}^{3}+\left(b_{2} c_{2}-a_{3} c_{3}+b_{1} c_{3}\right) d_{3}-b_{3} d_{3}\left(d_{3}+a_{3} \kappa\right)}{b_{3}}, \\
& e_{4}\left(c_{2}\right)= \frac{1}{a_{3}}\left(-a_{3}^{3}+a_{3}^{2} b_{1}-a_{1} a_{3} b_{3}-2 a_{3} b_{3}^{2}+a_{3} c_{2}^{2}-b_{1} c_{2}^{2}+b_{2} c_{2} c_{3}+a_{2} c_{3} d_{2}\right. \\
&\left.+a_{1} c_{3} d_{3}-b_{3} c_{3} d_{3}+a_{3} d_{3}^{2}+a_{3} q_{1}+a_{3} \epsilon-a_{3} b_{3} c_{3} \kappa\right), \\
&
\end{aligned}
$$

where $q_{1}$ is an additional unknown function. We now denote $e_{i}(\kappa)$ by $\widetilde{\kappa}_{i}$. Then, it follows from the integrability conditions for $c_{3}$ and $d_{3}$ that
$\widetilde{\kappa}_{1}=\frac{1}{a_{3}^{2} b_{3}^{2}}\left(b_{3}\left(a_{1}+2 b_{3}\right) c_{2}\left(b_{1} c_{2}-b_{2} c_{3}\right)+a_{2}^{2} a_{3}\left(-b_{3}^{2}+d_{3}^{2}\right)\right.$

$$
\begin{aligned}
&+a_{2} a_{3} d_{2}\left(3 b_{2} c_{2}-3 a_{3} c_{3}+3 b_{1} c_{3}-2 a_{1} d_{3}+2 b_{3} d_{3}-a_{3} b_{3} \kappa\right) \\
&+a_{3}^{2}\left(b_{2} b_{3} c_{2} \kappa-a_{1} d_{3}\left(3 c_{3}+b_{3} \kappa\right)+b_{1} b_{3}\left(-b_{3}+c_{3} \kappa\right)\right) \\
&+a_{3}\left(a_{1}^{2} d_{2}^{2}+a_{1}\left(b_{3}^{3}+3\left(b_{2} c_{2}+b_{1} c_{3}\right) d_{3}-b_{3}\left(d_{2}^{2}+d_{3}^{2}+q_{1}\right)\right)\right. \\
&\left.+b_{3}\left(2 b_{3}^{3}-a_{11} d_{2}-a_{22} d_{3}+2 b_{2} c_{2} d_{3}+b_{1} c_{3} d_{3}-b_{3} \epsilon+b_{3}^{2} c_{3} \kappa\right)\right) \\
&\left.-a_{3}^{3} b_{3}\left(c_{3} \kappa+b_{3}\left(-2+\kappa^{2}\right)\right)\right), \\
& \widetilde{\kappa}_{2}=\frac{1}{a_{3}^{2} b_{3}^{2}}\left(3 a_{1}^{2} a_{3} d_{2} d_{3}-3 a_{2}^{2} a_{3} d_{2} d_{3}+a_{3} b_{3}\left(a_{22} d_{2}+b_{1} c_{3} d_{2}-a_{11} d_{3}\right)\right. \\
&+a_{1} a_{3}\left(-d_{2}\left(b_{2} c_{2}-a_{3} c_{3}+b_{1} c_{3}+3 b_{3} d_{3}\right)+a_{2}\left(b_{3}^{2}+3 d_{2}^{2}-3 d_{3}^{2}\right)\right) \\
&\left.+a_{2}\left(b_{3} c_{2}\left(b_{1} c_{2}-b_{2} c_{3}\right)-a_{3}^{2} c_{3} d_{3}+a_{3}\left(2 b_{3}^{3}+\left(b_{2} c_{2}+b_{1} c_{3}\right) d_{3}-b_{3}\left(d_{2}^{2}-2 d_{3}^{2}+q_{1}\right)\right)\right)\right), \\
& \widetilde{\kappa}_{3}=\frac{1}{a_{3}^{2} b_{3}^{2}}\left(2 a_{3}^{4} b_{3}+b_{3}\left(-b_{1} b_{2} c_{2} c_{3}+b_{2}^{2} c_{3}^{2}+3 a_{2} b_{2} c_{2} d_{2}+3 a_{2} b_{1} c_{3} d_{2}\right.\right. \\
&\left.+3\left(a_{1}-b_{3}\right)\left(b_{2} c_{2}+b_{1} c_{3}\right) d_{3}\right)+a_{3}^{3} b_{3}\left(-b_{1}+d_{3} \kappa\right) \\
& \quad-a_{3}^{2}\left(b_{1}^{2} b_{3}+b_{2}^{2} b_{3}+a_{1} b_{3}^{2}-2 b_{3}^{3}-2 a_{1} d_{2}^{2}+2 a_{2} d_{2} d_{3}+b_{3} \epsilon+b_{3}^{3} \kappa^{2}\right) \\
&+a_{3} b_{3}\left(-b_{11} c_{2}-b_{22} c_{3}+2 b_{2} c_{2} c_{3}+2 a_{2} c_{3} d_{2}-b_{3}\left(b_{2} c_{2}-a_{2} d_{2}+b_{3} d_{3}\right) \kappa\right. \\
&\left.\left.+a_{1}\left(-b_{1} b_{3}+d_{3}\left(c_{3}+b_{3} \kappa\right)\right)+b_{1}\left(-c_{2}^{2}+d_{3}^{2}+q_{1}+\epsilon-b_{3}\left(2 b_{3}+c_{3} \kappa\right)\right)\right)\right), \\
& \widetilde{\kappa}_{4}=\frac{1}{a_{3}^{2} b_{3}}\left(\left(b_{1} c_{2}-b_{2} c_{3}\right)\left(2 b_{2} c_{2}+3 b_{1} c_{3}-a_{2} d_{2}+b_{3} d_{3}\right)\right. \\
&+a_{1}\left(-a_{3} b_{2} b_{3}+a_{3} c_{2} d_{3}-b_{1} c_{2} d_{3}+b_{2} c_{3} d_{3}\right) \\
&\left.+a_{3}\left(b_{22} c_{2}-\left(b_{11}+3 b_{1} c_{2}\right) c_{3}+b_{2}\left(-2 b_{3}^{2}-c_{2}^{2}+3 c_{3}^{2}+d_{3}^{2}+q_{1}+\epsilon\right)\right)\right) .
\end{aligned}
$$

A long but straightforward computation shows that all the Gauss equations as well as the integrability conditions for the functions $a_{3}$ and $b_{3}$ are satisfied. The integrability conditions for the functions $a_{1}, b_{1}, a_{2}$ and $b_{2}$ give that

$$
\begin{aligned}
& e_{1}\left(a_{11}\right)= \frac{1}{a_{3} b_{3}^{2}}\left(-a_{2}^{2} a_{3} b_{3} d_{2} d_{3}+w_{1}+a_{2} b_{3}\left(3 b_{3} c_{2}\left(b_{1} c_{2}-b_{2} c_{3}\right)\right.\right. \\
& \quad+a_{3}\left(b_{3}^{3}+2 b_{3} d_{2}^{2}+4 a_{22} d_{3}-5 b_{2} c_{2} d_{3}-b_{1} c_{3} d_{3}+3 b_{3} d_{3}^{2}-3 b_{3} q_{1}\right) \\
&\left.+a_{3}^{2} d_{3}\left(c_{3}+b_{3} \kappa\right)\right) \\
&\left.\quad+a_{3} b_{3}\left(b_{3}\left(3 a_{22}-4 b_{2} c_{2}\right) d_{2}+4 a_{11}\left(b_{2} c_{2}+b_{1} c_{3}-b_{3} d_{3}-a_{3}\left(c_{3}+b_{3} \kappa\right)\right)\right)\right), \\
& e_{2}\left(a_{11}\right)= \frac{1}{a_{3} b_{3}^{2}}\left(-t_{1}+a_{2} a_{3}\left(-12 a_{1}^{2} d_{2} d_{3}\right.\right. \\
& \quad+a_{1} d_{2}\left(-12 b_{2} c_{2}-12 b_{1} c_{3}+11 b_{3} d_{3}+12 a_{3}\left(c_{3}+b_{3} \kappa\right)\right) \\
&\left.\left.\quad+b_{3}\left(-4 a_{11} d_{3}+d_{2}\left(-b_{2} c_{2}+a_{3} c_{3}-b_{1} c_{3}+b_{3} d_{3}+a_{3} b_{3} \kappa\right)\right)\right)\right) \\
& e_{3}\left(a_{11}\right)=\frac{1}{b_{3}^{2}}\left(2 b_{3}\left(a_{11} b_{3} c_{3}+2 a_{3}\left(a_{22}-b_{2} c_{2}\right) d_{2}\right)-3 a_{1}^{2} a_{3} d_{2} d_{3}+3 a_{2}^{2} a_{3} d_{2} d_{3}\right. \\
&+a_{2}\left(b_{3}\left(3 b_{1} c_{2}^{2}-3 b_{2} c_{2} c_{3}-2 b_{3} c_{3} d_{3}\right)\right. \\
&\left.+a_{3}\left(3\left(b_{2} c_{2}+b_{1} c_{3}\right) d_{3}+b_{3}\left(b_{3}^{2}+2 d_{2}^{2}-3\left(d_{3}^{2}+q_{1}\right)\right)\right)-3 a_{3}^{2} d_{3}\left(c_{3}+b_{3} \kappa\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
&+3 a_{1}\left(a_{2} a_{3}\left(3 b_{3}^{2}-3 d_{2}^{2}-d_{3}^{2}\right)+d_{2}\left(b_{3}^{2} c_{3}-a_{3}\left(b_{2} c_{2}+b_{1} c_{3}-2 b_{3} d_{3}\right)\right.\right. \\
&\left.\left.\left.+a_{3}^{2}\left(c_{3}+b_{3} \kappa\right)\right)\right)\right) \\
& e_{4}\left(a_{11}\right)=c_{2}\left(2 a_{11}+3 a_{1} d_{2}-2 a_{2} d_{3}\right), \\
& e_{1}\left(a_{22}\right)=\frac{1}{a_{3} b_{3}^{2}}\left(12 a_{2}^{3} a_{3} d_{2} d_{3}+t_{1}+a_{2}^{2} a_{3}\left(-7 b_{3}^{3}+12\left(\left(b_{2} c_{2}-a_{3} c_{3}+b_{1} c_{3}\right) d_{3}\right.\right.\right. \\
&\left.\left.+a_{1}\left(-d_{2}^{2}+d_{3}^{2}\right)\right)+b_{3}\left(6 d_{2}^{2}-d_{3}\left(5 d_{3}+12 a_{3} \kappa\right)\right)\right) \\
&+b_{3}\left(b_{3}^{2} c_{2}\left(3 b_{1} c_{2}+b_{2} c_{3}\right)+a_{3}\left(a_{11}\left(4 a_{1}-b_{3}\right) d_{2}+b_{2} c_{2}\left(-4 b_{2} c_{2}-4 b_{1} c_{3}+b_{3} d_{3}\right)\right)\right. \\
&\left.\left.+4 a_{3}^{2} b_{2} c_{2}\left(c_{3}+b_{3} \kappa\right)+4 a_{22} a_{3}\left(b_{2} c_{2}+b_{1} c_{3}-a_{3}\left(c_{3}+b_{3} \kappa\right)\right)\right)\right) \\
& e_{2}\left(a_{22}\right)=\frac{1}{a_{3} b_{3}^{2}}\left(w_{1}+a_{1} a_{3}\left(12 a_{2}^{2} d_{2} d_{3}\right.\right. \\
&+4 d_{2}\left(-3 a_{1}\left(b_{2} c_{2}-a_{3} c_{3}+b_{1} c_{3}+a_{1} d_{3}\right)+b_{3}\left(a_{22}-b_{2} c_{2}+3 a_{1}\left(d_{3}+a_{3} \kappa\right)\right)\right) \\
&+a_{2}\left(-8 b_{3}^{3}+12\left(-a_{1} d_{2}^{2}+b_{2} c_{2} d_{3}-a_{3} c_{3} d_{3}+b_{1} c_{3} d_{3}+a_{1} d_{3}^{2}\right)\right. \\
&\left.\left.\left.+b_{3}\left(5 d_{2}^{2}-6 d_{3}\left(d_{3}+2 a_{3} \kappa\right)\right)\right)\right)\right), \\
& e_{3}\left(a_{22}\right)=\frac{1}{a_{3} b_{3}^{2}}\left(3 a_{1}^{2} a_{3}^{2}\left(2 b_{3}^{2}-d_{2}^{2}\right)+3 a_{2}^{2} a_{3}^{2}\left(-b_{3}^{2}+2 d_{2}^{2}+d_{3}^{2}\right)\right. \\
&+a_{2} d_{2}\left(3 b_{2} b_{3}^{2} c_{2}-2 a_{3} b_{3}^{2} c_{3}+a_{3}^{2}\left(3 b_{2} c_{2}+3 b_{1} c_{3}+7 b_{3} d_{3}\right)-3 a_{3}^{3}\left(c_{3}+b_{3} \kappa\right)\right) \\
& \quad-3 a_{1}\left(a_{3} b_{3} c_{2}\left(-b_{1} c_{2}+b_{2} c_{3}\right)-b_{2} b_{3}^{2} c_{2} d_{3}\right. \\
&\left.\quad-a_{3}^{2}\left(b_{3}^{3}+\left(b_{2} c_{2}+b_{1} c_{3}+2 a_{2} d_{2}\right) d_{3}-b_{3}\left(d_{2}^{2}+d_{3}^{2}+q_{1}\right)\right)+a_{3}^{3} d_{3}\left(c_{3}+b_{3} \kappa\right)\right) \\
& \quad-b_{3}\left(a_{3}^{2}\left(b_{2}^{2} b_{3}+4 a_{11} d_{2}\right)+b_{2} b_{3}\left(b_{1} c_{2} c_{3}-b_{2} c_{3}^{2}+3 b_{3} c_{2} d_{3}\right)\right. \\
&\left.\left.+a_{3} b_{3}\left(-2 a_{22} c_{3}+c_{2}\left(b_{11}+b_{2} c_{3}+3 b_{2} b_{3} \kappa\right)\right)\right)\right), \\
& e_{3}\left(b_{11}\right)=\frac{1}{a_{3}^{2}}\left(z_{1}+a_{3}\left(4 b_{11}\left(a_{2} d_{2}+\left(a_{1}-b_{3}\right) d_{3}\right)+b_{2} c_{3}\left(4 b_{22}+2 b_{2} c_{2}-5 a_{2} d_{2}-a_{1} d_{3}+b_{3} d_{3}\right)\right.\right. \\
&\left.e_{2}\left(b_{11}\right)=\left(2 b_{1}^{2} c_{2}\left(c_{3}+b_{3} \kappa\right)+b_{1}\left(-4 b_{22} c_{2}+4 a_{2} c_{2} d_{2}+b_{2}\left(-8 c_{2}^{2}+6 c_{3}\left(c_{3}+2 b_{3} \kappa\right)\right)\right)\right)\right),
\end{aligned}
$$

$$
\begin{aligned}
& e_{4}\left(b_{11}\right)= \frac{1}{a_{3}^{2} b_{3}}\left(-x_{1}+a_{3} b_{3}\left(4\left(b_{22}-a_{2} d_{2}\right)\left(a_{2} d_{2}+a_{1} d_{3}-b_{3} d_{3}\right)\right.\right. \\
& \quad-b_{2}\left(4 b_{11} c_{3}+a_{2} c_{2} d_{2}+\left(a_{1}-b_{3}\right) c_{2} d_{3}\right) \\
&\left.\left.+b_{1} c_{2}\left(4 b_{11}+11 b_{2} c_{3}+12 b_{2} b_{3} \kappa\right)+b_{2}^{2}\left(6 c_{2}^{2}-5 c_{3}^{2}-12 b_{3} c_{3} \kappa\right)\right)\right), \\
& e_{1}\left(b_{22}\right)=\frac{1}{a_{3}^{2} b_{3}}\left(a_{2}^{2} a_{3}^{2}\left(-b_{3}^{2}+d_{3}^{2}\right)-a_{2} d_{2}\left(-3 b_{3}^{2}\left(b_{2} c_{2}+b_{1} c_{3}\right)\right.\right. \\
&\left.+a_{3}^{2}\left(-3 b_{2} c_{2}-3 b_{1} c_{3}+\left(a_{1}+b_{3}\right) d_{3}\right)+3 a_{3}^{3}\left(c_{3}+b_{3} \kappa\right)\right) \\
& \quad-b_{3}\left(3 a_{3}^{3} b_{1} b_{3}+a_{3}^{2}\left(-3 b_{1}^{2} b_{3}+3 b_{2}^{2} b_{3}+a_{11} d_{2}-2 b_{22} d_{3}+2 b_{2} c_{2} d_{3}\right)\right. \\
&+3 b_{3}\left(2 b_{1}^{2} c_{2}^{2}-2 b_{2}^{2} c_{2}^{2}-3 b_{1} b_{2} c_{2} c_{3}-b_{2}^{2} c_{3}^{2}+\left(-a_{1}+b_{3}\right)\left(b_{2} c_{2}+b_{1} c_{3}\right) d_{3}\right) \\
&+a_{3} b_{3}\left(3 a_{1} b_{1} b_{3}+c_{2}\left(4 b_{11}-7 b_{2} c_{3}+3 b_{2} b_{3} \kappa\right)\right. \\
&\left.\left.\left.+3 b_{1}\left(2 b_{3}^{2}+c_{2}^{2}-d_{3}^{2}-q_{1}-\epsilon+b_{3} c_{3} \kappa\right)\right)\right)\right), \\
& e_{2}\left(b_{22}\right)=\frac{1}{a_{3} b_{3}}\left(a_{3} b_{3}\left(a_{22}+2 b_{22}-3 b_{2} c_{2}\right) d_{2}+a_{1} a_{2} a_{3}\left(2 b_{3}^{2}+3 d_{2}^{2}\right)-3 a_{2}^{2} a_{3} d_{2} d_{3}\right. \\
&-a_{2}\left(b_{3} c_{2}\left(-b_{1} c_{2}+b_{2} c_{3}\right)-a_{3}\left(b_{3}^{3}+\left(b_{2} c_{2}+b_{1} c_{3}\right) d_{3}-b_{3}\left(2 d_{2}^{2}+d_{3}^{2}+q_{1}\right)\right)\right. \\
&\left.\left.+a_{3}^{2} d_{3}\left(c_{3}+b_{3} \kappa\right)\right)\right), \\
& e_{3}\left(b_{22}\right)=\frac{1}{a_{3}^{2} b_{3}}\left(12 b_{2} b_{3}\left(-b_{1} c_{2}+b_{2} c_{3}\right)\left(b_{2} c_{2}+b_{1} c_{3}+a_{2} d_{2}+a_{1} d_{3}-b_{3} d_{3}\right)\right. \\
&+a_{3}^{3}\left(-7 b_{2}^{2} b_{3}+d_{2}\left(3 a_{1} d_{2}+a_{2} d_{3}\right)\right)+x_{1} \\
&\left.+a_{3}^{2} b_{3}\left(-b_{11} c_{2}+b_{2} c_{2} c_{3}+a_{2} c_{3} d_{2}+b_{3}\left(-4 b_{22}+b_{2} c_{2}+4 a_{2} d_{2}\right) \kappa\right)\right), \\
& e_{4}\left(b_{22}\right)=\frac{1}{a_{3}^{2}}\left(5 a_{3}^{4} b_{2}-5 a_{3}^{3} b_{1} b_{2}-12 b_{1}\left(b_{1} c_{2}-b_{2} c_{3}\right)\left(b_{2} c_{2}+b_{1} c_{3}+a_{2} d_{2}+a_{1} d_{3}-b_{3} d_{3}\right)\right. \\
&+z_{1}+a_{3}^{2}\left(3 a_{1} b_{2} b_{3}-3 b_{22} c_{2}+4 a_{2} c_{2} d_{2}+4 b_{11}\left(c_{3}+b_{3} \kappa\right)\right. \\
&\left.\left.+b_{2}\left(-2 c_{2}^{2}-3\left(2 c_{3}^{2}+d_{3}^{2}+q_{1}+\epsilon\right)+b_{3}\left(6 b_{3}-c_{3} \kappa\right)\right)\right)\right),
\end{aligned}
$$

where $t_{1}, x_{1}, w_{1}$ and $z_{1}$ are additional unknown functions. It now follows that the integrability conditions for the functions $\rho_{1}$ and $\rho_{2}$ are also satisfied. Thus, $g_{1}, g_{2}, g_{3}$ and $g_{4}$ can be interpreted as coordinate vector fields. Moreover, using Proposition 1 of [33], we see that these vector fields are parallel vector fields for the underlying structure on the twisted product related to both components. Furthermore, using the formulas for the derivatives of the functions, it follows that

$$
\begin{array}{ll}
g_{1}\left(g_{3}\left(\ln \frac{u_{1}^{2}+u_{2}^{2}}{v_{1}^{2}+v_{2}^{2}}\right)\right)=0, & g_{1}\left(g_{4}\left(\ln \frac{u_{1}^{2}+u_{2}^{2}}{v_{1}^{2}+v_{2}^{2}}\right)\right)=0, \\
g_{2}\left(g_{3}\left(\ln \frac{u_{1}^{2}+u_{2}^{2}}{v_{1}^{2}+v_{2}^{2}}\right)\right)=0, & g_{2}\left(g_{4}\left(\ln \frac{u_{1}^{2}+u_{2}^{2}}{v_{1}^{2}+v_{2}^{2}}\right)\right)=0 .
\end{array}
$$

This implies that we can write $\sqrt{u_{1}^{2}+u_{2}^{2}}=\frac{e^{\kappa_{1}}}{\mu}$ and $\sqrt{v_{1}^{2}+v_{2}^{2}}=\frac{e^{\kappa_{2}}}{\mu}$, where $\kappa_{1}$ is a function depending only on the first component and $\kappa_{2}$ is a function depending only on the second
component. We also get that there exist functions $k_{1}, \ldots, k_{6}$ such that

$$
\begin{aligned}
& K\left(g_{1}, g_{1}\right)=\left(4 k_{1}+k_{3}\right) g_{1}+k_{2} g_{2}+k_{5} \frac{u_{1}^{2}+u_{2}^{2}}{v_{1}^{2}+v_{2}^{2}} g_{3}+k_{4} \frac{u_{1}^{2}+u_{2}^{2}}{v_{1}^{2}+v_{2}^{2}} g_{4}, \\
& K\left(g_{1}, g_{2}\right)=k_{2} g_{1}-k_{3} g_{2}, \\
& K\left(g_{1}, g_{3}\right)=k_{5} g_{1}+k_{1} g_{3}, \\
& K\left(g_{1}, g_{4}\right)=k_{4} g_{1}+k_{1} g_{4}, \\
& K\left(g_{2}, g_{2}\right)=-k_{3} g_{1}+3 k_{2} g_{2}+k_{5} \frac{u_{1}^{2}+u_{2}^{2}}{v_{1}^{2}+v_{2}^{2}} g_{3}+k_{4} \frac{u_{1}^{2}+u_{2}^{2}}{v_{1}^{2}+v_{2}^{2}} g_{4}, \\
& K\left(g_{2}, g_{3}\right)=k_{5} g_{2}+k_{2} g_{3}, \\
& K\left(g_{2}, g_{4}\right)=k_{4} g_{2}+k_{2} g_{4}, \\
& K\left(g_{3}, g_{3}\right)=k_{1} \frac{v_{1}^{2}+v_{2}^{2}}{u_{1}^{2}+u_{2}^{2}} g_{1}+k_{2} \frac{v_{1}^{2}+v_{2}^{2}}{u_{1}^{2}+u_{2}^{2}} g_{2}+\left(4 k_{5}+k_{6}\right) g_{3}+k_{4} g_{4}, \\
& K\left(g_{3}, g_{4}\right)=k_{4} g_{3}-k_{6} g_{4}, \\
& K\left(g_{4}, g_{4}\right)=k_{1} \frac{v_{1}^{2}+v_{2}^{2}}{u_{1}^{2}+u_{2}^{2}} g_{1}+k_{2} \frac{v_{1}^{2}+v_{2}^{2}}{u_{1}^{2}+u_{2}^{2}} g_{2}-k_{6} g_{3}+3 k_{4} g_{4} .
\end{aligned}
$$

Consequently, in order to complete the classification, it is now sufficient to check which twister spaces can be immersed as centroaffine hypersurfaces with cubic form as described above. In order to do so, we need to express everything in terms of the vector fields $g_{1}$, $g_{2}, g_{3}, g_{4}$ and the twistor metric. We start with $U \times V$, where $U \subset \mathbb{R}^{2}$ and $V \subset \mathbb{R}^{2}$ are equipped with its canonical metric. We can consider $g_{1}$ and $g_{2}$ (respectively, $g_{3}$ and $g_{4}$ ) as the standard basis on the first (respectively, second) component. The twistor metric is determined by the functions $\kappa_{1}, \kappa_{2}$ and $\mu$, where $\kappa_{1}$ is a function depending only on the first component and $\kappa_{2}$ is a function depending only on the second component. We point out that since each surface is conformally flat, this can be also considered as the twistor product of two surfaces with the same twistor function $\frac{1}{\mu}$. We emphasize that these surfaces correspond to equiaffine spheres (cf. [32]).

On the other hand, we note that the case (2) $a_{1} \neq 0$ and $b_{1}=0$ and the case (3) $a_{1}=0$ and $b_{1}=0$, using similar computations, lead to the same result.

Summarizing the previous computations, we have shown the following:
Theorem 4.3. Let $F: M^{4} \rightarrow \mathbb{R}^{5}$ be a $\delta^{\sharp}(2,2)$-ideal definite centroaffine hypersurface of type (1i). Then, we have locally

$$
M^{4}=\frac{1}{\mu}\left(M_{1}^{2} \times M_{2}^{2}\right)
$$

such that $M_{1}^{2} \subset \mathbb{R}^{3}$ is a surface with metric $\langle\cdot, \cdot\rangle=e^{2 \kappa_{1}}\left(d x_{1}^{2}+d x_{2}^{2}\right)$ and $M_{2}^{2} \subset \mathbb{R}^{3}$ is a surface with metric $\langle\cdot, \cdot\rangle=e^{2 \kappa_{2}}\left(d y_{1}^{2}+d y_{2}^{2}\right)$. Moreover, in terms of the standard basis
$\left\{\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}, \frac{\partial}{\partial y_{1}}, \frac{\partial}{\partial y_{2}}\right\}$, we have

$$
\begin{aligned}
& K\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{1}}\right)=\left(4 k_{1}+k_{3}\right) \frac{\partial}{\partial x_{1}}+k_{2} \frac{\partial}{\partial x_{2}}+k_{5} \frac{\lambda_{1}^{2}}{\lambda_{2}^{2}} \frac{\partial}{\partial y_{1}}+k_{4} \frac{\lambda_{1}^{2}}{\lambda_{2}^{2}} \frac{\partial}{\partial y_{2}}, \\
& K\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}\right)=k_{2} \frac{\partial}{\partial x_{1}}-k_{3} \frac{\partial}{\partial x_{2}}, \\
& K\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial y_{1}}\right)=k_{5} \frac{\partial}{\partial x_{1}}+k_{1} \frac{\partial}{\partial y_{1}}, \\
& K\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial y_{2}}\right)=k_{4} \frac{\partial}{\partial x_{1}}+k_{1} \frac{\partial}{\partial y_{2}}, \\
& K\left(\frac{\partial}{\partial x_{2}}, \frac{\partial}{\partial x_{2}}\right)=-k_{3} \frac{\partial}{\partial x_{1}}+3 k_{2} \frac{\partial}{\partial x_{2}}+k_{5} \frac{\lambda_{1}^{2}}{\lambda_{2}^{2}} \frac{\partial}{\partial y_{1}}+k_{4} \frac{\lambda_{1}^{2}}{\lambda_{2}^{2}} \frac{\partial}{\partial y_{2}}, \\
& K\left(\frac{\partial}{\partial x_{2}}, \frac{\partial}{\partial y_{1}}\right)=k_{5} \frac{\partial}{\partial x_{2}}+k_{2} \frac{\partial}{\partial y_{1}}, \\
& K\left(\frac{\partial}{\partial x_{2}}, \frac{\partial}{\partial y_{2}}\right)=k_{4} \frac{\partial}{\partial x_{2}}+k_{2} \frac{\partial}{\partial y_{2}}, \\
& K\left(\frac{\partial}{\partial y_{1}}, \frac{\partial}{\partial y_{1}}\right)=k_{1} \frac{\lambda_{2}^{2}}{\lambda_{1}^{2}} \frac{\partial}{\partial x_{1}}+k_{2} \frac{\lambda_{2}^{2}}{\lambda_{1}^{2}} \frac{\partial}{\partial x_{2}}+\left(4 k_{5}+k_{6}\right) \frac{\partial}{\partial y_{1}}+k_{4} \frac{\partial}{\partial y_{2}}, \\
& K\left(\frac{\partial}{\partial y_{1}}, \frac{\partial}{\partial y_{2}}\right)=k_{4} \frac{\partial}{\partial y_{1}}-k_{6} \frac{\partial}{\partial y_{2}}, \\
& K\left(\frac{\partial}{\partial y_{2}}, \frac{\partial}{\partial y_{2}}\right)=k_{1} \frac{\lambda_{2}^{2}}{\lambda_{1}^{2}} \frac{\partial}{\partial x_{1}}+k_{2} \frac{\lambda_{2}^{2}}{\lambda_{1}^{2}} \frac{\partial}{\partial x_{2}}-k_{6} \frac{\partial}{\partial y_{1}}+3 k_{4} \frac{\partial}{\partial y_{2}},
\end{aligned}
$$

where $\lambda_{1}=\frac{e^{\kappa_{1}}}{\mu}$ and $\lambda_{2}=\frac{e^{\kappa_{2}}}{\mu}$.
We emphasize that any $M^{4}$ constructed in this theorem is a $\delta^{\sharp}(2,2)$-ideal definite centroaffine hypersurface of type (1i) in $\mathbb{R}^{5}$.

In the following, "," used after the index in the expressions $k_{i}, \kappa_{j}, n_{11}$ and $r_{11}$ shows that partial derivative(s) is (are) taken, where $i=1, \ldots, 6$ and $j=1,2$.

Lemma 4.4. If $M^{4}$ is as described in Theorem 4.3, then there exist constants $C_{1}, C_{2}$ and $C$ such that

$$
\begin{align*}
\left(k_{1}+k_{3}\right) e^{2 \kappa_{1}} & =C_{1},  \tag{4.5}\\
\left(k_{5}+k_{6}\right) e^{2 \kappa_{2}} & =C_{2},  \tag{4.6}\\
2 C_{1}^{2} e^{-6 \kappa_{1}}+\left(\kappa_{1, x_{1} x_{1}}+\kappa_{1, x_{2} x_{2}}\right) e^{-2 \kappa_{1}} & =C,  \tag{4.7}\\
2 C_{2}^{2} e^{-6 \kappa_{2}}+\left(\kappa_{2, y_{1} y_{1}}+\kappa_{2, y_{2} y_{2}}\right) e^{-2 \kappa_{2}} & =-C . \tag{4.8}
\end{align*}
$$

Moreover, we have the following system of differential equations:

$$
k_{1, x_{1}}=\frac{e^{2 \kappa_{1}} n_{11}+k_{1} \kappa_{1, x_{1}} \mu-k_{2} \kappa_{1, x_{2}} \mu-\left(2 k_{1}+C_{1} e^{-2 \kappa_{1}}\right) \mu_{x_{1}}}{\mu}
$$

$$
\begin{aligned}
& k_{1, x_{2}}=\frac{k_{2} \kappa_{1, x_{1}} \mu+k_{1} \kappa_{1, x_{2}} \mu-k_{2} \mu_{x_{1}}+\left(-k_{1}+C_{1} e^{-2 \kappa_{1}}\right) \mu_{x_{2}}}{\mu}, \\
& k_{1, y_{1}}=-\frac{\left(k_{5} \mu_{x_{1}}+k_{1} \mu_{y_{1}}\right)}{\mu}, \\
& k_{1, y_{2}}=-\frac{\left(k_{4} \mu_{x_{1}}+k_{1} \mu_{y_{2}}\right)}{\mu}, \\
& k_{2, x_{1}}=\frac{k_{2} \kappa_{1, x_{1}} \mu+k_{1} \kappa_{1, x_{2}} \mu-k_{2} \mu_{x_{1}}+\left(-k_{1}+C_{1} e^{-2 \kappa_{1}}\right) \mu_{x_{2}}}{\mu}, \\
& k_{2, x_{2}}=\frac{e^{2 \kappa_{1}} n_{11}-k_{1} \kappa_{1, x_{1}} \mu+k_{2} \kappa_{1, x_{2}} \mu+C_{1} e^{-2 \kappa_{1}} \mu_{x_{1}}-2 k_{2} \mu_{x_{2}}}{\mu}, \\
& k_{2, y_{1}}=-\frac{\left(k_{5} \mu_{x_{2}}+k_{2} \mu_{y_{1}}\right)}{\mu}, \\
& k_{2, y_{2}}=-\frac{\left(k_{4} \mu_{x_{2}}+k_{2} \mu_{y_{2}}\right)}{\mu}, \\
& k_{3, x_{1}}=\frac{-k_{1} \kappa_{1, x_{1}} \mu-2 C_{1} e^{-2 \kappa_{1}} \kappa_{1, x_{1}} \mu+k_{2} \kappa_{1, x_{2}} \mu-e^{2 \kappa_{1}} n_{11}+\left(2 k_{1}+C_{1} e^{-2 \kappa_{1}}\right) \mu_{x_{1}}}{\mu}, \\
& k_{3, x_{2}}=-\frac{k_{2} \kappa_{1, x_{1}} \mu+k_{1} \kappa_{1, x_{2}} \mu-k_{2} \mu_{x_{1}}-k_{1} \mu_{x_{2}}+C_{1} e^{-2 \kappa_{1}}\left(2 \kappa_{1, x_{2}} \mu+\mu_{x_{2}}\right)}{\mu}, \\
& k_{3, y_{1}}=\frac{k_{5} \mu_{x_{1}}+k_{1} \mu_{y_{1}}}{\mu}, \\
& k_{3, y_{2}}=\frac{k_{4} \mu_{x_{1}}+k_{1} \mu_{y_{2}}}{\mu}, \\
& k_{4, x_{1}}=-\frac{\left(k_{4} \mu_{x_{1}}+k_{1} \mu_{y_{2}}\right)}{\mu}, \\
& k_{4, x_{2}}=-\frac{\left(k_{4} \mu_{x_{2}}+k_{2} \mu_{y_{2}}\right)}{\mu}, \\
& k_{4, y_{1}}=\frac{k_{4} \kappa_{2, y_{1}} \mu+k_{5} \kappa_{2, y_{2}} \mu-k_{4} \mu_{y_{1}}+\left(-k_{5}+C_{2} e^{-2 \kappa_{2}}\right) \mu_{y_{2}}}{\mu}, \\
& k_{4, y_{2}}=\frac{e^{2 \kappa_{2}} n_{11}-k_{5} \kappa_{2, y_{1}} \mu+k_{4} \kappa_{2, y_{2}} \mu+C_{2} e^{-2 \kappa_{2}} \mu_{y_{1}}-2 k_{4} \mu_{y_{2}}}{\mu}, \\
& k_{5, x_{1}}=-\frac{\left(k_{5} \mu_{x_{1}}+k_{1} \mu_{y_{1}}\right)}{\mu}, \\
& k_{5, x_{2}}=-\frac{\left(k_{5} \mu_{x_{2}}+k_{2} \mu_{y_{1}}\right)}{\mu}, \\
& k_{5, y_{1}}=\frac{e^{2 \kappa_{2}} n_{11}+k_{5} \kappa_{2, y_{1}} \mu-k_{4} \kappa_{2, y_{2}} \mu-\left(2 k_{5}+C_{2} e^{-2 \kappa_{2}}\right) \mu_{y_{1}}}{\mu}, \\
& k_{5, y_{2}}=\frac{k_{4} \kappa_{2, y_{1}} \mu+k_{5} \kappa_{2, y_{2}} \mu-k_{4} \mu_{y_{1}}+\left(-k_{5}+C_{2} e^{-2 \kappa_{2}}\right) \mu_{y_{2}}}{\mu}, \\
& k_{6, x_{1}}=\frac{k_{5} \mu_{x_{1}}+k_{1} \mu_{y_{1}}}{\mu}, \\
& k_{6, x_{2}}=\frac{k_{5} \mu_{x_{2}}+k_{2} \mu_{y_{1}}}{\mu},
\end{aligned}
$$

$$
\begin{aligned}
& k_{6, y_{1}}=\frac{-k_{5} \kappa_{2, y_{1}} \mu-2 C_{2} e^{-2 \kappa_{2}} \kappa_{2, y_{1}} \mu+k_{4} \kappa_{2, y_{2}} \mu-e^{2 \kappa_{2}} n_{11}+\left(2 k_{5}+C_{2} e^{-2 \kappa_{2}}\right) \mu_{y_{1}}}{\mu}, \\
& k_{6, y_{2}}=-\frac{k_{4} \kappa_{2, y_{1}} \mu+k_{5} \kappa_{2, y_{2}} \mu-k_{4} \mu_{y_{1}}-k_{5} \mu_{y_{2}}+C_{2} e^{-2 \kappa_{2}}\left(2 \kappa_{2, y_{2}} \mu+\mu_{y_{2}}\right)}{\mu},
\end{aligned}
$$

where $n_{11}$ is expressed by

$$
n_{11}=-e^{-2 \kappa_{1}} d_{11}+e^{-2 \kappa_{1}} k_{1} \kappa_{1, x_{1}} \mu-e^{-2 \kappa_{1}} k_{2} \kappa_{1, x_{2}} \mu+e^{-2 \kappa_{1}}\left(3 k_{1}+k_{3}\right) \mu_{x_{1}}+2 e^{-2 \kappa_{1}} k_{2} \mu_{x_{2}}
$$

or

$$
n_{11}=-e^{-2 \kappa_{2}} m_{11}+e^{-2 \kappa_{2}} k_{5} \kappa_{2, y_{1}} \mu-e^{-2 \kappa_{2}} k_{4} \kappa_{2, y_{2}} \mu+e^{-2 \kappa_{2}}\left(3 k_{5}+k_{6}\right) \mu_{y_{1}}+2 e^{-2 \kappa_{2}} k_{4} \mu_{y_{2}}
$$

such that $d_{11}$ and $m_{11}$ are functions.
Remark 4.5. Because of equations (4.5)-(4.8) and the paper 32, $M_{1}^{2}$ and $M_{2}^{2}$ correspond to equiaffine spheres.

It can be easily verified that

$$
\begin{aligned}
n_{11, x_{1}}= & \frac{e^{-2\left(\kappa_{1}+\kappa_{2}\right)}}{2 \mu}\left(k_{1} e^{2 \kappa_{2}}\left(\left(k_{1}^{2}+k_{2}^{2}\right) \mu^{2}+e^{2 \kappa_{1}}\left(-\epsilon+C \mu^{2}\right)-\mu_{x_{1}}^{2}-\mu_{x_{2}}^{2}\right)\right. \\
& \left.\quad+k_{1} e^{2 \kappa_{1}}\left(\left(k_{4}^{2}+k_{5}^{2}\right) \mu^{2}-\mu_{y_{1}}^{2}-\mu_{y_{2}}^{2}\right)\right), \\
n_{11, x_{2}=}= & \frac{e^{-2\left(\kappa_{1}+\kappa_{2}\right)}}{2 \mu}\left(k_{2} e^{2 \kappa_{2}}\left(\left(k_{1}^{2}+k_{2}^{2}\right) \mu^{2}+e^{2 \kappa_{1}}\left(-\epsilon+C \mu^{2}\right)-\mu_{x_{1}}^{2}-\mu_{x_{2}}^{2}\right)\right. \\
& \left.\quad+k_{2} e^{2 \kappa_{1}}\left(\left(k_{4}^{2}+k_{5}^{2}\right) \mu^{2}-\mu_{y_{1}}^{2}-\mu_{y_{2}}^{2}\right)\right), \\
n_{11, y_{1}=}= & \frac{e^{-2\left(\kappa_{1}+\kappa_{2}\right)}}{2 \mu}\left(-k_{5} e^{2 \kappa_{2}}\left(-\left(k_{1}^{2}+k_{2}^{2}\right) \mu^{2}+e^{2 \kappa_{1}}\left(\epsilon+C \mu^{2}\right)+\mu_{x_{1}}^{2}+\mu_{x_{2}}^{2}\right)\right. \\
& \left.\quad+k_{5} e^{2 \kappa_{1}}\left(\left(k_{4}^{2}+k_{5}^{2}\right) \mu^{2}-\mu_{y_{1}}^{2}-\mu_{y_{2}}^{2}\right)\right), \\
n_{11, y_{2}}= & \frac{e^{-2\left(\kappa_{1}+\kappa_{2}\right)}}{2 \mu}\left(-k_{4} e^{2 \kappa_{2}}\left(-\left(k_{1}^{2}+k_{2}^{2}\right) \mu^{2}+e^{2 \kappa_{1}}\left(\epsilon+C \mu^{2}\right)+\mu_{x_{1}}^{2}+\mu_{x_{2}}^{2}\right)\right. \\
& \left.+k_{4} e^{2 \kappa_{1}}\left(\left(k_{4}^{2}+k_{5}^{2}\right) \mu^{2}-\mu_{y_{1}}^{2}-\mu_{y_{2}}^{2}\right)\right) .
\end{aligned}
$$

We can write

$$
\begin{array}{ll}
n_{11, x_{1}}=k_{1}\left(\frac{C \mu}{2}+r_{11}\right), & n_{11, x_{2}}=k_{2}\left(\frac{C \mu}{2}+r_{11}\right), \\
n_{11, y_{1}}=k_{5}\left(-\frac{C \mu}{2}+r_{11}\right), & n_{11, y_{2}}=k_{4}\left(-\frac{C \mu}{2}+r_{11}\right),
\end{array}
$$

where

$$
\begin{aligned}
r_{11}= & \frac{e^{-2\left(\kappa_{1}+\kappa_{2}\right)}}{2 \mu}\left(e^{2 \kappa_{2}}\left(\left(k_{1}^{2}+k_{2}^{2}\right) \mu^{2}+e^{2 \kappa_{1}}(-\epsilon)-\mu_{x_{1}}^{2}-\mu_{x_{2}}^{2}\right)\right. \\
& \left.+e^{2 \kappa_{1}}\left(\left(k_{4}^{2}+k_{5}^{2}\right) \mu^{2}-\mu_{y_{1}}^{2}-\mu_{y_{2}}^{2}\right)\right) .
\end{aligned}
$$

Moreover, it can be easily seen that

$$
\begin{array}{ll}
r_{11, x_{1}}=k_{1} n_{11}-\frac{1}{2} C \mu_{x_{1}}, & r_{11, x_{2}}=k_{2} n_{11}-\frac{1}{2} C \mu_{x_{2}}, \\
r_{11, y_{1}}=k_{5} n_{11}+\frac{1}{2} C \mu_{y_{1}}, & r_{11, y_{2}}=k_{4} n_{11}+\frac{1}{2} C \mu_{y_{2}} .
\end{array}
$$

On the other hand, a straightforward computation yields

$$
\begin{aligned}
& \mu_{x_{1} x_{1}}=\frac{1}{2 \mu} e^{-2\left(\kappa_{1}+\kappa_{2}\right)}\left(-2 k_{1} C_{1} e^{2 \kappa_{2}} \mu^{2}\right. \\
&+e^{2\left(\kappa_{1}+\kappa_{2}\right)}\left(-\left(3 k_{1}^{2}+k_{2}^{2}\right) \mu^{2}+2 \kappa_{1, x_{1}} \mu \mu_{x_{1}}+\mu_{x_{1}}^{2}-2 \kappa_{1, x_{2}} \mu \mu_{x_{2}}+\mu_{x_{2}}^{2}\right) \\
&\left.+e^{4 \kappa_{1}}\left(-\left(k_{4}^{2}+k_{5}^{2}\right) \mu^{2}+e^{2 \kappa_{2}}\left(\epsilon+C \mu^{2}\right)+\mu_{y_{1}}^{2}+\mu_{y_{2}}^{2}\right)\right), \\
& \mu_{x_{1} x_{2}}= k_{2}\left(-k_{1}+C_{1} e^{-2 \kappa_{1}}\right) \mu+\kappa_{1, x_{2}} \mu_{x_{1}}+\kappa_{1, x_{1}} \mu_{x_{2}}, \\
& \mu_{x_{1} y_{1}=}=- k_{1} k_{5} \mu \\
& \mu_{x_{1} y_{2}=}=-k_{1} k_{4} \mu, \\
& \mu_{x_{2} x_{2}=}=\frac{1}{2 \mu} e^{-2\left(\kappa_{1}+\kappa_{2}\right)}\left(2 k_{1} C_{1} e^{2 \kappa_{2}} \mu^{2}\right. \\
&+e^{2\left(\kappa_{1}+\kappa_{2}\right)}\left(-\left(k_{1}^{2}+3 k_{2}^{2}\right) \mu^{2}-2 \kappa_{1, x_{1}} \mu \mu_{x_{1}}+\mu_{x_{1}}^{2}+2 \kappa_{1, x_{2}} \mu \mu_{x_{2}}+\mu_{x_{2}}^{2}\right) \\
&\left.+e^{4 \kappa_{1}}\left(-\left(k_{4}^{2}+k_{5}^{2}\right) \mu^{2}+e^{2 \kappa_{2}}\left(\epsilon+C \mu^{2}\right)+\mu_{y_{1}}^{2}+\mu_{y_{2}}^{2}\right)\right), \\
& \mu_{x_{2} y_{1}=}=- k_{2} k_{5} \mu, \\
& \mu_{x_{2} y_{2}}=- k_{2} k_{4} \mu, \\
& \mu_{y_{1} y_{1}}=\frac{1}{2 \mu} e^{-2\left(\kappa_{1}+\kappa_{2}\right)}\left(-2 k_{5} C_{2} e^{2 \kappa_{1}} \mu^{2}\right. \\
&+e^{4 \kappa_{2}}\left(-\left(k_{1}^{2}+k_{2}^{2}\right) \mu^{2}+e^{2 \kappa_{1}}\left(\epsilon-C \mu^{2}\right)+\mu_{x_{1}}^{2}+\mu_{x_{2}}^{2}\right) \\
&\left.+e^{2\left(\kappa_{1}+\kappa_{2}\right)}\left(-\left(k_{4}^{2}+3 k_{5}^{2}\right) \mu^{2}+2 \kappa_{2, y_{1}} \mu \mu_{y_{1}}+\mu_{y_{1}}^{2}-2 \kappa_{2, y_{2}} \mu \mu_{y_{2}}+\mu_{y_{2}}^{2}\right)\right), \\
& \mu_{y_{1} y_{2}=}=k_{4}\left(-k_{5}+C_{2} e^{-2 \kappa_{2}}\right) \mu+\kappa_{2, y_{2}} \mu_{y_{1}}+\kappa_{2, y_{1}} \mu_{y_{2}}, \\
& \mu_{y_{2} y_{2}=}=\frac{1}{2 \mu} e^{-2\left(\kappa_{1}+\kappa_{2}\right)}\left(2 k_{5} C_{2} e^{2 \kappa_{1}} \mu^{2}+e^{4 \kappa_{2}}\left(-\left(k_{1}^{2}+k_{2}^{2}\right) \mu^{2}+e^{2 \kappa_{1}}\left(\epsilon-C \mu^{2}\right)+\mu_{x_{1}}^{2}+\mu_{x_{2}}^{2}\right)\right. \\
&\left.+e^{2\left(\kappa_{1}+\kappa_{2}\right)}\left(-\left(3 k_{4}^{2}+k_{5}^{2}\right) \mu^{2}-2 \kappa_{2, y_{1}} \mu \mu_{y_{1}}+\mu_{y_{1}}^{2}+2 \kappa_{2, y_{2}} \mu \mu_{y_{2}}+\mu_{y_{2}}^{2}\right)\right) .
\end{aligned}
$$

We now define

$$
\begin{aligned}
& \mathfrak{f}_{1}=e^{-2 \kappa_{1}}\left(k_{1} \mu-\mu_{x_{1}}\right)\left(k_{1} \mu+\mu_{x_{1}}\right), \\
& \mathfrak{f}_{2}=e^{-2 \kappa_{1}}\left(k_{2} \mu-\mu_{x_{2}}\right)\left(k_{2} \mu+\mu_{x_{2}}\right), \\
& \mathfrak{f}_{3}=\left(n_{11}-r_{11}+\frac{1}{2} C \mu\right)\left(k_{1} \mu-\mu_{x_{1}}\right), \\
& \mathfrak{f}_{4}=e^{-2 \kappa_{1}}\left(k_{1} \mu-\mu_{x_{1}}\right)\left(k_{2} \mu+\mu_{x_{2}}\right), \\
& \mathfrak{f}_{5}=e^{-2 \kappa_{1}}\left(k_{2} \mu-\mu_{x_{2}}\right)\left(k_{1} \mu+\mu_{x_{1}}\right),
\end{aligned}
$$

$$
\begin{aligned}
\mathfrak{f}_{6} & =\left(n_{11}-r_{11}+\frac{1}{2} C \mu\right)\left(k_{2} \mu-\mu_{x_{2}}\right), \\
\mathfrak{f}_{7} & =e^{2 \kappa_{1}}\left(n_{11}-r_{11}+\frac{1}{2} C \mu\right)\left(n_{11}+r_{11}-\frac{1}{2} C \mu\right), \\
\mathfrak{f}_{8} & =\left(n_{11}+r_{11}-\frac{1}{2} C \mu\right)\left(k_{1} \mu+\mu_{x_{1}}\right), \\
\mathfrak{f}_{9} & =\left(n_{11}+r_{11}-\frac{1}{2} C \mu\right)\left(k_{2} \mu+\mu_{x_{2}}\right), \\
\mathfrak{g}_{1} & =e^{-2 \kappa_{2}}\left(k_{5} \mu-\mu_{y_{1}}\right)\left(k_{5} \mu+\mu_{y_{1}}\right), \\
\mathfrak{g}_{2} & =e^{-2 \kappa_{2}}\left(k_{4} \mu-\mu_{y_{2}}\right)\left(k_{4} \mu+\mu_{y_{2}}\right), \\
\mathfrak{g}_{3} & =\left(n_{11}-r_{11}-\frac{1}{2} C \mu\right)\left(k_{5} \mu-\mu_{y_{1}}\right), \\
\mathfrak{g}_{4} & =e^{-2 \kappa_{2}}\left(k_{5} \mu+\mu_{y_{1}}\right)\left(k_{4} \mu-\mu_{y_{2}}\right), \\
\mathfrak{g}_{5} & =e^{-2 \kappa_{2}}\left(k_{5} \mu-\mu_{y_{1}}\right)\left(k_{4} \mu+\mu_{y_{2}}\right), \\
\mathfrak{g}_{6} & =\left(n_{11}-r_{11}-\frac{1}{2} C \mu\right)\left(k_{4} \mu-\mu_{y_{2}}\right), \\
\mathfrak{g}_{7} & =e^{2 \kappa_{2}}\left(n_{11}-r_{11}-\frac{1}{2} C \mu\right)\left(n_{11}+r_{11}+\frac{1}{2} C \mu\right), \\
\mathfrak{g}_{8} & =\left(n_{11}+r_{11}+\frac{1}{2} C \mu\right)\left(k_{5} \mu+\mu_{y_{1}}\right), \\
\mathfrak{g}_{9} & =\left(n_{11}+r_{11}+\frac{1}{2} C \mu\right)\left(k_{4} \mu+\mu_{y_{2}}\right)
\end{aligned}
$$

such that

$$
\begin{aligned}
& k_{1}=\frac{e^{2 \kappa_{1}}\left(\mathfrak{f}_{3}\left(-2\left(n_{11}+r_{11}\right)+C \mu\right)-\mathfrak{f}_{8}\left(2 n_{11}-2 r_{11}+C \mu\right)\right)}{-4 \mu \mathfrak{f}_{7}}, \\
& k_{2}=\frac{e^{2 \kappa_{1}}\left(\mathfrak{f}_{6}\left(-2\left(n_{11}+r_{11}\right)+C \mu\right)-\mathfrak{f}_{9}\left(2 n_{11}-2 r_{11}+C \mu\right)\right)}{-4 \mu \mathfrak{f}_{7}}, \\
& k_{4}=\frac{e^{2 \kappa_{2}}\left(\mathfrak{g}_{9}\left(-2 n_{11}+2 r_{11}+C \mu\right)-\mathfrak{g}_{6}\left(2\left(n_{11}+r_{11}\right)+C \mu\right)\right)}{-4 \mu \mathfrak{g}_{7}}, \\
& k_{5}=\frac{e^{2 \kappa_{2}}\left(\mathfrak{g}_{8}\left(-2 n_{11}+2 r_{11}+C \mu\right)-\mathfrak{g}_{3}\left(2\left(n_{11}+r_{11}\right)+C \mu\right)\right)}{-4 \mu \mathfrak{g}_{7}}, \\
& \mu_{x_{1}}=\frac{e^{2 \kappa_{1}}\left(\mathfrak{f}_{8}\left(2 n_{11}-2 r_{11}+C \mu\right)-\mathfrak{f}_{3}\left(2\left(n_{11}+r_{11}\right)-C \mu\right)\right)}{4 \mathfrak{f}_{7}}, \\
& \mu_{x_{2}}=\frac{e^{2 \kappa_{1}}\left(\mathfrak{f}_{9}\left(2 n_{11}-2 r_{11}+C \mu\right)-\mathfrak{f}_{6}\left(2\left(n_{11}+r_{11}\right)-C \mu\right)\right)}{4 \mathfrak{f}_{7}}, \\
& \mu_{y_{1}}=\frac{e^{2 \kappa_{2}}\left(\mathfrak{g}_{3}\left(2\left(n_{11}+r_{11}\right)+C \mu\right)+\mathfrak{g}_{8}\left(-2 n_{11}+2 r_{11}+C \mu\right)\right)}{-4 \mathfrak{g}_{7}}, \\
& \mu_{y_{2}}=\frac{e^{2 \kappa_{2}}\left(\mathfrak{g}_{6}\left(2\left(n_{11}+r_{11}\right)+C \mu\right)+\mathfrak{g}_{9}\left(-2 n_{11}+2 r_{11}+C \mu\right)\right)}{-4 \mathfrak{g}_{7}} .
\end{aligned}
$$

We point out that whereas $\mathfrak{f}_{1}, \mathfrak{f}_{2}, \mathfrak{f}_{3}, \mathfrak{f}_{4}, \mathfrak{f}_{5}, \mathfrak{f}_{6}, \mathfrak{f}_{7}, \mathfrak{f}_{8}$ and $\mathfrak{f}_{9}$ depend only on $x_{1}$ and $x_{2} ; \mathfrak{g}_{1}$, $\mathfrak{g}_{2}, \mathfrak{g}_{3}, \mathfrak{g}_{4}, \mathfrak{g}_{5}, \mathfrak{g}_{6}, \mathfrak{g}_{7}, \mathfrak{g}_{8}$ and $\mathfrak{g}_{9}$ depend only on $y_{1}$ and $y_{2}$. Moreover, we define two maps $F_{1}$ and $F_{2}$ by

$$
\begin{align*}
\left.F_{1}: \begin{array}{rl}
M_{1}^{2} & \longrightarrow
\end{array} \begin{array}{lll}
N \\
\left(x_{1}, x_{2}\right) & \longmapsto\left(\begin{array}{lll}
\mathfrak{f}_{1} & \mathfrak{f}_{5} & \mathfrak{f}_{8} \\
\mathfrak{f}_{4} & \mathfrak{f}_{2} & \mathfrak{f}_{9} \\
\mathfrak{f}_{3} & \mathfrak{f}_{6} & \mathfrak{f}_{7}
\end{array}\right)
\end{array} . \begin{array}{l} 
\\
\end{array}\right)
\end{align*}
$$

and

$$
\begin{align*}
F_{2}: \quad M_{2}^{2} & \longrightarrow \\
\left(y_{1}, y_{2}\right) & \longmapsto\left(\begin{array}{lll}
\mathfrak{g}_{1} & \mathfrak{g}_{4} & \mathfrak{g}_{8} \\
\mathfrak{g}_{5} & \mathfrak{g}_{2} & \mathfrak{g}_{9} \\
\mathfrak{g}_{3} & \mathfrak{g}_{6} & \mathfrak{g}_{7}
\end{array}\right), \tag{4.10}
\end{align*}
$$

where $N \subset \mathbb{R}^{3 \times 3}$ is the space of $3 \times 3$ matrices of rank 1 over $\mathbb{R}$.
Note that $F_{1}$ is determined by

$$
\begin{aligned}
& \frac{\partial \mathfrak{f}_{1}}{\partial x_{1}}=\mathfrak{f}_{3}-\kappa_{1, x_{2}} \mathfrak{f}_{4}-\kappa_{1, x_{2}} \mathfrak{f}_{5}+\mathfrak{f}_{8}, \\
& \frac{\partial \mathfrak{f}_{1}}{\partial x_{2}}=\left(\kappa_{1, x_{1}}+C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{4}+\left(\kappa_{1, x_{1}}-C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{5}, \\
& \frac{\partial \mathfrak{f}_{2}}{\partial x_{1}}=\kappa_{1, x_{2}} \mathfrak{f}_{4}+\kappa_{1, x_{2}} \mathfrak{f}_{5}, \\
& \frac{\partial \mathfrak{f}_{2}}{\partial x_{2}}=-\left(\kappa_{1, x_{1}}+C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{4}-\left(\kappa_{1, x_{1}}-C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{5}+\mathfrak{f}_{6}+\mathfrak{f}_{9}, \\
& \frac{\partial \mathfrak{f}_{3}}{\partial x_{1}}=C e^{2 \kappa_{1}} \mathfrak{f}_{1}+\left(\kappa_{1, x_{1}}+C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{3}-\kappa_{1, x_{2}} \mathfrak{f}_{6}+\mathfrak{f}_{7}, \\
& \frac{\partial \mathfrak{f}_{3}}{\partial x_{2}}=\kappa_{1, x_{2}} \mathfrak{f}_{3}+C e^{2 \kappa_{1}} \mathfrak{f}_{4}+\left(\kappa_{1, x_{1}}-C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{6}, \\
& \frac{\partial \mathfrak{f}_{4}}{\partial x_{1}}=\kappa_{1, x_{2}} \mathfrak{f}_{1}-\kappa_{1, x_{2}} \mathfrak{f}_{2}+2 C_{1} e^{-2 \kappa_{1}} \mathfrak{f}_{4}+\mathfrak{f}_{9}, \\
& \frac{\partial \mathfrak{f}_{4}}{\partial x_{2}}=\left(-\kappa_{1, x_{1}}+C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{1}+\left(\kappa_{1, x_{1}}-C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{2}+\mathfrak{f}_{3}, \\
& \frac{\partial \mathfrak{f}_{5}}{\partial x_{1}}=\kappa_{1, x_{2}} \mathfrak{f}_{1}-\kappa_{1, x_{2} \mathfrak{f}_{2}-2 C_{1} e^{-2 \kappa_{1}} \mathfrak{f}_{5}+\mathfrak{f}_{6},}^{\frac{\partial \mathfrak{f}_{5}}{\partial x_{2}}=-\left(\kappa_{1, x_{1}}+C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{1}+\left(\kappa_{1, x_{1}}+C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{2}+\mathfrak{f}_{8},} \\
& \frac{\partial \mathfrak{f}_{6}}{\partial x_{1}}=\kappa_{1, x_{2} \mathfrak{f}_{3}+C e^{2 \kappa_{1}} \mathfrak{f}_{5}+\left(\kappa_{1, x_{1}}-C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{6},}^{\frac{\partial \mathfrak{f}_{6}}{\partial x_{2}}=C e^{2 \kappa_{1}} \mathfrak{f}_{2}-\left(\kappa_{1, x_{1}}+C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{3}+\kappa_{1, x_{2}} \mathfrak{f}_{6}+\mathfrak{f}_{7},}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\partial \mathfrak{f}_{7}}{\partial x_{1}}=C e^{2 \kappa_{1}} \mathfrak{f}_{3}+2 \kappa_{1, x_{1}} \mathfrak{f}_{7}+C e^{2 \kappa_{1}} \mathfrak{f}_{8} \\
& \frac{\partial \mathfrak{f}_{7}}{\partial x_{2}}=C e^{2 \kappa_{1}} \mathfrak{f}_{6}+2 \kappa_{1, x_{2}} \mathfrak{f}_{7}+C e^{2 \kappa_{1}} \mathfrak{f}_{9}, \\
& \frac{\partial \mathfrak{f}_{8}}{\partial x_{1}}=C e^{2 \kappa_{1}} \mathfrak{f}_{1}+\mathfrak{f}_{7}+\left(\kappa_{1, x_{1}}-C e_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{8}-\kappa_{1, x_{2}} \mathfrak{f}_{9}, \\
& \frac{\partial \mathfrak{f}_{8}}{\partial x_{2}}=C e^{2 \kappa_{1}} \mathfrak{f}_{5}+\kappa_{1, x_{2}} \mathfrak{f}_{8}+\left(\kappa_{1, x_{1}}+C e_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{9}, \\
& \frac{\partial \mathfrak{f}_{9}}{\partial x_{1}}=C e^{2 \kappa_{1}} \mathfrak{f}_{4}+\kappa_{1, x_{2}} \mathfrak{f}_{8}+\left(\kappa_{1, x_{1}}+C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{9}, \\
& \frac{\partial \mathfrak{f}_{9}}{\partial x_{2}}=C e^{2 \kappa_{1}} \mathfrak{f}_{2}+\mathfrak{f}_{7}+\left(-\kappa_{1, x_{1}}+C_{1} e^{-2 \kappa_{1}}\right) \mathfrak{f}_{8}+\kappa_{1, x_{2}} \mathfrak{f}_{9} .
\end{aligned}
$$

Furthermore, $F_{2}$ is determined by

$$
\begin{aligned}
& \frac{\partial \mathfrak{g}_{1}}{\partial y_{1}}=\mathfrak{g}_{3}-\kappa_{2, y_{2}} \mathfrak{g}_{4}-\kappa_{2, y_{2}} \mathfrak{g}_{5}+\mathfrak{g}_{8}, \\
& \frac{\partial \mathfrak{g}_{1}}{\partial y_{2}}=\left(\kappa_{2, y_{1}}-C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{4}+\left(\kappa_{2, y_{1}}+C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{5}, \\
& \frac{\partial \mathfrak{g}_{2}}{\partial y_{1}}=\kappa_{2, y_{2}} \mathfrak{g}_{4}+\kappa_{2, y_{2}} \mathfrak{g}_{5}, \\
& \frac{\partial \mathfrak{g}_{2}}{\partial y_{2}}=\left(-\kappa_{2, y_{1}}+C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{4}-\left(\kappa_{2, y_{1}}+C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{5}+\mathfrak{g}_{6}+\mathfrak{g}_{9}, \\
& \frac{\partial \mathfrak{g}_{3}}{\partial y_{1}}=-C e^{2 \kappa_{2}} \mathfrak{g}_{1}+\left(\kappa_{2, y_{1}}+C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{3}-\kappa_{2, y_{2}} \mathfrak{g}_{6}+\mathfrak{g}_{7}, \\
& \frac{\partial \mathfrak{g}_{3}}{\partial y_{2}}=\kappa_{2, y_{2}} \mathfrak{g}_{3}-C e^{2 \kappa_{2}} \mathfrak{g}_{5}+\left(\kappa_{2, y_{1}}-C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{6}, \\
& \frac{\partial \mathfrak{g}_{4}}{\partial y_{1}}=\kappa_{2, y_{2}} \mathfrak{g}_{1}-\kappa_{2, y_{2}} \mathfrak{g}_{2}-2 C_{2} e^{-2 \kappa_{2}} \mathfrak{g}_{4}+\mathfrak{g}_{6}, \\
& \frac{\partial \mathfrak{g}_{4}}{\partial y_{2}}=-\left(\kappa_{2, y_{1}}+C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{1}+\left(\kappa_{2, y_{1}}+C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{2}+\mathfrak{g}_{8}, \\
& \frac{\partial \mathfrak{g}_{5}}{\partial y_{1}}=\kappa_{2, y_{2}} \mathfrak{g}_{1}-\kappa_{2, y_{2}} \mathfrak{g}_{2}+2 C_{2} e^{-2 \kappa_{2}} \mathfrak{g}_{5}+\mathfrak{g}_{9}, \\
& \frac{\partial \mathfrak{g}_{5}}{\partial y_{2}}=\left(-\kappa_{2, y_{1}}+C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{1}+\left(\kappa_{2, y_{1}}-C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{2}+\mathfrak{g}_{3}, \\
& \frac{\partial \mathfrak{g}_{6}}{\partial y_{1}}=\kappa_{2, y_{2}} \mathfrak{g}_{3}-C e^{2 \kappa_{2}} \mathfrak{g}_{4}+\left(\kappa_{2, y_{1}}-C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{6}, \\
& \frac{\partial \mathfrak{g}_{6}}{\partial y_{2}}=-C e^{2 \kappa_{2}} \mathfrak{g}_{2}-\left(\kappa_{2, y_{1}}+C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{3}+\kappa_{2, y_{2}} \mathfrak{g}_{6}+\mathfrak{g}_{7}, \\
& \frac{\partial \mathfrak{g}_{7}}{\partial y_{1}}=-C e^{2 \kappa_{2}} \mathfrak{g}_{3}+2 \kappa_{2, y_{1}} \mathfrak{g}_{7}-C e^{2 \kappa_{2}} \mathfrak{g}_{8}, \\
& \frac{\partial \mathfrak{g}_{7}}{\partial y_{2}}=-C e^{2 \kappa_{2}} \mathfrak{g}_{6}+2 \kappa_{2, y_{2}} \mathfrak{g}_{7}-C e^{2 \kappa_{2}} \mathfrak{g}_{9}, \\
& \frac{\partial \mathfrak{g}_{8}}{\partial y_{1}}=-C e^{2 \kappa_{2} \mathfrak{g}_{1}+\mathfrak{g}_{7}+\left(\kappa_{2, y_{1}}-C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{8}-\kappa_{2, y_{2}} \mathfrak{g}_{9},}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\partial \mathfrak{g}_{8}}{\partial y_{2}}=-C e^{2 \kappa_{2}} \mathfrak{g}_{4}+\kappa_{2, y_{2}} \mathfrak{g}_{8}+\left(\kappa_{2, y_{1}}+C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{9}, \\
& \frac{\partial \mathfrak{g}_{9}}{\partial y_{1}}=-C e^{2 \kappa_{2}} \mathfrak{g}_{5}+\kappa_{2, y_{2}} \mathfrak{g}_{8}+\left(\kappa_{2, y_{1}}+C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{9}, \\
& \frac{\partial \mathfrak{g}_{9}}{\partial y_{2}}=-C e^{2 \kappa_{2}} \mathfrak{g}_{2}+\mathfrak{g}_{7}-\left(\kappa_{2, y_{1}}-C_{2} e^{-2 \kappa_{2}}\right) \mathfrak{g}_{8}+\kappa_{2, y_{2}} \mathfrak{g}_{9} .
\end{aligned}
$$

It is easy to check that these derivatives preserve the rank one conditions as well as the conditions

$$
-\mathfrak{f}_{7} e^{-2 \kappa_{1}}+C \mathfrak{f}_{1}+C \mathfrak{f}_{2}=D_{1}, \quad \mathfrak{g}_{7} e^{-2 \kappa_{2}}+C \mathfrak{g}_{1}+C \mathfrak{g}_{2}=D_{2},
$$

where $D_{1}+D_{2}-C \epsilon=0$. We point out that if we take the initial conditions in $N$, the solutions will remain in $N$.

Conversely, starting with two equiaffine spheres (see [32]) and 2 maps in the space of $3 \times 3$ matrices of rank 1 over $\mathbb{R}$ with suitable initial conditions, we obtain

$$
\begin{align*}
& \left(k_{1} \mu+\mu_{x_{1}}\right)^{2}+\left(k_{2} \mu+\mu_{x_{2}}\right)^{2}+e^{4 \kappa_{1}}\left(n_{11}-r_{11}+\frac{1}{2} C \mu\right)^{2} \\
= & \left(k_{1} \mu-\mu_{x_{1}}\right)^{2}+\left(k_{2} \mu-\mu_{x_{2}}\right)^{2}+e^{4 \kappa_{1}}\left(n_{11}+r_{11}-\frac{1}{2} C \mu\right)^{2} \tag{4.11}
\end{align*}
$$

and

$$
\begin{align*}
& \left(k_{5} \mu+\mu_{y_{1}}\right)^{2}+\left(k_{4} \mu+\mu_{y_{2}}\right)^{2}+e^{4 \kappa_{2}}\left(n_{11}-r_{11}-\frac{1}{2} C \mu\right)^{2} \\
= & \left(k_{5} \mu-\mu_{y_{1}}\right)^{2}+\left(k_{4} \mu-\mu_{y_{2}}\right)^{2}+e^{4 \kappa_{2}}\left(n_{11}+r_{11}+\frac{1}{2} C \mu\right)^{2} . \tag{4.12}
\end{align*}
$$

Applying the existence and uniqueness theorem gives an ideal definite $\delta^{\sharp}(2,2)$-immersion of type (1i). As a result, we have the following corollary:

Corollary 4.6. Let $F: M^{4} \rightarrow \mathbb{R}^{5}$ be a definite centroaffine hypersurface. It is $\delta^{\sharp}(2,2)$-ideal and of type (1i) if and only if

$$
M^{4}=\frac{1}{\mu}\left(M_{1}^{2} \times M_{2}^{2}\right),
$$

where $M_{1}^{2} \subset \mathbb{R}^{3}$ is a surface with metric $\langle\cdot, \cdot\rangle=e^{2 \kappa_{1}}\left(d x_{1}^{2}+d x_{2}^{2}\right)$ and $M_{2}^{2} \subset \mathbb{R}^{3}$ is a surface with metric $\langle\cdot, \cdot\rangle=e^{2 \kappa_{2}}\left(d y_{1}^{2}+d y_{2}^{2}\right)$ such that $F_{1}$ is a map given in 4.9) and $F_{2}$ is a map given in (4.10) with suitable initial conditions.

Proof. We have already seen that if $M^{4}$ is a $\delta^{\sharp}(2,2)$-ideal definite centroaffine hypersurface of type (1i), we have the twisted product decomposition and the corresponding maps $F_{1}$ and $F_{2}$. Conversely, given a twisted product decomposition and such maps, it follows from the definitions of $\mathfrak{f}_{l}$ and $\mathfrak{g}_{l}$, where $l=1, \ldots, 9$, that we can determine functions $k_{1}$, $k_{2}, k_{4}, k_{5}, \mu_{x_{1}}, \mu_{x_{2}}, \mu_{y_{1}}, \mu_{y_{2}}, n_{11}$ and $r_{11}$ (by means of $\mathfrak{f}_{l}$ and $\mathfrak{g}_{l}$ and therefore in terms
of $F_{1}$ and $F_{2}$ ). Moreover, equations 4.11) and 4.12 show that these functions satisfy the differential equations for $k_{i, x_{j}}, k_{i, y_{j}}, n_{11, x_{j}}, n_{11, y_{j}}, r_{11, x_{j}}, r_{11, y_{j}}$, where $i=1, \ldots, 6$ and $j=1,2$, as well as the second order differential equations for the function $\mu$. Applying then the existence and uniqueness theorem for the definite centroaffine hypersurface, we obtain the desired result.
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