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Orlicz–Hardy Weak Martingale Spaces for Two-parameter

Kaituo Liu, Jianzhong Lu*, Jun Wu and Tian Yue

Abstract. In this paper, we investigate several two-parameter weak Orlicz–Hardy

martingale spaces generated by the p-convex and q-concave functions, and establish

their atomic decomposition theorems. Using the atomic decomposition, we obtain a

sufficient condition for the boundedness of a sublinear operator defined on the two-

parameter weak Orlicz–Hardy martingale spaces. Furthermore, the dual spaces of the

two-parameter weak Orlicz–Hardy martingale spaces are considered.

1. Introduction

The classical martingale theory was systematically studied by Garsia [2], Long [13], Weisz

[20] and more. In particular, Weisz [21, 22] established the weak atom decomposition

theorems of weak martingale Hardy spaces and obtained some interesting martingale in-

equalities. The corresponding Banach-valued versions were studied by Hou and Ren [4].

For more information about weak martingale Hardy spaces, we refer the readers to [3,6,15].

As an important generalization of Hardy martingale space, the Orlicz–Hardy martin-

gale space has been extensively investigated in the past few years. Liu et al. [11] studied

the weak Orlicz spaces associated with convex function Φ and discussed their applications

in the martingale theory. Miyamoto et al. [18] investigated the martingale Orlicz–Hardy

spaces, in which, some martingale inequalities and duality were established by the help of

atomic decompositions, and a John–Nirenberg inequality was obtained when the stochas-

tic basis is regular. Recently, Jiao et al. [8] extended the results in [18] to the weak type

setting. In addition, one can refer [5, 7, 9, 12, 24] for some recent progress on the weak

Orlicz–Hardy martingale spaces.

In this paper, we focus our attention on two-parameter martingale. Recall that multi-

parameter martingale was studied in a few papers (see [20] and the references therein).
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Cairoli [1] extended one-parameter Doob’s inequality to multi-parameter case. Metraux

proved the two-parameter Burkholder–Gundy’s inequality in [17]. Very recently, Weisz [23]

characterized the dual spaces of the multi-parameter martingale Hardy Lorentz spaces

by the help of atomic decomposition and a John–Nirenberg inequality was generalized

for these martingale spaces. Lu [14] investigated the two-parameter martingale Orlicz–

Hardy spaces, in which some new martingale inequalities and duality of these martingale

spaces were established. For multi-parameter martingales, the proofs are not usually the

analogues of that of the one-parameter martingales, they demand some new thoughts.

Inspired by [8], it is natural to study the two-parameter weak Orlicz–Hardy martingale

spaces. It should be emphasized that Φ is essentially a concave function in [8, 14, 18] and

Φ is assumed to be convex in [11]. But in this paper, we investigate several two-parameter

weak Orlicz–Hardy martingale spaces generated by a more extensive class of functions,

namely, the p-convex and q-concave function; see its definitions in Section 2.

The paper is organized as follows. In Section 2, some basic concepts and the definition

of two-parameter weak Orlicz–Hardy martingale spaces will be introduced. Section 3 is de-

voted to establishing the atomic decomposition for the two-parameter weak Orlicz–Hardy

martingale space wHs
Φ; see Theorem 3.2. In Section 4, as an application, a sufficient condi-

tion for a sublinear operator defined on the two-parameter weak Orlicz–Hardy martingale

spaces to be bounded is given; see Theorems 4.1 and 4.2. The duality of the two-parameter

weak Orlicz–Hardy martingale spaces wH s
Φ is considered in the last Section; see Theo-

rem 5.2.

We conclude this section with some conventions. Throughout the paper, Z and N
denote the integer set and non-negative integer set, respectively. C stands for a positive

constant, which can vary from line to line. The symbol f ≈ g implies that there exist

two positive constants C1 and C2 such that C1g ≤ f ≤ C2g. We write χ(A) for the

characteristic function of the set A.

2. Preliminaries

In this section, we give some basic notions and knowledge that will be used in the sequel.

2.1. Weak Orlicz spaces

Let Φ: [0,∞) → [0,∞) be an Orlicz function. That is, Φ is a non-negative, non-decreasing

and continuous function on [0,∞) satisfying limt→+0Φ(t) = Φ(0) = 0 and limt→∞Φ(t) =

∞. Denote by O the set of all Orlicz functions on [0,∞). In this paper, Φ is not generally

assumed to be convex, except we mention it especially.

Let (Ω,A, P ) be a probability space. For an Orlicz function Φ ∈ O, the Orlicz space

LΦ(Ω,A, P ) (briefly by LΦ) is defined as the collection of all measurable functions f
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satisfying ∥f∥LΦ
< ∞, where

∥f∥LΦ
:= inf

{
λ > 0 :

∫
Ω
Φ

(
|f |
λ

)
dP ≤ 1

}
.

It is well known that LΦ equipped with this norm becomes a Banach space when Φ is

convex. In particular, if Φ(t) = tp (0 < p < ∞), then LΦ returns to the usual Lp

space with the norm (or quasi-norm) ∥ · ∥p. Moreover, one can easily check that for any

measurable set F ∈ A such that P (F ) ̸= 0, we have

∥χ(F )∥LΦ
=

1

Φ−1
(

1
P (F )

) .
Let Φ ∈ O. Then we define the weak Orlicz space wLΦ as the space of all measurable

functions f relative to (Ω,A, P ) for which

∥f∥wLΦ
:= inf

{
λ > 0 : sup

t>0
Φ

(
t

λ

)
P (|f | > t) ≤ 1

}
is finite. By a simple calculation, the following equivalences

∥f∥wLΦ
= sup

t>0
t∥χ(|f | > t)∥LΦ

≈ sup
k∈Z

2k∥χ(|f | > 2k)∥LΦ

hold. Especially, if Φ(t) = tp (0 < p < ∞), then wLΦ becomes the usual weak Lp space

wLp with the following quasi-norm

∥f∥wLp := sup
t>0

tP (|f | > t)1/p.

We say that a function Φ: [0,∞) → [0,∞) satisfies the ∆2-condition, written as Φ ∈
∆2, if there exists a positive constant C such that

Φ(2t) ≤ CΦ(t) for any t > 0.

We say that a function Φ: [0,∞) → [0,∞) belongs to ∆0, denoted by Φ ∈ ∆0, if

lim
c→0

sup
t>0

Φ(ct)

Φ(t)
= 0.

For instance, if Φ is convex, or Φ(t) = tp (0 < p < ∞) then Φ ∈ ∆0. Let Φ ∈ O. In [10] the

authors proved that the weak Orlicz space wLΦ is a complete quasi-normed space when

Φ ∈ ∆2 and Φ ∈ ∆0.

Let Φ ∈ O and let 0 < p ≤ q < ∞. We say that Φ is a p-convex and q-concave

function if the function t 7→ Φ(t1/p), t > 0 is convex while the function t 7→ Φ(t1/q), t > 0

is concave.

The following lemma is used frequently in this paper.
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Lemma 2.1. Suppose that 0 < p ≤ q < ∞ and Φ ∈ O is p-convex and q-concave. Then

the following statements hold.

(i) the functions Φ(t)
tp , Φ−1(t)

t1/q
are non-decreasing on (0,∞) and the functions Φ(t)

tq , Φ−1(t)

t1/p

are non-increasing on (0,∞);

(ii) for 0 ≤ λ ≤ 1, we have

λqΦ(t) ≤ Φ(λt) ≤ λpΦ(t), λ1/pΦ−1(t) ≤ Φ−1(λt) ≤ λ1/qΦ−1(t), t ≥ 0;

for λ ≥ 1, we have

λpΦ(t) ≤ Φ(λt) ≤ λqΦ(t), λ1/qΦ−1(t) ≤ Φ−1(λt) ≤ λ1/pΦ−1(t), t ≥ 0;

(iii) Φ ∈ ∆2 and Φ ∈ ∆0.

Proof. (i) Note that the proof of the monotonicity of the functions involved the index q is

similar to the one of the index p, it suffices to show that the function Φ(t)
tp is non-decreasing

while the function Φ−1(t)

t1/p
is non-increasing. Since Φ is p-convex, that is, Φ(t1/p) is convex,

one can conclude that Φ((λt)1/p) ≥ λΦ(t1/p) for any λ ≥ 1, t > 0. Hence,

Φ((λt)1/p)

λt
≥ λΦ(t1/p)

λt
=

Φ(t1/p)

t
,

which implies that the function Φ(t1/p)
t is increasing on (0,∞) and it follows immediately

that Φ(t)
tp is increasing on (0,∞). Substituting Φ−1(t) for t one can obtain that Φ−1(t)

t1/p
is

decreasing on (0,∞).

(ii) From the monotonicity of the functions in (i) we can get the desired inequalities.

(iii) Let λ = 2. From (ii) we get Φ(2t) ≤ 2qΦ(t), that is, Φ ∈ ∆2. Using (ii) again, one

can conclude that supt>0
Φ(ct)
Φ(t) ≤ cp for any 0 < c < 1 and thus

lim
c→0

sup
t>0

Φ(ct)

Φ(t)
= 0,

namely, Φ ∈ ∆0.

Remark 2.2. Let 0 < p ≤ q < ∞. It follows from Lemma 2.1(iii) that the weak Orlicz

space wLΦ is a complete quasi-normed space for every p-convex and q-concave function

Φ ∈ O.

Proposition 2.3. Let 0 < p ≤ q < 2 and let Φ ∈ O be p-convex and q-concave. Then

L2 ⊂ LΦ ⊂ wLΦ.
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Proof. Let f ∈ L2. Then by Lemma 2.1 we get∫
Ω
Φ

(
|f |
∥f∥2

)
dP =

∫
{|f |≤∥f∥2}

Φ

(
|f |
∥f∥2

)
dP +

∫
{|f |>∥f∥2}

Φ

(
|f |
∥f∥2

)
dP

≤
∫
{|f |≤∥f∥2}

Φ(1) dP +

∫
{|f |>∥f∥2}

(
|f |
∥f∥2

)q

Φ(1) dP

≤ Φ(1) +
Φ(1)

∥f∥q2
∥f∥qq

≤ 2Φ(1).

Denote C0 = max{2Φ(1), 1}. Then, applying Lemma 2.1 again, we have∫
Ω
Φ

(
|f |

C
1/p
0 ∥f∥2

)
dP ≤ 1

C0

∫
Ω
Φ

(
|f |
∥f∥2

)
dP ≤ 2Φ(1)

C0
≤ 1,

which implies

∥f∥LΦ
≤ C0∥f∥2.

Assume that f ∈ LΦ. Then

Φ

(
t

∥f∥LΦ

)
P (|f | > t) ≤

∫
{|f |>t}

Φ

(
|f |

∥f∥LΦ

)
dP ≤

∫
Ω
Φ

(
|f |

∥f∥LΦ

)
dP ≤ 1,

which means LΦ ⊂ wLΦ. The proof is complete.

Definition 2.4. Let Φ ∈ O. A measurable function f ∈ wLΦ is said to have absolutely

continuous norm if

lim
P (A)→0

∥fχ(A)∥wLΦ
= 0.

Denote by wLΦ the set of all f ∈ wLΦ having the absolutely continuous norm. That is,

wLΦ :=

{
f ∈ wLΦ : lim

P (A)→0
∥fχ(A)∥wLΦ

= 0

}
.

Remark 2.5. (1) It was shown in [10] that not all elements in wLΦ have absolutely con-

tinuous norm, even if Φ ∈ ∆2 (see [10, Example 2.5]).

(2) It was also proved in [10, Lemma 2.5] that wLΦ is a closed subspace of wLΦ when

Φ ∈ ∆2. Furthermore, one can conclude that L2 ⊂ LΦ ⊂ wLΦ for every p-convex and

q-concave (0 < p ≤ q < 2) function Φ ∈ O. Indeed, it only needs to note the fact that

the Orlicz space LΦ has absolutely continuous norm when Φ ∈ ∆2 (see [19]), then the

conclusion follows from Lemma 2.1 and Proposition 2.3.

The following proposition is a generalization of Lebesgue dominated convergence the-

orem in wLΦ space. We will apply it to state the convergence in wLΦ (see Remark 3.6).

Proposition 2.6. [10, Theorem 3.2] Let Φ ∈ O be p-convex and q-concave for 0 < p ≤
q < ∞, fn, f ∈ wLΦ, g ∈ wLΦ and |fn| ≤ g. If fn converges to f almost everywhere, then

lim
n→∞

∥fn − f∥wLΦ
= 0.
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2.2. Two-parameter martingales

Let N be the set of all non-negative integers and let N2 be its double Descartes product

N× N. We denote by (n1, n2) (or simply by n, if there is no confusion) the non-negative

integer pair from N2. The first and the second coordinates of a pair n ∈ N2 are written as

n1 and n2, respectively. For n = (n1, n2), let n−1 := (n1−1, n2−1). The partial ordering

on N2 is defined as follows: for two arbitrary pairs n = (n1, n2),m = (m1,m2) ∈ N2 we

say that n ≤ m if n1 ≤ m1 and n2 ≤ m2. If n ≤ m and n ̸= m (n,m ∈ N2), then we write

n < m. Furthermore, the notation n ≪ m indicates that both n1 < m1 and n2 < m2 hold.

Besides, if n ≤ m (respectively, n ≪ m) is not true, we denote by n ≰ m (respectively,

n ̸≪ m).

Two non-negative integer pairs n,m ∈ N2 are called incomparable if neither n ≤ m

nor m ≤ n holds. For two arbitrary sets K,L ⊂ N2 whose elements are incomparable we

say that K ≤ L (respectively, K ≪ L) if, for every n ∈ L, there exists m ∈ K such that

m ≤ n (respectively, m ≪ n). The infimum of a set K ⊂ N2 is defined as

infK := {m ∈ K : there does not exist any n ∈ K such that n < m}.

Here, we adopt the convention inf ∅ = ∞. For any two subsets K,L ⊂ N2 we say that

K ≤ L (respectively, K ≪ L) if infK ≤ inf L (respectively, infK ≪ inf L). In addition,

if K ≤ L (respectively, K ≪ L) is false, we write K ≰ L (respectively, K ̸≪ L).

Let (Ω,A, P ) be a probability space and let F = (Fn, n ∈ N2) be an increasing sequence

of σ-algebras relative to the partial ordering on N2 such that

A = σ

 ⋃
n∈N2

Fn

 .

The expectation operator and the conditional expectation operator with respect to Fn are

denoted by E and En, respectively.

A function sequence f = (fn, n ∈ N2) is called a two-parametermartingale with respect

to (Fn, n ∈ N2) if

(1) for all n ∈ N2, fn ∈ L1;

(2) for every n ∈ N2, fn is Fn measurable;

(3) for all n ≤ m, Enfm = fn.

Denote by M the set of all martingales f = (fn, n ∈ N2) relative to (Fn, n ∈ N2).

Let 0 < p ≤ ∞. For any two-parameter martingale f = (fn, n ∈ N2), define

∥f∥p := sup
n∈N2

∥fn∥p.
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If ∥f∥p < ∞, then f is said to be an Lp-bounded martingale.

We say that the stochastic basis F is regular if there exists a positive number R such

that for all non-negative martingales (fn, n ∈ N2),

fn1,n2 ≤ Rfn1−1,n2 , fn1,n2 ≤ Rfn1,n2−1, n ∈ N2.

The martingale differences of a two-parameter martingale f = (fn, n ∈ N2) are defined

by

dnf :=

0 if n1 = 0 or n2 = 0,

fn1,n2 − fn1−1,n2 − fn1,n2−1 + fn1−1,n2−1 else.

It is clear that (dnf, n ∈ N2) is an adapted process such that dnf ∈ L1 (n ∈ N2) and

(2.1) Endmf = 0, m ≰ n.

Conversely, if (dn, n ∈ N2) is a sequence of adapted and integrable functions which satisfies

the formula above then (fn, n ∈ N2) is a martingale, where

fn =
∑
m≤n

dm.

We say that a function ν which maps Ω into the set of subspaces of N2 ∪ {∞} is a

two-parameter stopping time with respect to (Fn, n ∈ N2) if

(i) for every ω ∈ Ω, the set ν(ω) consists of incomparable non-negative integer pairs;

(ii) for any n ∈ N2,

{ω ∈ Ω : n ∈ ν(ω)} =: {n ∈ ν} ∈ Fn.

For example, if H is a Borel set and (fn, n ∈ N2) is an adapted sequence then it is easy

to see that

ν(ω) := inf{n ∈ N2 : fn(ω) ∈ H}

is a stopping time. Moreover, if ν is a stopping time then one can conclude that

(2.2) {ν ̸≪ n} ∈ Fn−1, n ∈ N2,

since

{ν ≪ n} =
⋃

m≤n−1

{m ∈ ν}, n ∈ N2.

The collection of all stopping times relative to (Fn, n ∈ N2) is denoted by T .

Suppose that ν is a two-parameter stopping time and f = (fn, n ∈ N2) is a two-

parameter martingale adapted to the same filtration. Then we can define the stopped

martingale fν = (fν
n , n ∈ N2) as

fν
n :=

∑
m≤n

χ(ν ̸≪ m)dmf.

In fact, one can use (2.1) and (2.2) to verify that the definition above is well defined.
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2.3. Two-parameter weak Orlicz–Hardy martingale spaces

For f ∈ M, we define the maximal function, the quadratic variation and the conditional

quadratic variation of f by

Mn(f) = sup
m≤n

|fm|, M(f) = sup
m∈N2

|fm|,

Sn(f) =

∑
m≤n

|dmf |2
1/2

, S(f) =

∑
m∈N2

|dmf |2
1/2

,

sn(f) =

∑
m≤n

Em−1|dmf |2
1/2

, s(f) =

∑
m∈N2

Em−1|dmf |2
1/2

,

respectively.

Further on, for Φ ∈ O, we define the two-parameter weak Orlicz–Hardy martingale

spaces as

wHΦ = {f ∈ M : ∥f∥wHΦ
= ∥M(f)∥wLΦ

< ∞},

wHS
Φ = {f ∈ M : ∥f∥wHS

Φ
= ∥S(f)∥wLΦ

< ∞},

wHs
Φ = {f ∈ M : ∥f∥wHs

Φ
= ∥s(f)∥wLΦ

< ∞}.

Remark 2.7. If ∥ · ∥wLΦ
is replaced by ∥ · ∥LΦ

in the definition above, then we obtain the

corresponding two-parameter martingale Orlicz–Hardy spaces HΦ, H
S
Φ and Hs

Φ defined by

Lu [14]. With the purpose of discussing the duality, we define the following martingale

space

wH s
Φ := {f ∈ M : s(f) ∈ wLΦ}.

From Remark 2.5 we know that wH s
Φ is also a closed subspace of wHs

Φ, if Φ ∈ ∆2.

Similarly, if Φ ∈ ∆2, then wHΦ and wH S
Φ are the closed subspaces of wHΦ and wHS

Φ,

respectively.

3. Atomic decompositions

In order to establish the atomic decomposition of the two-parameter weak Orlicz–Hardy

martingale spaces, we recall the definition of (Φ, q) atoms first.

Definition 3.1. [14, Definition 3.1] Let Φ ∈ O and q ∈ (1,∞]. A measurable function

a ∈ Lq is said to be a (Φ, q) atom if there exists a stopping time ν ∈ T such that

(i) an = Ena = 0 if ν ̸≪ n,

(ii) ∥M(a)∥q ≤ P (ν ̸=∞)1/q

∥χ(ν ̸=∞)∥LΦ
.
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Theorem 3.2. Let 0 < p ≤ q < 2 and let Φ ∈ O be p-convex and q-concave. If the

martingale f = (fn, n ∈ N2) ∈ wHs
Φ then there exist a sequence (ak)k∈Z of (Φ, 2) atoms

with respect to the stopping times (νk)k∈Z and a sequence of positive numbers (µk)k∈Z ∈ l∞

such that

(3.1) fn =
∑
k∈Z

µkEna
k a.e., ∀n ∈ N2

and

(3.2) sup
k∈Z

µk ≤ C∥f∥wHs
Φ
.

Conversely, if the martingale f has a decomposition of type (3.1) then f ∈ wHs
Φ and

(3.3) ∥f∥wHs
Φ
≈ inf sup

k∈Z
µk,

where the infimum is taken over all decompositions of f of the form (3.1).

Proof. Assume that f = (fn, n ∈ N2) ∈ wHs
Φ. Let

Fk = {s(f) > 2k}

and consider the following stopping times for all k ∈ Z,

νk = inf{n ∈ N2 : Enχ(Fk) > 1/2}.

It is easy to obtain that (see [20, Page 82])

fn =
∑
k∈Z

(f
νk+1
n − fνk

n ) and f
νk+1
n − fνk

n =
∑
m≤n

dmfχ(νk ≪ m ̸≫ νk+1)

hold. Set

µk = 4
√
2 · 2k+1∥χ(νk ̸= ∞)∥LΦ

=
4
√
2 · 2k+1

Φ−1
(
1/P (νk ̸= ∞)

) and akn =
f
νk+1
n − fνk

n

µk

(set akn = 0 if µk = 0). It is clear that for arbitrary fixed k ∈ Z, ak := (akn, n ∈ N2) is a

martingale. Furthermore, we can see that

fn =
∑
k∈Z

µka
k
n a.e.

for all n ∈ N2.

Further on let us check that ak is a (Φ, 2) atom relative to νk. It’s obvious that a
k
n = 0

for each fixed k ∈ Z if νk ̸≪ n, which confirms Definition 3.1(i). To see (ii), we should

prove that

E[(M(ak))2] ≤ P (νk ̸= ∞)

∥χ(νk ̸= ∞)∥2LΦ

.
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By [20, Proposition 3.4] and the definition of ak it suffices to show that

E(fνk+1 − fνk)2 ≤ 2 · (2k+1)2P (νk ̸= ∞).

Note that L2 and Hs
2 are isometric, for the inequality above, we only need to verify that

(3.4) E

∑
n∈N2

En−1|dnf |2χ(νk ≪ n ̸≫ νk+1)

 ≤ 2 · (2k+1)2P (νk ̸= ∞).

Since {νk ≪ n ̸≫ νk+1} ∈ Fn−1, we divide the left side of (3.4) into the following two

parts:

(G) =
∑
n∈N2

E
(
En−1|dnf |2χ(νk ≪ n ̸≫ νk+1)χ(F

c
k+1)

)
and

(H) =
∑
n∈N2

E
(
En−1|dnf |2χ(νk ≪ n ̸≫ νk+1)χ(Fk+1)

)
.

Consequently,

(3.5) E

∑
n∈N2

En−1|dnf |2χ(νk ≪ n ̸≫ νk+1)

 = (G) + (H).

It is easy to check that

(3.6) (G) ≤ (2k+1)2P (νk ̸= ∞)

and

(H) =
∑
n∈N2

E
(
En−1|dnf |2χ(νk ≪ n ̸≫ νk+1)En−1χ(Fk+1)

)
.

By the definition of νk+1 one can conclude that, if νk+1 ̸≪ n, then En−1χ(Fk+1) ≤ 1/2.

Hence,

(3.7) (H) ≤ 1

2
E

∑
n∈N2

En−1|dnf |2χ(νk ≪ n ̸≫ νk+1)

 .

Combining (3.5), (3.6) and (3.7), we get (3.4). Thus ak is truly a (Φ, 2) atom relative

to νk. Of course, ak := (akn, n ∈ N2) is L2-bounded. Denote its limit still by ak then

akn = Ena
k (n ∈ N2). Consequently, (3.1) holds.

Now we verify that (3.2) also holds. By the Chebyshev inequality and [20, Proposi-

tion 3.4], we obtain (see Lu [14, Page 40])

P (νk ̸= ∞) ≤ 64P (Fk).
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Note that P (Fk) = P (s(f) > 2k) and Φ is non-decreasing, by Lemma 2.1, we obtain

µk = 4
√
2 · 2k+1∥χ(νk ̸= ∞)∥LΦ

= 4
√
2 · 2k+1 1

Φ−1(1/P (νk ̸= ∞))

≤ 4
√
2 · 2k+1 1

Φ−1(1/(64P (Fk)))
= 4

√
2 · 2k+1 1

Φ−1(1/(64P (s(f) > 2k)))

= 4
√
2 · 2k+1

(
1

64P (s(f)>2k)

)1/p
Φ−1(1/(64P (s(f) > 2k)))

(
1

64P (s(f) > 2k)

)−1/p

≤ 4
√
2 · 2k+1

(
1

P (s(f)>2k)

)1/p
Φ−1(1/(P (s(f) > 2k)))

(
1

64P (s(f) > 2k)

)−1/p

≤ C2k
1

Φ−1(1/P (s(f) > 2k))
= C2k∥χ(s(f) > 2k)∥LΦ

≤ C∥f∥wHs
Φ
.

Taking the supremum of all k ∈ Z, we get (3.2).

To prove the converse part, we need the following lemmas.

Lemma 3.3. [16, Theorem 10.1] Let φ1, φ2, φ be Orlicz functions.

(1) If for some C > 0,

φ−1
1 (u)φ−1

2 (u) ≤ Cφ−1(u) for all u ≥ 0

and x ∈ Lφ1, y ∈ Lφ2, then the product xy ∈ Lφ and

∥xy∥Lφ ≤ 2C∥x∥Lφ1
∥y∥Lφ2

.

(2) If for some D > 0,

φ−1(u) ≤ Dφ−1
1 (u)φ−1

2 (u) for all u ≥ 0

and x ∈ Lφ, then there are xi ∈ Lφi (i = 1, 2) such that x1x2 = |x| and

∥x1∥Lφ1
∥x2∥Lφ2

≤ D∥x∥Lφ .

Lemma 3.4. Suppose that 0 < p ≤ q < 2 and Φ ∈ O is p-convex and q-concave. Let

1 < L < ∞. Then

µL
k ∥[s(ak)]L∥LΦ

≤ C2kL∥χ(νk ̸= ∞)∥LΦ
.

Proof. Consider the Orlicz function Ψ satisfying the condition

Ψ−1(u) = u−L/2Φ−1(u), u > 0.
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Since s(ak) = 0 on the set {νk = ∞}, using Lemma 3.3 we obtain

µL
k ∥[s(ak)]L∥LΦ

= µL
k ∥s(ak)Lχ(νk ̸= ∞)∥LΦ

≤ CµL
k ∥s(ak)L∥2/L∥χ(νk ̸= ∞)∥LΨ

= CµL
k ∥s(ak)∥L2 ∥χ(νk ̸= ∞)∥LΨ

≤ CµL
k ∥M(ak)∥L2 ∥χ(νk ̸= ∞)∥LΨ

≤ CµL
k

(
∥χ(νk ̸= ∞)∥2
∥χ(νk ̸= ∞)∥LΦ

)L

∥χ(νk ̸= ∞)∥LΨ

= C2kL∥χ(νk ̸= ∞)∥L2 ∥χ(νk ̸= ∞)∥LΨ

= C2kL∥χ(νk ̸= ∞)∥2/L∥χ(νk ̸= ∞)∥LΨ
≤ C2kL∥χ(νk ̸= ∞)∥LΦ

.

Remark 3.5. If we replace the operator s with S and M in Lemma 3.4 respectively, the

conclusion also holds.

Now we show the converse part of Theorem 3.2. It needs to prove that if the martingale

f = (fn, n ∈ N2) has a decomposition as (3.1), where {µk}k∈Z and {ak}k∈Z are just the

same as the statement in Theorem 3.2, then f ∈ wHs
Φ and (3.3) holds. Set I = supk∈Z µk <

∞ and for an arbitrary k0 ∈ Z, let

f =
∑
k∈Z

µka
k =

∑
k≤k0−1

µka
k +

∑
k≥k0

µka
k =: F1 + F2.

As s is sublinear, we get s(f) ≤ s(F1) + s(F2) and

s(F1) ≤
∑

k≤k0−1

µks(a
k), s(F2) ≤

∑
k≥k0

µks(a
k).

We now estimate s(F1) and s(F2), respectively. Note that s(ak) = 0 on the set {νk =

∞}, we have {s(ak) > 0} ⊂ {νk ̸= ∞}. Hence,

{s(F2) > 2k0} ⊂ {s(F2) > 0} ⊂
∞⋃

k=k0

{s(ak) > 0} ⊂
∞⋃

k=k0

{νk ̸= ∞}.

Consequently,

E
(
Φ

(
2k0χ(s(F2) > 2k0)

I

))
= E

(
Φ

(
2k0

I

)
χ(s(F2) > 2k0)

)
≤
∑
k≥k0

E
(
Φ

(
2k0

I

)
χ(νk ̸= ∞)

)

=
∑
k≥k0

E
(
Φ

(
2k0χ(νk ̸= ∞)

I

))
≤
∑
k≥k0

E
(
Φ

(
2k0χ(νk ̸= ∞)

C · 2k∥χ(νk ̸= ∞)∥LΦ

))

≤ C−p
∑
k≥k0

2p(k0−k)E
(
Φ

(
χ(νk ̸= ∞)

∥χ(νk ̸= ∞)∥LΦ

))
≤ C−p

∑
k≥k0

2p(k0−k) = C,



Orlicz–Hardy Weak Martingale Spaces for Two-parameter 565

where the third “≤” above is due to Lemma 2.1. Thus, by the definition of LΦ norm we

obtain

2k0∥χ(s(F2) > 2k0)∥LΦ
= ∥2k0χ(s(F2) > 2k0)∥LΦ

≤ CI.

This implies ∥s(F2)∥wLΦ
≤ CI.

Set 1 < L < ∞, 0 < λ < 1 − 1/L, and denote by L′ the conjugate number of L such

that 1/L+ 1/L′ = 1. By Hölder’s inequality we have

s(F1) ≤
∑

k≤k0−1

µks(a
k) =

∑
k≤k0−1

2kλ · 2−kλµks(a
k)

≤

 ∑
k≤k0−1

2kλL
′

1/L′ ∑
k≤k0−1

2−kλLµL
k (s(a

k))L

1/L

≤
∑

k≤k0−1

2kλ

 ∑
k≤k0−1

2−kλLµL
k (s(a

k))L

1/L

≤ C2k0λ

 ∑
k≤k0−1

2−kλLµL
k (s(a

k))L

1/L

.

Applying Lemma 3.4, we have

∥χ(s(F1) > 2k0)∥LΦ

≤

∥∥∥∥∥χ(s(F1) > 2k0)

(
s(F1)

2k0

)L
∥∥∥∥∥
LΦ

≤ C2k0L(λ−1)

∥∥∥∥∥∥
∑

k≤k0−1

2−kλLµL
k (s(a

k))L

∥∥∥∥∥∥
LΦ

≤ C2k0L(λ−1)
∑

k≤k0−1

2−kλLµL
k ∥s(ak)L∥LΦ

≤ C2k0L(λ−1)
∑

k≤k0−1

2−kλL2kL∥χ(νk ̸= ∞)∥LΦ

= C2k0L(λ−1)
∑

k≤k0−1

2kL(1−λ)2−k · 2k∥χ(νk ̸= ∞)∥LΦ

≤ I · C2k0L(λ−1)
∑

k≤k0−1

2k[L(1−λ)−1] = I · C2−k0 .

Thus one can conclude that

2k0∥χ(s(F1) > 2k0)∥LΦ
≤ CI,

that is, ∥s(F1)∥wLΦ
≤ CI. Note the fact that ∥ · ∥wLΦ

is a quasi-norm when Φ satisfies

the condition in Theorem 3.2. So we obtain

∥s(f)∥wLΦ
≤ C

(
∥s(F1)∥wLΦ

+ ∥s(F2)∥wLΦ

)
≤ CI.

Consequently, f ∈ wHs
Φ and (3.3) holds. This completes the proof of Theorem 3.2.
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Remark 3.6. If f ∈ wH s
Φ in Theorem 3.2, then in addition to (3.1) and (3.2), we have the

following convergence result:

the sum

j∑
k=i

µka
k converges to f in wHs

Φ as j → ∞, i → −∞.

In fact,

f −
j∑

k=i

µka
k = (f − fνj+1) + fνi .

Note that

s2(f − fνj+1) =
∑
n∈N2

En−1|dnf |2χ(νj+1 ≪ n) = s2(f)− s2(fνj+1)

and

s2(fνi) =
∑
n∈N2

En−1|dnf |2χ(νi ̸≪ n),

we obtain

s(f − fνj+1), s(fνi) ≤ s(f) and s(f − fνj+1), s(fνi) → 0 a.e. as j → ∞, i → −∞.

From Proposition 2.6 it follows that

∥s(f − fνj+1)∥wLΦ
, ∥s(fνi)∥wLΦ

→ 0 as j → ∞, i → −∞.

Consequently, by the sublinearity of s we have∥∥∥∥∥f −
j∑

k=i

µka
k

∥∥∥∥∥
wHs

Φ

= ∥s(f − fνj+1 + fνi)∥wLΦ
≤ ∥s(f − fνj+1) + s(fνi)∥wLΦ

≤ C
(
∥s(f − fνj+1)∥wLΦ

+ ∥s(fνi)∥wLΦ

)
,

and ∥∥∥∥∥f −
j∑

k=i

µka
k

∥∥∥∥∥
wHs

Φ

→ 0 as j → ∞, i → −∞.

Furthermore, note the facts that L2 = Hs
2 ⊂ Hs

Φ ⊂ wHs
Φ (see Proposition 2.3) and

ak = (akn, n ∈ N2) is L2-bounded for every k ∈ Z, thus L2 = Hs
2 is dense in wH s

Φ .

Remark 3.7. Let 0 < p ≤ q < 2 and let Φ ∈ O be p-convex and q-concave. If the

martingale f ∈ M has a decomposition of type (3.1), where {µk}k∈Z and {ak}k∈Z are just

the same as the statement in Theorem 3.2, then similar to the proof of the converse part

of Theorem 3.2 we can prove that

∥f∥wHS
Φ
≤ C sup

k∈Z
µk and ∥f∥wHΦ

≤ C sup
k∈Z

µk.

Indeed, we only need to replace the operator s with operators S and M in the proof of

the converse part of Theorem 3.2, respectively.
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If F is regular then the previous theorem can be shown for wHS
Φ as well.

Theorem 3.8. Suppose that F = (Fn, n ∈ N2) is regular. Then Theorem 3.2 also holds

for wHS
Φ.

Proof. For every k ∈ Z, set

Fk = {S(f) > 2k} and νk = inf

{
n ∈ N2 : Enχ(Fk) >

1

2R2

}
,

where R is the regularity constant. Since L2 is also isometric to HS
2 , we only need to

modify the inequality (3.4) to the following one:

E

∑
n∈N2

|dnf |2χ(νk ≪ n ̸≫ νk+1)

 ≤ 2 · (2k+1)2P (νk ̸= ∞).

Accordingly, we define the formulas (G) and (H) as follows:

(G) =
∑
n∈N2

E
(
|dnf |2χ(νk ≪ n ̸≫ νk+1)χ(S(f) ≤ 2k+1)

)
and

(H) =
∑
n∈N2

E
(
|dnf |2χ(νk ≪ n ̸≫ νk+1)χ(S(f) > 2k+1)

)
.

It follows from the regularity of F that |dnf |2 ≤ R2En−1|dnf |2, and we obtain

(H) ≤
∑
n∈N2

E
(
R2En−1|dnf |2χ(νk ≪ n ̸≫ νk+1)χ(S(f) > 2k+1)

)
= R2

∑
n∈N2

E
(
En−1|dnf |2χ(νk ≪ n ̸≫ νk+1)En−1χ(S(f) > 2k+1)

)
= R2

∑
n∈N2

E
(
En−1|dnf |2χ(νk ≪ n ̸≫ νk+1)En−1χ(Fk+1)

)
≤ R2 1

2R2

∑
n∈N2

E
(
|dnf |2χ(νk ≪ n ̸≫ νk+1)

)
=

1

2
E

∑
n∈N2

|dnf |2χ(νk ≪ n ̸≫ νk+1)

 .

The rest of the proof is similar to that of Theorem 3.2, so we omit it.

4. Bounded operators on two parameter weak Orlicz–Hardy martingale spaces

As an application, in this section, we first obtain a sufficient condition for a sublinear

operator to be bounded from two-parameter weak Orlicz–Hardy martingale space to usual
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weak Orlicz space by atomic decomposition. Immediately, some martingale inequalities are

deduced by equipping this condition to the sublinear operators M , S and s, respectively.

Let T be an operator defined on a martingale spaceX and taking values in a measurable

function space Y . T is said to be sublinear if for any martingale f, g ∈ X and complex

number λ, the following

|T (f + g)| ≤ |Tf |+ |Tg|, |T (λf)| = |λ||Tf |.

hold.

Now we give a theorem below without proof, since the proof is similar to that of

Theorem 3.1 in [8].

Theorem 4.1. Let 1 ≤ r ≤ 2 and T : Lr(Ω) → Lr(Ω) be a bounded sublinear operator. If

P (|Ta| > 0) ≤ CP (ν ̸= ∞)

for all (Φ, 2) atoms a, where ν is the corresponding stopping time, then, for every p-convex

and q-concave function Φ ∈ O with 0 < p ≤ q < r,

∥Tf∥wLΦ
≤ C∥f∥wHs

Φ
, f ∈ wHs

Φ.

The following result follows immediately from Theorem 3.8.

Theorem 4.2. Suppose that F = (Fn, n ∈ N2) is regular. Let 1 ≤ r ≤ 2 and let

T : Lr(Ω) → Lr(Ω) be a bounded sublinear operator. If

P (|Ta| > 0) ≤ CP (ν ̸= ∞)

for all (Φ, 2) atoms a, where ν is the corresponding stopping time, then, for every p-convex

and q-concave function Φ ∈ O with 0 < p ≤ q < r,

∥Tf∥wLΦ
≤ C∥f∥wHS

Φ
, f ∈ wHS

Φ.

Next we apply Theorems 4.1 and 4.2 to obtain some martingale inequalities.

Proposition 4.3. Let 0 < p ≤ q < 2 and Φ ∈ O be a p-convex and q-concave function.

Then

(4.1) ∥f∥wHΦ
≤ C∥f∥wHs

Φ
, ∥f∥wHS

Φ
≤ C∥f∥wHs

Φ

hold for all f ∈ M, namely, wHs
Φ ⊂ wHΦ, wH

s
Φ ⊂ wHS

Φ. In addition, if F = (Fn, n ∈ N2)

is regular, then

(4.2) wHs
Φ = wHS

Φ ⊂ wHΦ.
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Proof. First we show (4.1). Let f ∈ wHs
Φ. For the first inequality of (4.1), we consider the

operator T in Theorem 4.1 to be the maximal operator M , that is, Tf = Mf . Obviously,

M is sublinear and ∥Mf∥2 ≤ 4∥f∥2 (see [20, Proposition 3.4]). If a is a (Φ, 2) atom and

ν is the stopping time associated with a, then

{|Ta| > 0} = {|Ma| > 0} ⊂ {ν ̸= ∞}

and hence P (|Ta| > 0) ≤ P (ν ̸= ∞). Since q < 2, it follows from Theorem 4.1 that

∥f∥wHΦ
= ∥Tf∥wLΦ

≤ C∥f∥wHs
Φ
.

Similarly, considering the operator Tf = Sf we get the second inequality of (4.1).

Now we check (4.2). Assume that the stochastic basis F is regular, and let f ∈ wHS
Φ.

Considering the operator T in Theorem 4.2 to be the conditional quadratic variation

operator s. Then by Theorem 4.2 we obtain the following inequality

∥f∥wHs
Φ
≤ C∥f∥wHS

Φ
.

Combining with (4.1), one can conclude that (4.2) holds.

Remark 4.4. It should be noted that Proposition 4.3 can be proved directly with the

help of the atomic decomposition theorems in Section 3. Indeed, let f ∈ wHs
Φ. Then by

Theorem 3.2 there exists a decomposition such that (3.1) and (3.2) hold. Hence, it follows

from Remark 3.7 that

C−1∥f∥wHΦ
≤ sup

k∈Z
µk ≤ C∥f∥wHs

Φ
and C−1∥f∥wHS

Φ
≤ sup

k∈Z
µk ≤ C∥f∥wHs

Φ
,

which complete (4.1).

On the other hand, assume that the stochastic basis F is regular, and let f ∈ wHS
Φ.

By Theorem 3.8, there exist a sequence of (Φ, 2) atoms (ak)k∈Z and a sequence of positive

numbers of (µk)k∈Z ∈ l∞ such that∑
k∈Z

µkEna
k = fn a.e. and sup

k∈Z
µk ≤ C∥f∥wHS

Φ
.

From the converse part of Theorem 3.2, we conclude that

C−1∥f∥wHs
Φ
≤ sup

k∈Z
µk ≤ C∥f∥wHS

Φ
.

That is, wHS
Φ ⊂ wHs

Φ. Combining with (4.1), we obtain (4.2).
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5. On the dual spaces of wH s
Φ

In this section, we first introduce the two-parameter weak generalized Campanato mar-

tingale space wLq,φ, which is similar to [8, Definition 0.1], then the dual space of the

two-parameter weak martingale Orlicz–Hardy space wH s
Φ is characterized.

Definition 5.1. For q ∈ [1,∞) and a function φ : (0,∞) → (0,∞), let

wLq,φ :=

{
f ∈ Lq : ∥f∥wLq,φ =

∫ ∞

0

tqφ(x)

x
dx < ∞

}
,

where

tqφ(x) :=
1

φ(x)
x−1/q sup

P (ν ̸=∞)≤x
∥f − fν∥q

and fν is the two-parameter stopped martingale with respect to the stopping time ν.

Now we are ready to describe the duality theorem.

Theorem 5.2. Let 0 < p ≤ q < 2 and let Φ ∈ O be p-convex and q-concave. Then

(wH s
Φ )

′ = wL2,φ,

where φ(r) = 1

rΦ−1
(

1
r

) .
Proof. Assume that g ∈ wL2,φ. Then g ∈ Hs

2 . Define

lg(f) = E(fg), f ∈ Hs
2 .

Note thatHs
2 ⊂ wH s

Φ . By Theorem 3.2, there exist a sequence of (Φ, 2) atoms (ak)k∈Z with

respect to the stopping times (νk)k∈Z and a sequence of positive numbers (µk)k∈Z ∈ l∞

such that

f =
∑
k∈Z

µka
k a.e.

It is easy to check that the last series converges to f in Hs
2 as well. Therefore,

lg(f) =
∑
k∈Z

µkE(akg).

By Definition 3.1(i) of the atom ak,

E(akg) = E[ak(g − gνk)].

Indeed,

E(akg) =
∑
n∈N2

E(dnakdng) =
∑
n∈N2

E
(
dna

kχ(νk ≪ n)dng
)

=
∑
n∈N2

E
(
dna

kdn(g − gνk)
)
= E[ak(g − gνk)].
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Recall that µk = 4
√
2 · 2k+1∥χ(νk ̸= ∞)∥LΦ

. It follows from the Hölder inequality and

Definition 3.1(ii) that

|lg(f)| =

∣∣∣∣∣∑
k∈Z

µkE[ak(g − gνk)]

∣∣∣∣∣ ≤∑
k∈Z

µkE|ak(g − gνk)|

≤
∑
k∈Z

µk∥ak∥2∥g − gνk∥2 ≤
∑
k∈Z

µk∥M(ak)∥2∥g − gνk∥2

≤ C
∑
k∈Z

2k∥χ(νk ̸= ∞)∥LΦ
· P (νk ̸= ∞)1/2

∥χ(νk ̸= ∞)∥LΦ

· ∥g − gνk∥2

≤ C
∑
k∈Z

2kP (νk ̸= ∞)1/2∥g − gνk∥2.

Note the facts that P (νk ̸= ∞) ≤ 64P (Fk) = 64P (s(f) > 2k) and Φ
(

2k

∥f∥wHs
Φ

)
P (s(f) >

2k) ≤ 1. It follows from Lemma 2.1 that

P (νk ̸= ∞) ≤ 64

Φ
(

2k

∥f∥wHs
Φ

) ≤ 1

Φ
(
64−1/p · 2k

∥f∥wHs
Φ

) .
Denote ck = 1

Φ
(
64−1/p· 2k

∥f∥wHs
Φ

) . Then P (νk ̸= ∞) ≤ ck and

|lg(f)| ≤ C
∑
k∈Z

2kc
1/2
k ∥g − gνk∥2 ≤ C∥f∥wHs

Φ

∑
k∈Z

64−1/p · 2k

∥f∥wHs
Φ

c
1/2
k ∥g − gνk∥2

= C∥f∥wHs
Φ

∑
k∈Z

Φ−1

(
1

ck

)
c
1/2
k ∥g − gνk∥2

≤ C∥f∥wHs
Φ

∑
k∈Z

1

φ(ck)
c
−1/2
k sup

P (ν ̸=∞)≤ck

∥g − gν∥2 = C∥f∥wHs
Φ

∑
k∈Z

t2φ(ck).

Applying Lemma 2.1 once more, we obtain

ck+1

ck
=

Φ
(
64−1/p · 2k

∥f∥wHs
Φ

)
Φ
(
64−1/p · 2k+1

∥f∥wHs
Φ

) ≤
(

2k

2k+1

)p

=

(
1

2

)p

.

Hence, ∑
k∈Z

t2φ(ck) =
∑
k∈Z

t2φ(ck)(ck − ck+1)

ck − ck+1
≤ 1

1− (1/2)p

∑
k∈Z

t2φ(ck)(ck − ck+1)

ck

≤ C

∫ ∞

0

t2φ(x)

x
dx = C∥g∥wL2,φ .

Consequently,

|lg(f)| ≤ C∥f∥wHs
Φ
∥g∥wL2,φ ,
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that is, lg is a continuous linear functional on Hs
2 . Since Hs

2 is dense in wH s
Φ (see Re-

mark 3.6), lg can be uniquely extended to a continuous linear functional on wH s
Φ .

For the converse part, let l ∈ (wH s
Φ )

′. Since Hs
2 ⊂ wH s

Φ , we have l ∈ (Hs
2)

′ which

implies that there exists g ∈ Hs
2 such that

l(f) = E(fg), f ∈ Hs
2 .

Suppose that νk are the stopping times such that P (νk ̸= ∞) ≤ 2−k, k ∈ Z. Let

ak =
Φ−1(2k)(g − gνk)

(2k)1/2∥s(g − gνk)∥2
, k ∈ Z.

Obviously, akn = 0 on the set {νk ̸≪ n} for each fixed k. For any given y > 0, we can

find m ∈ Z and N ∈ N satisfying 2m−1 ≤ y < 2m and |m| ≤ N . Now let us define the

martingales fN , gN and hN by

fN =
N∑

k=−N

ak, gN =
m−1∑
k=−N

ak, hN =
N∑

k=m

ak,

respectively. Since Φ is p-convex and q-concave for 0 < p ≤ q < 2, one can conclude that

Φ(t+ s) ≤ 4(Φ(t) + Φ(s)) for any t, s ≥ 0. In fact, by Lemma 2.1, we have

Φ(t+ s) ≤ Φ(2max{t, s}) ≤ 2qΦ(max{t, s}) ≤ 4(Φ(t) + Φ(s)).

Then, by the sublinearity of s, we get

Φ(s(fN )) ≤ Φ(s(gN ) + s(hN )) ≤ 4(Φ(s(gN )) + Φ(s(hN ))).

Hence,

P (Φ(s(fN )) > 8y) ≤ P (Φ(s(gN )) + Φ(s(hN )) > 2y)

≤ P (Φ(s(gN )) > y) + P (Φ(s(hN )) > y),

that is,

P (s(fN ) > Φ−1(8y)) ≤ P (s(gN ) > Φ−1(y)) + P (s(hN ) > Φ−1(y)).

Since

∥s(gN )∥2 ≤
m−1∑
k=−N

∥s(ak)∥2 ≤
m−1∑
k=−N

(2−k)1/2Φ−1(2k),

then by Lemma 2.1 we obtain

P (s(gN ) > Φ−1(y))

≤ 1

(Φ−1(y))2
∥s(gN )∥22 ≤

(
m−1∑
k=−N

(2−k)1/2Φ−1(2k)

Φ−1(y)

)2

≤

(
m−1∑
k=−N

(2−k)1/2
(
2k

y

)1/q
)2

≤ y−2/q

(
m−1∑
k=−N

(
21/q−1/2

)k)2

≤ y−2/q

(
m−1∑
k=−∞

(
21/q−1/2

)k)2

≤ C1y
−1.
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The last inequality above follows from q < 2. Taking C ′
1 = 2max{C1, 1}. Then

Φ

(
Φ−1(y)

(C ′
1)

1/p

)
P (s(gN ) > Φ−1(y)) ≤ 1

C ′
1

yP (s(gN ) > Φ−1(y)) ≤ 1

2
.

Recall that akn = 0 on the set {νk ̸≪ n} and P (νk ̸= ∞) ≤ 2−k, we have

P (s(hN ) > Φ−1(y)) ≤
N∑

k=m

P (νk ̸= ∞) ≤
∞∑

k=m

2−k = 21−m ≤ 2y−1

and

Φ

(
Φ−1(y)

41/p

)
P (s(hN ) > Φ−1(y)) ≤ 1

2
.

Taking C = 81/pmax
{
(C ′

1)
1/p, 41/p

}
. Then

Φ

(
Φ−1(8y)

C

)
P (s(fN ) > Φ−1(8y))

≤ Φ

(
Φ−1(8y)

C

)
P (s(gN ) > Φ−1(y)) + Φ

(
Φ−1(8y)

C

)
P (s(hN ) > Φ−1(y))

≤ Φ

(
81/pΦ−1(y)

81/p(C ′
1)

1/p

)
P (s(gN ) > Φ−1(y)) + Φ

(
81/pΦ−1(y)

81/p41/p

)
P (s(hN ) > Φ−1(y))

≤ 1

2
+

1

2
= 1,

which means ∥fN∥wHs
Φ
≤ C. Since

l(fN ) = E(fNg) =

N∑
k=−N

E(akg) =
N∑

k=−N

E[ak(g − gνk)] =

N∑
k=−N

Φ−1(2k)∥g − gνk∥22
(2k)1/2∥s(g − gνk)∥2

=

N∑
k=−N

Φ−1(2k)

(2k)1/2
∥g − gνk∥2 =

N∑
k=−N

1

φ(2−k)
(2k)1/2∥g − gνk∥2,

we get
N∑

k=−N

1

φ(2−k)
(2−k)−1/2∥g − gνk∥2 = l(fN ) ≤ C∥l∥.

Let N → ∞, while taking the supremum over all of such stopping times satisfying P (νk ̸=
∞) ≤ 2−k, k ∈ Z, we can immediately conclude that

∥g∥wL2,φ =

∫ ∞

0

t2φ(x)

x
dx ≤ C

∞∑
k=−∞

t2φ(2
−k) ≤ C∥l∥.

The proof is finished.



574 Kaituo Liu, Jianzhong Lu, Jun Wu and Tian Yue

References
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