# On the Reconstruction of Convection Coefficient in a Semilinear Anomalous Diffusion System 

Liangliang Sun* and Maoli Chang


#### Abstract

In the paper, we study an inverse problem of recovering a time-dependent convection coefficient from the measured data at an interior/boundary point in a one-dimensional nonlinear subdiffusion model with non-homogeneous boundary conditions. Due to the nonlinearity and non-homogeneous boundary conditions of the system, such an inverse problem is novel and important. We first investigate the unique existence and some regularities of the solution to forward problem by using the transposition method and the fixed point theorem. Then a conditional stability of the inverse problem is obtained based on the regularity of solution for the direct problem and some generalized Gronwall's inequalities. Finally, we transform the inverse problem into a variational problem. The existence and convergence of the regularization solution for the variational problem are proved and we use a modified Levenberg-Marquardt method to find an approximate convection coefficient function. The efficiency and accuracy of the algorithm are illustrated with two numerical examples.


## 1. Introduction

In recent years the study on anomalous diffusion models has obtained the important achievement. From the viewpoint of statistical physics, normal diffusion is based on the Brownian motion of the particles. Its spatial probability density function is a Gaussian whose mean squared displacement is a linear growth with respect to time. Anomalous diffusion deviates from the standard Fickian description of Brownian motion, the main character of which is that its mean squared displacement is a nonlinear growth with respect to time, such as $\left\langle x^{2}(t)\right\rangle \sim t^{\alpha}$. One of the popular statistical model of the anomalous diffusion is a continuous time random walk model which incorporates memory effects and under some realistic assumptions leads to a fractional diffusion equation, which is deduced by replacing the standard time derivative with a time fractional derivative and can be used to describe superdiffusion and subdiffusion phenomena. Subdiffusion ( $0<\alpha<1$ )

[^0]and superdiffusion $(1<\alpha<2)$ have been observed in several applications in engineering, physics and biology, e.g., thermal diffusion in fractal domains [25], and dispersive ion transport in column experiments [11], see the review [21] for physical motivation and an extensive list of physical applications.

In this paper we investigate an inverse problem for recovering a time-dependent convection coefficient in a semilinear time-fractional convection-reaction-diffusion equation with non-homogeneous boundary value. Such an inverse problem we considered has many possible practical applications in modelling of fractional reaction-diffusion processes [4, 7, 28, more precisely in reconstruction of certain parameters of non-homogeneous media. For example, Gafiychuk et al. pointed out in $\sqrt[7]{ }$ that nonlinear source term can illustrate phenomena including diversity of stationary and spatio-temporary dissipative patterns, oscillations, different types of waves, excitability, bistability, etc., and it gives a great degree of freedom for diversity of self organization phenomena and new nonlinear effects depending on the order of time-space fractional derivatives. Also, Delleur declared in 4 that for example in the transport process of contamination in underground soil, if the pollutants have a convection effect with medium such that the amount of pollutants decreases with respective to time, then the convection term in equation (1.1) is involved where the coefficient $p(t)$ describes the rate of degraded amount to pollutants in unit volume and unit time. However, the time-dependent convection coefficient $p(t)$ is often unknown although time-fractional diffusion equations have many natural advantages to formulate the anomalous subdiffusion phenomena of particles in heterogenous porous media. So we need adopt an inverse problem method to construct the unknown coefficient.

Now we consider the following initial boundary value problem (IBVP) with a convection term for subdiffusion:

$$
\begin{cases}\partial_{t}^{\alpha} u(x, t)+\mathcal{A} u(x, t)-p(t) q(x, t) u_{x}(x, t)=F(x, t, u(x, t)), & (x, t) \in Q_{T}  \tag{1.1}\\ u_{x}(0, t)=g_{1}(t), \quad u_{x}(1, t)=g_{2}(t), & t \in(0, T] \\ u(x, 0)=0, & x \in \Omega\end{cases}
$$

where $\Omega=(0,1)$ and $Q_{T}=\Omega \times(0, T]$, and $\partial_{t}^{\alpha}$ denotes the Caputo fractional left-sided derivative of order $0<\alpha<1$ in time, defined by

$$
\partial_{t}^{\alpha} u(x, t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{\partial u(x, s)}{\partial s} \frac{d s}{(t-s)^{\alpha}}, \quad t>0
$$

where $\Gamma(\cdot)$ is the Gamma function (see Kilbas et al. 17] and Podlubny [27) and the differential operator $\mathcal{A}$ is defined by

$$
\mathcal{A} u(x, t)=-\frac{\partial}{\partial x}\left(a(x) \frac{\partial u}{\partial x}(x, t)\right) .
$$

For the convenience of statement we introduce the following notations in this paper. Denote $\|\cdot\|=\|\cdot\|_{L^{2}(\Omega)},\|\cdot\|_{\infty}=\|\cdot\|_{L^{\infty}(0, T)},(\cdot, \cdot)$ as the inner product of $L^{2}(\Omega)$ and $H^{s}(\Omega), s \in \mathbb{R}$ are the Sobolev spaces (see Adams [1]). Throughout the paper we always assume the following conditions hold:

$$
\begin{align*}
p(t) & \in L^{\infty}(0, T)  \tag{1.2}\\
q(x, t) & \in L^{\infty}\left(0, T ; H^{1}(\Omega)\right)  \tag{1.3}\\
g_{i}(t) & \in W_{0}^{1, \infty}(0, T), \quad i=1,2  \tag{1.4}\\
a(x) & \geq \mu, \quad x \in \bar{\Omega}, a \in C^{2}(\bar{\Omega}) \tag{1.5}
\end{align*}
$$

for some $\mu>0$.
If the order $\alpha$, all the coefficients $a(x), p(t), q(x, t)$, the nonlinear source term $F$ and the boundary functions $g_{1}(t), g_{2}(t)$ are given appropriately, then the problem 1.1) is a direct problem. However, the time-dependent convection coefficient $p(t)$ is unknown in the present paper, and we need to identify it based on an additional data. The inverse problem here is to determine the convection coefficient $p(t)$ in problem (1.1) by additional data

$$
\begin{equation*}
u\left(x_{0}, t\right)=h(t), \quad x_{0} \in \bar{\Omega}, 0<t<T \tag{1.6}
\end{equation*}
$$

This kind of coefficient inversion problems in fractional diffusion equations have significant application background and have increased extensive attention. As far as we know, there are a good deal of study results in the cases of all coefficients only depending on spatial variable and/or the convection term vanished and/or nonlinear source term vanished in (1.1). This kinds of inverse problems are initiated by the pioneering work (3) for recovering the diffusion coefficient and fractional order from lateral Cauchy data using Sturm-Liouville theory. Henceforth the inverse potential problem for model (1.1) has been analyzed in many works [13, 16, 22, 30, 31, 34, 35]. Jin et al. [13] obtained a uniqueness result in determining the potential from the flux measurements in one dimension. Yamamoto and Zhang [35] gave a conditional stability estimate in determining the potential term in a half-order fractional diffusion equation by the Carleman estimate. Miller et al. 22 discussed an inverse problem of determining the potential and fractional order from the internal data. Tuan [34 proved a uniqueness of determining the potential by only finitely many measurements on the boundary. Sun et al. 30,31 investigated the uniqueness in determining the fractional order(s) and the potential simultaneously for the single-term and multi-term time-fractional diffusion equations, respectively, and gave a valid numerical method. Kaltenbacher and Rundell [15] studied an inverse potential problem from overposed final time data, and recovered numerically the unknown coefficient by an iterative Newton-type method. However, to the best of our knowledge, there are scarce studies for
inverse coefficient problems in a nonlinear anomalous convection-reaction-diffusion system with spatio-temporal dependence coefficients.

What's more, we know that the time dependent coefficient inversion problems are also important in engineering. Zhang [36] considered an inverse time-dependent diffusion coefficient problem without a convection term. Fujishiro et al. [5] considered two kinds of inverse time-dependent parameter problems where the unknown parameters act as a source term or a potential term from an interior or a boundary observations, and obtained the stability of inverse problems. Sun et al. [32, 33] studied the stability estimates for recovering a time dependent convection term and a potential term, respectively. Kian and Yamamato 16 derived a stability result for inversion a space-time dependent potential term from lateral Cauchy data.

In this paper, we focus on an inverse time-dependent convection coefficient problem by point measured information. We firstly study the well-posedness of the direct problem and also obtain a conditional stability of the inverse problem based on the regularity of forward problem. Moreover, we propose a variational regularization method for solving the inverse coefficient problem and employ a modification of the traditional LevenbergMarquardt algorithm to calculate the variational problem. This work is an extension and improvement of 32]: One of the most obvious differences is that the present model is a nonlinear time-fractional diffusion system. Secondly, one of the difficulties is the treatment of non-homogeneous boundary in forward and inverse problems. As is known, a large amount of research on forward and inverse problems of evolution equations depends on the characteristic system whereas the non-homogeneous boundary conditions are the biggest obstacle to solving characteristic systems. What's more, the research on direct problems with non-homogeneous boundary condition could provide a useful tool for considering a boundary optimal control problem and also we find that the conditions for some coefficients can be relaxed under the non-homogeneous boundary condition. Finally, the number of iteration step is obviously shortened in numerical implementation by employing the modified Levenberg-Marquardt algorithm. In addition, we prove the existence and convergence of the solution of regularization for the variational problem.

The main theoretical result in this paper is the following stability result for the inverse convection coefficient problem.

Theorem 1.1. Assume $q(x, t) \in L^{\infty}\left(0, T ; H^{1}(\Omega)\right), g_{i}(t) \in W_{0}^{1, \infty}(0, T),(i=1,2), F$ is a global Lipschitz continuous function in all variables and (1.5) is satisfied. Let $u_{i}$ be the solution of (1.1) for $p=p_{i} \in L^{\infty}(0, T)$ with $\left\|p_{i}\right\|_{\infty} \leq M \quad(i=1,2)$. Assume that there exist $x_{0} \in \Omega$ and $\nu>0$ such that

$$
\begin{equation*}
\left|q\left(x_{0}, t\right) \frac{\partial}{\partial x} u_{2}\left(x_{0}, t\right)\right| \geq \nu \quad \text { a.e. } t \in(0, T) . \tag{1.7}
\end{equation*}
$$

Then there exists a constant $C>0$ depending on $M, T, \alpha, \Omega, \nu,\|q\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)},\|a\|_{C^{2}(\bar{\Omega})}$ and $\left\|g_{i}\right\|_{W^{1, \infty}(0, T)}, i=1,2$ such that

$$
\begin{equation*}
C^{-1}\left\|\partial_{t}^{\alpha} u_{1}\left(x_{0}, \cdot\right)-\partial_{t}^{\alpha} u_{2}\left(x_{0}, \cdot\right)\right\|_{\infty} \leq\left\|p_{1}-p_{2}\right\|_{\infty} \leq C\left\|\partial_{t}^{\alpha} u_{1}\left(x_{0}, \cdot\right)-\partial_{t}^{\alpha} u_{2}\left(x_{0}, \cdot\right)\right\|_{\infty} \tag{1.8}
\end{equation*}
$$

Moreover, we have an appendant estimate

$$
\begin{equation*}
\left\|u_{1}(x, t)-u_{2}(x, t)\right\|_{L^{2}(0, T ; D(A))} \leq C\left\|p_{1}-p_{2}\right\|_{L^{2}(0, T)} \tag{1.9}
\end{equation*}
$$

Remark 1.2. Here we give some explanation for the condition (1.7). As the convection term describes the diffusion of pollutants with the flow of a medium, and $u_{x}$ usually describes the speed of the medium, so we have a good understanding of the physical meaning of (1.7) which means that the medium velocity at the measurement point cannot be zero. Otherwise there would be no convection.

The remainder of this paper is organized as follows. Some preliminaries are presented in Section 2. In Section 3, we give the existence, uniqueness and some regularities of solution for the direct problem. In Section 4, we give the proof of the main result. In Section 5, we introduce the modified Levenberg-Marquardt method and also give an inversion algorithm. The numerical implementation for two examples are investigated in Section 6. Finally, we give some brief concluding remarks in Section 7 .

## 2. Preliminaries

In this section we give some necessary space and lemmas. Define an operator $A$ in $H^{2}(\Omega)$ by

$$
A \psi=\mathcal{A} \psi+\psi, \quad x \in \Omega, \psi \in D(A)=\left\{\psi \in H^{2}(\Omega) ; \psi^{\prime}(0)=\psi^{\prime}(1)=0\right\} .
$$

Notice that $A$ is a self adjoint and positive operator. Let $\left\{\lambda_{k}, \phi_{k}\right\}_{k=1}^{\infty}$ be an eigensystem of $A$ in $D(A)$. Then we know $0<\lambda_{1}<\lambda_{2}<\cdots, \lim _{k \rightarrow \infty} \lambda_{k}=\infty$ satisfying $A \phi_{k}=\lambda_{k} \phi_{k}$, and $\left\{\phi_{k}\right\}_{k=1}^{\infty} \subset H^{2}(\Omega)$ forms an orthonormal basis of $L^{2}(\Omega)$. We can define the Hilbert scale space $D\left(A^{\gamma}\right)$ for $\gamma \geq 0$ (see, e.g., [26]) by

$$
\begin{aligned}
D\left(A^{\gamma}\right) & =\left\{\psi \in L^{2}(\Omega) ; \sum_{k=1}^{\infty} \lambda_{k}^{2 \gamma}\left|\left(\psi, \phi_{k}\right)\right|^{2}<\infty\right\} \\
A^{\gamma} \psi & =\sum_{k=1}^{\infty} \lambda_{k}^{\gamma}\left(\psi, \phi_{k}\right) \phi_{k}, \quad \psi \in D\left(A^{\gamma}\right)
\end{aligned}
$$

equipped with the norm $\|\psi\|_{D\left(A^{\gamma}\right)}=\left\|A^{\gamma} \psi\right\|$. We can easily verify $A^{\alpha+\beta} \psi=A^{\alpha}\left(A^{\beta} \psi\right)=$ $A^{\beta}\left(A^{\alpha} \psi\right)$ for $\psi \in D\left(A^{\alpha+\beta}\right), \alpha, \beta \geq 0$. From [6, 9], we have

$$
\begin{gather*}
D\left(A^{\gamma}\right) \subset H^{2 \gamma}(\Omega) \quad \text { and } \quad\|\psi\|_{H^{2 \gamma}(\Omega)} \leq C\|\psi\|_{D\left(A^{\gamma}\right)}, \quad \psi \in D\left(A^{\gamma}\right) \text { for } 0 \leq \gamma \leq 1  \tag{2.1}\\
D\left(A^{1 / 2}\right)=H^{1}(\Omega) \tag{2.2}
\end{gather*}
$$

Definition 2.1. The Mittag-Leffler function is defined by

$$
E_{\alpha, \beta}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)}, \quad z \in \mathbb{C},
$$

where $\alpha>0$ and $\beta \in \mathbb{R}$ are arbitrary constants.
Proposition 2.2. 17] Let $0<\alpha<2$ and $\beta \in \mathbb{R}$ be arbitrary. We suppose that $\mu$ is such that $\pi \alpha / 2<\mu<\min \{\pi, \pi \alpha\}$. Then there exists a constant $c=c(\alpha, \beta, \mu)>0$ such that

$$
\left|E_{\alpha, \beta}(z)\right| \leq \frac{c}{1+|z|}, \quad \mu \leq|\arg (z)| \leq \pi
$$

Lemma 2.3. [2] Let $f \in L^{p}(0, T)$ and $g \in L^{q}(0, T)$ with $1 \leq p, q \leq \infty$ and $1 / p+1 / q=1$. Then the function $f * g$ defined by $f * g(t)=\int_{0}^{t} f(t-s) g(s) d s$ belongs to $C[0, T]$ and satisfies

$$
|f * g(t)| \leq\|f\|_{L^{p}(0, t)}\|g\|_{L^{q}(0, t)}, \quad t \in[0, T] .
$$

Lemma 2.4. 2] Let $u, v \in H^{1}(\Omega)$. Then $u v \in H^{1}(\Omega)$ with the estimate

$$
\|u v\|_{H^{1}(\Omega)} \leq C\|v\|_{H^{1}(\Omega)}
$$

with $C>0$ depending on $\|u\|_{H^{1}(\Omega)}$.

## 3. Well-posedness of the direct problem

In this section we will analyze the well-posedness including existence, uniqueness and regularity of solution for the direct problem (1.1).

Theorem 3.1. Let conditions (1.2)-(1.4) hold and $F$ be a global Lipschitz continuous function in all variables. Then the IBVP (1.1) has a unique solution $u \in C\left([0, T] ; H^{2}(\Omega)\right)$ satisfying

$$
\partial_{t}^{\alpha} u \in L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)
$$

for $0 \leq \gamma<1 / 2$. Moreover, we have the following estimate

$$
\begin{equation*}
\|u\|_{C\left([0, T] ; H^{2}(\Omega)\right)}+\left\|\partial_{t}^{\alpha} u\right\|_{L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)} \leq C\left\{\left\|g_{1}\right\|_{W^{1, \infty}(0, T)}+\left\|g_{2}\right\|_{W^{1, \infty}(0, T)}\right\} \tag{3.1}
\end{equation*}
$$

with $C>0$ depending on $\Omega, T, \alpha, \gamma,\|p\|_{\infty},\|q\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}$ and $\|a\|_{C^{2}(\bar{\Omega})}$.
In order to prove above results, we first employ the transposition method to homogenize the IBVP 1.1.

Assume $\Lambda_{g}(x, t)=-\frac{1}{2}(1-x)^{2} g_{1}(t)+\frac{1}{2} x^{2} g_{2}(t)$ and let $v(x, t)=u(x, t)-\Lambda_{g}(x, t)$. Then we know $v$ satisfies the homogeneous Neumann boundary condition. We know from (1.4) that $v(x, 0)=u(x, 0)-\Lambda_{g}(x, 0)=0$. So we just have to study the following equations

$$
\begin{cases}\partial_{t}^{\alpha} v(x, t)+\mathcal{A} v(x, t)-p q(x, t) v_{x}(x, t)=F\left(x, t, v+\Lambda_{g}\right)+f(x, t), & (x, t) \in Q_{T}  \tag{3.2}\\ v_{x}(0, t)=v_{x}(1, t)=0, & t \in(0, T] \\ v(x, 0)=0, & x \in \Omega\end{cases}
$$

where

$$
f(x, t)=-\partial_{t}^{\alpha} \Lambda_{g}-\mathcal{A} \Lambda_{g}+p q \partial_{x} \Lambda_{g}
$$

By the previous assumptions, we know that

$$
\begin{equation*}
f \in L^{\infty}\left(0, T ; H^{1}(\Omega)\right) \tag{3.3}
\end{equation*}
$$

Therefore, it is sufficient to prove the unique existence of IBVP (3.2) in order to investigate the well-posedness of IBVP (1.1).

By the fixed point theorem, we can obtain the following existence, uniqueness and regularity results for problem (3.2).

Lemma 3.2. Let the conditions (1.2), 1.3) and (3.3) hold and $F$ be a global Lipschitz continuous function in all variables. Then the IBVP (3.2) exists a unique solution $v \in$ $C([0, T] ; D(A))$ satisfying

$$
A v \in C\left([0, T] ; H^{2 \gamma}(\Omega)\right) \quad \text { and } \quad \partial_{t}^{\alpha} v \in L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)
$$

for $0 \leq \gamma<1 / 2$. Moreover, we have

$$
\|v\|_{C([0, T] ; D(A))}+\|A v\|_{C\left([0, T] ; H^{2 \gamma}(\Omega)\right)}+\left\|\partial_{t}^{\alpha} v\right\|_{L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)} \leq C\|f\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}
$$

with $C>0$ depending on $\Omega, T, \alpha, \gamma,\|p\|_{\infty},\|q\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}$ and $\left\|\Lambda_{g}\right\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}$.

In order to prove above lemma, we define an operator valued function $K(t)$ by

$$
K(t) \psi=\sum_{k=1}^{\infty}\left(\psi, \phi_{k}\right) t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{k} t^{\alpha}\right) \phi_{k}, \quad \psi \in L^{2}(\Omega), t>0 .
$$

It is easy to obtain that $K(t) \in L^{1}\left(0, T ; B\left(L^{2}(\Omega)\right)\right)$, where $B\left(L^{2}(\Omega)\right)$ denote the bounded linear operator in $L^{2}(\Omega)$.

From Proposition 2.2 and $A^{\gamma} K(t) \psi=\sum_{k=1}^{\infty} \lambda_{k}^{\gamma}\left(\psi, \phi_{k}\right) t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{k} t^{\alpha}\right) \phi_{k}$, we have for $0 \leq \gamma \leq 1$,

$$
\begin{align*}
\left\|A^{\gamma} K(t) \psi\right\| & =\left(\sum_{k=1}^{\infty}\left[\lambda_{k}^{\gamma}\left(\psi, \phi_{k}\right) t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{k} t^{\alpha}\right)\right]^{2}\right)^{1 / 2} \\
& \leq C\left(\sum_{k=1}^{\infty}\left(\frac{\lambda_{k}^{\gamma} t^{\alpha-1}}{1+\lambda_{k} t^{\alpha}}\left|\left(\psi, \phi_{k}\right)\right|\right)^{2}\right)^{1 / 2}  \tag{3.4}\\
& \leq C t^{\alpha-1-\alpha \gamma}\left(\sum_{k=1}^{\infty}\left(\frac{\left(\lambda_{k} t^{\alpha}\right)^{\gamma}}{1+\lambda_{k} t^{\alpha}}\left|\left(\psi, \phi_{k}\right)\right|\right)^{2}\right)^{1 / 2} \\
& \leq C t^{\alpha(1-\gamma)-1}\|\psi\|, \quad \psi \in L^{2}(\Omega), t>0
\end{align*}
$$

where we use a fact $\frac{\left(\lambda_{k} t^{\alpha}\right)^{\gamma}}{1+\lambda_{k} t^{\alpha}}$ is bounded for $0 \leq \gamma \leq 1$ in the last inequality. In particular, the mapping $t \mapsto A^{\gamma} K(t)$ belongs to $L^{1}\left(0, T ; B\left(L^{2}(\Omega)\right)\right)$ for $\gamma<1$.

Consider the following Cauchy problem in $L^{2}(\Omega)$ :

$$
\left\{\begin{array}{l}
\partial_{t}^{\alpha} \omega(t)+A \omega(t)=S(t), \quad t \in(0, T]  \tag{3.5}\\
\omega(0)=0
\end{array}\right.
$$

By Theorem 2.2 in 29, for $S \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$, 3.5) admits a unique solution given by

$$
\begin{equation*}
\omega(t)=\int_{0}^{t} K(t-s) S(s) d s \tag{3.6}
\end{equation*}
$$

Notice that $A^{1 / 2}$ and $K(t)$ can be interchanged, we obtain that for $S \in L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$,

$$
A \omega(t)=\int_{0}^{t} A^{1 / 2} K(t-s) A^{1 / 2} S(s) d s
$$

We know that the map $t \mapsto A^{1 / 2} K(t)$ belongs to $L^{1}\left(0, T ; B\left(L^{2}(\Omega)\right)\right)$ from (3.4). Thus by Lemma 2.3, we have $\omega \in C([0, T] ; D(A))$, and by the generalized Minkowski inequality we get

$$
\begin{aligned}
\|\omega(t)\|_{D(A)} & =\|A \omega(t)\| \leq \int_{0}^{t}\left\|A^{1 / 2} K(t-s)\right\|\left\|A^{1 / 2} S(s)\right\| d s \\
& \leq C \int_{0}^{t}(t-s)^{\alpha / 2-1}\|S(s)\|_{D\left(A^{1 / 2}\right)} d s \leq C T^{\alpha / 2}\|S\|_{L^{\infty}\left(0, T ; D\left(A^{1 / 2}\right)\right)}
\end{aligned}
$$

Here we define the map $H: L^{\infty}\left(0, T ; D\left(A^{1 / 2}\right)\right) \rightarrow C([0, T] ; D(A))$ by

$$
H S(t)=\int_{0}^{t} K(t-s) S(s) d s, \quad S \in L^{\infty}\left(0, T ; D\left(A^{1 / 2}\right)\right)
$$

and we have

$$
\begin{equation*}
\|H S\|_{C([0, T] ; D(A))} \leq C T^{\alpha / 2}\|S\|_{L^{\infty}\left(0, T ; D\left(A^{1 / 2}\right)\right)} \tag{3.7}
\end{equation*}
$$

Now we give the proof of Lemma 3.2.

Proof of Lemma 3.2. The IBVP (3.2) could be written as an abstract ODEs

$$
\left\{\begin{array}{l}
\partial_{t}^{\alpha} v(t)+A v(t)=b(t) \partial_{x} v(t)+v(t)+F\left(t, v(t)+\Lambda_{g}(t)\right)+f(t), \quad t \in(0, T]  \tag{3.8}\\
v(0)=0
\end{array}\right.
$$

where $v(t)=v(\cdot, t), b(t)=p(t) q(\cdot, t), \Lambda_{g}(t)=\Lambda_{g}(\cdot, t)$ and $f(t)=f(\cdot, t)$. We observe from (3.6) that the solution $v$ of (3.8) can be written as

$$
v(t)=\int_{0}^{t} K(t-s)\left(b(s) \partial_{x} v(s)+v(s)+F\left(s, v(s)+\Lambda_{g}(s)\right)\right) d s+\int_{0}^{t} K(t-s) f(s) d s
$$

Now we need to look for a fixed point of the nonlinear operator $G: C([0, T] ; D(A)) \rightarrow$ $C([0, T] ; D(A))$ defined by

$$
G(v)(t)=Q(v)(t)+H f(t), \quad v \in C([0, T] ; D(A)), t \in(0, T]
$$

where

$$
Q(v)(t)=\int_{0}^{t} K(t-s)\left(b(s) \frac{\partial}{\partial x} v(s)+v(s)+F\left(s, v(s)+\Lambda_{g}(s)\right)\right) d s, \quad t \in(0, T] .
$$

Similarly, we get

$$
G^{2}(v)=G(G(v))=G(Q(v)+H f)=Q(Q(v)+H f)+H f=Q^{2}(v)+Q(H f)+H f
$$

By induction, we have

$$
G^{m}(v)=Q^{m}(v)+\sum_{k=0}^{m-1} Q^{k}(H f)
$$

Here we denote $Q^{0}=I$.
By Lemma 2.4, property (2.2) and the Lipschitz continuity of $F$, we know that $b \frac{\partial}{\partial x} v \in$ $L^{\infty}\left(0, T ; D\left(A^{1 / 2}\right)\right)$ and

$$
\begin{align*}
&\left\|b(s) \frac{\partial}{\partial x} v(s)\right\|_{D\left(A^{1 / 2}\right)} \leq C\|v(s)\|_{H^{2}(\Omega)},  \tag{3.9}\\
&\left\|F\left(s, v(s)+\Lambda_{g}(s)\right)\right\|_{D\left(A^{1 / 2}\right)} \leq C\|v(s)\|_{H^{1}(\Omega)}+C, \tag{3.10}
\end{align*}
$$

where $C>0$ relies on $\|p\|_{\infty},\|q\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}$ and $\left\|\Lambda_{g}(s)\right\|_{H^{1}(\Omega)}$. By (3.4), (3.9) and 3.10), we obtain

$$
\begin{align*}
& \|Q(v)(t)\|_{D(A)} \\
= & \left\|\int_{0}^{t} A^{1 / 2} K(t-s) A^{1 / 2}\left(b(s) \frac{\partial}{\partial x} v(s)+v(s)+F\left(s, v(s)+\Lambda_{g}(s)\right)\right) d s\right\|^{t} \\
\leq & C \int_{0}^{t}(t-s)^{\alpha / 2-1}\left\|b(s) \frac{\partial}{\partial x} v(s)+v(s)+F\left(s, v(s)+\Lambda_{g}(s)\right)\right\|_{D\left(A^{1 / 2}\right)} d s  \tag{3.11}\\
\leq & C \int_{0}^{t}(t-s)^{\alpha / 2-1}\|v(s)\|_{D(A)} d s
\end{align*}
$$

By Lemma 2.3, for $v \in C([0, T] ; D(A))$, we have $Q(v) \in C([0, T] ; D(A))$ and the estimate

$$
\|Q(v)\|_{C([0, T] ; D(A))} \leq C T^{\alpha / 2}\|v\|_{C([0, T] ; D(A))} .
$$

Thus we can see that $Q$ maps $C([0, T] ; D(A))$ into itself. Combining $H f \in C([0, T] ; D(A))$, we have that the operator $G$ also maps $C([0, T] ; D(A))$ into itself. Repeating the similar procedure, we arrive at

$$
\begin{aligned}
\left\|Q^{2}(v)(t)\right\|_{D(A)} & =\|Q(Q(v))(t)\|_{D(A)} \leq C \int_{0}^{t}(t-s)^{\alpha / 2-1}\|Q(v)(s)\|_{D(A)} d s \\
& \leq C^{2} \int_{0}^{t}(t-s)^{\alpha / 2-1}\left(\int_{0}^{s}(s-\tau)^{\alpha / 2-1}\|v(\tau)\|_{D(A)} d \tau\right) d s \\
& =C^{2} \int_{0}^{t}\left(\int_{\tau}^{t}(t-s)^{\alpha / 2-1}(s-\tau)^{\alpha / 2-1} d s\right)\|v(\tau)\|_{D(A)} d \tau \\
& =\frac{(C \Gamma(\alpha / 2))^{2}}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1}\|v(\tau)\|_{D(A)} d \tau
\end{aligned}
$$

By induction, we obtain

$$
\left\|Q^{m}(v)(t)\right\|_{D(A)} \leq \frac{(C \Gamma(\alpha / 2))^{m}}{\Gamma(m \alpha / 2)} \int_{0}^{t}(t-\tau)^{m \alpha / 2-1}\|v(\tau)\|_{D(A)} d \tau, \quad v \in C([0, T] ; D(A))
$$

By Lemma 2.3, we have $Q^{m}(v) \in C([0, T] ; D(A))$ and the estimate

$$
\begin{equation*}
\left\|Q^{m}(v)\right\|_{C([0, T] ; D(A))} \leq \rho_{m}\|v\|_{C([0, T] ; D(A))}, \quad v \in C([0, T] ; D(A)) \tag{3.12}
\end{equation*}
$$

where $\rho_{m}=\frac{\left(C \Gamma(\alpha / 2) T^{\alpha / 2}\right)^{m}}{\Gamma(m \alpha / 2+1)}$. Therefore, according to the linearity of integral operator and the Lipschitz continuity of $F$, similar to (3.11) and (3.12) we can easily obtain that

$$
\begin{aligned}
\left\|G^{m}\left(v_{1}\right)-G^{m}\left(v_{2}\right)\right\|_{C([0, T] ; D(A))} & =\left\|Q^{m}\left(v_{1}\right)-Q^{m}\left(v_{2}\right)\right\|_{C([0, T] ; D(A))} \\
& \leq \rho_{m}\left\|v_{1}-v_{2}\right\|_{C([0, T] ; D(A))}, \quad \forall v_{1}, v_{2} \in C([0, T] ; D(A))
\end{aligned}
$$

We can verify $\rho_{m} \rightarrow 0$ as $m \rightarrow \infty$. Therefore, we have $\left|\rho_{m}\right|<1$ for large $m \in \mathbb{N}$. Therefore, the operator $G^{m}$ is a contraction mapping from $C([0, T] ; D(A))$ into itself. Thus the mapping $G^{m}$ has a unique fixed point also denoted by $v \in C([0, T] ; D(A))$, that is, $G^{m}(v)=v$. Since $G^{m}(G(v))=G^{m+1}(v)=G\left(G^{m}(v)\right)=G(v)$, the point $G(v)$ is also a fixed point of the mapping $G^{m}$. From the uniqueness of the fixed point of $G^{m}$, we have $Q(v)+H f=G(v)=v$, that is, the equation $v=Q(v)+H f$ has a unique solution $v$ in $C([0, T] ; D(A))$. In addition, we have

$$
v=G(v)=G^{m}(v)=Q^{m}(v)+\sum_{k=0}^{m-1} Q^{k}(H f) .
$$

As $H f \in C([0, T] ; D(A))$, by (3.12) and (3.7), we have

$$
\begin{aligned}
\|v\|_{C([0, T] ; D(A))} & \leq\left\|Q^{m}(v)\right\|_{C([0, T] ; D(A))}+\sum_{k=0}^{m-1}\left\|Q^{k}(H f)\right\|_{C([0, T] ; D(A))} \\
& \leq \rho_{m}\|v\|_{C([0, T] ; D(A))}+\sum_{k=0}^{m-1} \rho_{k}\|H f\|_{C([0, T] ; D(A))} \\
& \leq \rho_{m}\|v\|_{C([0, T] ; D(A))}+\sum_{k=0}^{m-1} \rho_{k} C T^{\alpha / 2}\|f\|_{L^{\infty}\left(0, T ; D\left(A^{1 / 2}\right)\right)}
\end{aligned}
$$

By taking a sufficiently large $m \in \mathbb{N}$ such that $\rho_{m}<1$, we obtain

$$
\begin{equation*}
\|v\|_{C([0, T] ; D(A))} \leq C\|f\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)} \tag{3.13}
\end{equation*}
$$

with $C>0$ depending on $T, \Omega, \alpha,\|p\|_{\infty}$, and $\|q\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}$.
For a fixed $0 \leq \gamma<1 / 2$, similar to the treatment of (3.11), we obtain

$$
\begin{align*}
& \|A v(t)\|_{D\left(A^{\gamma}\right)} \\
\leq & \left\|\int_{0}^{t} A^{\gamma+1 / 2} K(t-s) A^{1 / 2}\left(b(s) \frac{\partial}{\partial x} v(s)+v(s)+F\left(s, v(s)+\Lambda_{g}(s)\right)\right) d s\right\| \\
& +\left\|\int_{0}^{t} A^{\gamma+1 / 2} K(t-s) A^{1 / 2} f(s) d s\right\|  \tag{3.14}\\
\leq & C \int_{0}^{t}(t-s)^{\alpha(1 / 2-\gamma)-1}\left(\|v(s)\|_{D(A)}+\|f(s)\|_{D\left(A^{1 / 2}\right)}\right) d s
\end{align*}
$$

By Lemma 2.3, we have $A v \in C\left([0, T] ; D\left(A^{\gamma}\right)\right)$ ) and the following estimate from (3.13) and (3.14),

$$
\begin{aligned}
\|A v\|_{C\left([0, T] ; D\left(A^{\gamma}\right)\right)} & \leq C T^{\alpha(1 / 2-\gamma)}\left(\|v\|_{C([0, T] ; D(A))}+\|f\|_{L^{\infty}\left(0, T ; D\left(A^{1 / 2}\right)\right)}\right) \\
& \leq C\|f\|_{L^{\infty}\left(0, T ; D\left(A^{1 / 2}\right)\right)} .
\end{aligned}
$$

Therefore, we have $A v \in C\left([0, T] ; H^{2 \gamma}(\Omega)\right)$ with $0 \leq \gamma<1 / 2$ from (2.1), and

$$
\begin{equation*}
\|A v\|_{C\left([0, T] ; H^{2 \gamma}(\Omega)\right)} \leq C\|f\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)} \tag{3.15}
\end{equation*}
$$

from (2.2). By the original equation $\partial_{t}^{\alpha} v=-A v+b \frac{\partial}{\partial x} v+v+F+f$, combining (3.9), (3.10), (3.13) and (3.15), we see that $\partial_{t}^{\alpha} v \in L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)$ with the estimate

$$
\begin{aligned}
& \left\|\partial_{t}^{\alpha} v\right\|_{L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)} \\
\leq & C\|f\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}+\left\|b \partial_{x} v+v\right\|_{L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)}+\|F\|_{L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)}+\|f\|_{L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)} \\
\leq & C\|f\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)} .
\end{aligned}
$$

Thus we complete the proof.

Now we prove our main result for the forward problem in this section.
Proof of Theorem 3.1. From (1.2)-1.5), we have $a^{\prime} \in C^{1}(\bar{\Omega})$ (also $a^{\prime} \in H^{1}(\Omega)$ ), and $\partial_{t}^{\alpha} g_{i}(t) \in C[0, T], i=1,2$ from Lemma 2.3. So we have

$$
\begin{aligned}
\Lambda_{g}(x, t) & =-\frac{1}{2}(1-x)^{2} g_{1}(t)+\frac{1}{2} x^{2} g_{2}(t) \in C\left([0, T] ; H^{2}(\Omega)\right), \\
\partial_{x} \Lambda_{g} & =(1-x) g_{1}(t)+x g_{2}(t) \in C\left([0, T] ; H^{2}(\Omega)\right), \\
\partial_{x x} \Lambda_{g} & =g_{2}(t)-g_{1}(t) \in C\left([0, T] ; H^{2}(\Omega)\right), \\
\mathcal{A} \Lambda_{g} & =-a^{\prime}(x) \partial_{x} \Lambda_{g}-a \partial_{x x} \Lambda_{g} \in C\left([0, T] ; H^{1}(\Omega)\right), \\
\partial_{t}^{\alpha} \Lambda_{g} & =-\frac{1}{2}(1-x)^{2} \partial_{t}^{\alpha} g_{1}(t)+\frac{1}{2} x^{2} \partial_{t}^{\alpha} g_{2}(t) \in C\left([0, T] ; H^{2}(\Omega)\right) .
\end{aligned}
$$

Thus we have that $f=-\partial_{t}^{\alpha} \Lambda_{g}-\mathcal{A} \Lambda_{g}+p q \partial_{x} \Lambda_{g} \in L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$ by Lemma 2.4 and

$$
\begin{equation*}
\|f\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)} \leq C\left(\left\|g_{1}\right\|_{W^{1, \infty}(0, T)}+\left\|g_{2}\right\|_{W^{1, \infty}(0, T)}\right), \tag{3.16}
\end{equation*}
$$

where $C$ depends on $\|p\|_{\infty},\|q\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}$ and $\|a\|_{C^{2}(\bar{\Omega})}$. By Lemma 3.2, we obtain that the IBVP (3.2) has a unique solution $v \in C([0, T] ; D(A))$, and $A v \in C\left([0, T] ; H^{2 \gamma}(\Omega)\right)$, $\partial_{t}^{\alpha} v \in L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)$ for $0 \leq \gamma<1 / 2$. Therefore, we obtain the IBVP 1.1) has a unique solution $u=v+\Lambda_{g} \in C\left([0, T] ; H^{2}(\Omega)\right)$. Moreover, we get $\partial_{t}^{\alpha} u \in L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)$ for $0 \leq \gamma<1 / 2$, and from (3.16) the following estimates hold:

$$
\begin{aligned}
\|u\|_{C\left([0, T] ; H^{2}(\Omega)\right)} & \leq C\left(\|f\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}+\left\|\Lambda_{g}\right\|_{C\left([0, T] ; H^{2}(\Omega)\right)}\right) \\
& \leq C\left\{\left\|g_{1}\right\|_{W^{1, \infty}(0, T)}+\left\|g_{2}\right\|_{W^{1, \infty}(0, T)}\right\}, \\
\left\|\partial_{t}^{\alpha} u\right\|_{L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)} & \leq\left(\|f\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}+\left\|\partial_{t}^{\alpha} \Lambda_{g}\right\|_{L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)}\right) \\
& \leq C\left\{\left\|g_{1}\right\|_{W^{1, \infty}(0, T)}+\left\|g_{2}\right\|_{W^{1, \infty}(0, T)}\right\},
\end{aligned}
$$

where $C$ depends on $\Omega, T, \alpha, \gamma,\|p\|_{\infty},\|q\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}$ and $\|a\|_{C^{2}(\bar{\Omega})}$.

## 4. Proof of the stability for inverse problem

In this section, we give the proof of Theorem 1.1. To accomplish this objective, we first introduce the following two Gronwall's type inequalities. And then we obtain the conditional stability of inverse problem based on above analysis of well-posedness of the direct problem.

Lemma 4.1. Let $C, \alpha>0$ and $u, d \in L^{1}(0, T)$ be nonnegative functions satisfying

$$
u(t) \leq C d(t)+C \int_{0}^{t}(t-s)^{\alpha-1} u(s) d s, \quad t \in(0, T)
$$

Then we have

$$
u(t) \leq C d(t)+C \int_{0}^{t}(t-s)^{\alpha-1} d(s) d s, \quad t \in(0, T)
$$

Lemma 4.2. Let $a, b, \alpha>0$ and $u \in L^{1}(0, T)$ be nonnegative functions satisfying

$$
u(t) \leq a+b \int_{0}^{t}(t-s)^{\alpha-1} u(s) d s \quad \text { a.e. } t \in(0, T) .
$$

Then we have

$$
u(t) \leq a E_{\alpha, 1}\left((b \Gamma(\alpha))^{1 / \alpha} t^{\alpha}\right) \quad \text { a.e. } t \in(0, T)
$$

For the proofs of above two lemmas, see also Lemmas 7.1.1 and 7.1.2 on pp. 188-189 of (12], here we omit the details.

Proof of Theorem 1.1. Let $u_{i}$ be the solutions to (1.1) with respect to $p=p_{i}(i=1,2)$. Setting $u=u_{1}-u_{2}$ and $p=p_{1}-p_{2}$, then $u$ solves

$$
\begin{cases}\partial_{t}^{\alpha} u(x, t)+\mathcal{A} u(x, t)-p_{1}(t) q(x, t) u_{x}(x, t) &  \tag{4.1}\\ \quad=p(t) q(x, t) \partial_{x} u_{2}(x, t)+F\left(x, t, u_{1}\right)-F\left(x, t, u_{2}\right), & (x, t) \in Q_{T} \\ u_{x}(0, t)=u_{x}(1, t)=0, & t \in(0, T] \\ u(x, 0)=0, & x \in \Omega\end{cases}
$$

Assume $b(x, t)=p_{1}(t) q(x, t)$ and $R(x, t)=q(x, t) \frac{\partial}{\partial x} u_{2}(x, t)$, then $u(x, t)$ is given by

$$
\begin{aligned}
u(t)= & \int_{0}^{t} K(t-s)\left[b(s) u_{x}(s)+u(s)+\left(F\left(s, u_{1}(s)\right)-F\left(s, u_{2}(s)\right)\right)\right] d s \\
& +\int_{0}^{t} p(s) K(t-s) R(s) d s
\end{aligned}
$$

We first estimate $\|u(t)\|_{D(A)}$. By Lemma 2.4, we see that $R=q \frac{\partial}{\partial x} u_{2} \in L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$ and the following estimate (from (3.9) and (3.1))

$$
\begin{equation*}
\|R\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)} \leq C\left\|u_{2}\right\|_{C\left([0, T] ; H^{2}(\Omega)\right)} \leq C\left\{\left\|g_{1}\right\|_{W^{1, \infty}(0, T)}+\left\|g_{2}\right\|_{W^{1, \infty}(0, T)}\right\} \tag{4.2}
\end{equation*}
$$

where $C>0$ depends on $\Omega, T,\left\|p_{2}\right\|_{\infty},\|q\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}$ and $\|a\|_{C^{2}(\bar{\Omega})}$.
By the Lipschitz continuity of $F$, we have

$$
\begin{equation*}
\left\|F\left(s, u_{1}(s)\right)-F\left(s, u_{2}(s)\right)\right\|_{D\left(A^{1 / 2}\right)} \leq C\|u(s)\|_{H^{1}(\Omega)} \tag{4.3}
\end{equation*}
$$

Similar to the procedure of (3.11), we acquire from (4.2) and (4.3) that

$$
\begin{aligned}
\|u(t)\|_{D(A)} \leq & \left\|\int_{0}^{t} A^{1 / 2} K(t-s) A^{1 / 2}\left[b(s) u_{x}(s)+u(s)+\left(F\left(s, u_{1}(s)\right)-F\left(s, u_{2}(s)\right)\right)\right] d s\right\| \\
& +\left\|\int_{0}^{t} p(s) A^{1 / 2} K(t-s) A^{1 / 2} R(s) d s\right\|^{\leq} \\
\leq & C \int_{0}^{t}(t-s)^{\alpha / 2-1}\|u(s)\|_{D(A)} d s+C \int_{0}^{t}(t-s)^{\alpha / 2-1}|p(s)| d s
\end{aligned}
$$

where $C>0$ relies on $\Omega, T, M,\|q\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)},\|a\|_{C^{2}(\bar{\Omega})}$ and $\left\|g_{i}\right\|_{W^{1, \infty}(0, T)}, i=1,2$.
Denote $d(t)=\int_{0}^{t}(t-s)^{\alpha / 2-1}|p(s)| d s$, then we obtain from Lemma 4.1 that

$$
\|u(t)\|_{D(A)} \leq C d(t)+\int_{0}^{t}(t-s)^{\alpha / 2-1} d(s) d s, \quad t \in(0, T)
$$

Because

$$
\begin{aligned}
\int_{0}^{t}(t-s)^{\alpha / 2-1} d(s) d s & =\int_{0}^{t}(t-s)^{\alpha / 2-1}\left(\int_{0}^{s}(s-\tau)^{\alpha / 2-1}|p(\tau)| d \tau\right) d s \\
& =\int_{0}^{t}\left(\int_{\tau}^{t}(t-s)^{\alpha / 2-1}(s-\tau)^{\alpha / 2-1} d s\right)|p(\tau)| d \tau \\
& =B(\alpha / 2, \alpha / 2) \int_{0}^{t}(t-\tau)^{\alpha-1}|p(\tau)| d \tau \\
& \leq T^{\alpha / 2} B(\alpha / 2, \alpha / 2) \int_{0}^{t}(t-\tau)^{\alpha / 2-1}|p(\tau)| d \tau \\
& \leq C d(t)
\end{aligned}
$$

we obtain $\|u(t)\|_{D(A)} \leq C d(t), t \in(0, T)$, that is,

$$
\|u(t)\|_{D(A)} \leq C \int_{0}^{t}(t-s)^{\alpha / 2-1}|p(s)| d s, \quad t \in(0, T)
$$

By Young's inequality for the convolution, we arrive at

$$
\int_{0}^{T}\|u(t)\|_{D(A)}^{2} d t \leq C \int_{0}^{T}\left(\int_{0}^{t}(t-s)^{\alpha / 2-1}|p(s)| d s\right)^{2} d t \leq C T^{\alpha}\|p\|_{L^{2}(0, T)}^{2}
$$

Then (1.9) is obtained. Likewise, we have that for $0 \leq \gamma<1 / 2$,

$$
\|A u(t)\|_{D\left(A^{\gamma}\right)} \leq C \int_{0}^{t}(t-s)^{\alpha(1 / 2-\gamma)-1}|p(s)| d s, \quad t \in(0, T) .
$$

Let $x=x_{0}$ in the first equation of (4.1), we have

$$
\begin{align*}
p(t) R\left(x_{0}, t\right)= & \partial_{t}^{\alpha} u\left(x_{0}, t\right)+A u\left(x_{0}, t\right)-b\left(x_{0}, t\right) u_{x}\left(x_{0}, t\right)-u\left(x_{0}, t\right) \\
& -\left(F\left(t, u_{1}(t)\right)-F\left(t, u_{2}(t)\right)\right) \quad \text { a.e. } t \in(0, T) . \tag{4.4}
\end{align*}
$$

Let $1 / 4<\gamma<1 / 2$. By the Sobolev embedding, we obtain

$$
\begin{align*}
& \left|A u\left(x_{0}, t\right)-b\left(x_{0}, t\right) u_{x}\left(x_{0}, t\right)-u\left(x_{0}, t\right)-\left(F\left(t, u_{1}(t)\right)-F\left(t, u_{2}(t)\right)\right)\right|^{\leq} \\
\leq & C\left\|A u(\cdot, t)-b(\cdot, t) u_{x}(\cdot, t)-u(\cdot, t)-\left(F\left(t, u_{1}(t)\right)-F\left(t, u_{2}(t)\right)\right)\right\|_{H^{2 \gamma}(\Omega)} \\
\leq & C\|A u(\cdot, t)\|_{H^{2 \gamma}(\Omega)}+C\left\|u_{x}(\cdot, t)\right\|_{H^{2 \gamma}(\Omega)}+C\|u(\cdot, t)\|_{H^{2 \gamma}(\Omega)}  \tag{4.5}\\
\leq & C\|A u(\cdot, t)\|_{D\left(A^{\gamma}\right)} \leq C \int_{0}^{t}(t-s)^{\alpha(1 / 2-\gamma)-1}|p(s)| d s, \quad t \in(0, T),
\end{align*}
$$

where we use the Sobolev embedding $H^{2 \gamma} \hookrightarrow C[\bar{\Omega}]$ for $\gamma>1 / 4$ in the first inequality, and the Lipschitz continuity on $F$ in the second inequality, and the fact $\left\|u_{x}\right\|_{H^{2 \gamma}} \lesssim\|u\|_{H^{2}}$, $\|u\|_{H^{2 \gamma}} \lesssim\|u\|_{H^{1}}$ for $\gamma<1 / 2$, and $\|A u\|_{D\left(A^{\gamma}\right)} \sim\|u\|_{D\left(A^{\gamma+1}\right)} \gtrsim\|u\|_{H^{2}}$ for $\gamma>0$ in the third inequality. From condition (1.7), we have

$$
\left|R\left(x_{0}, t\right)\right|=\left|q\left(x_{0}, t\right) \frac{\partial}{\partial x} u_{2}\left(x_{0}, t\right)\right|>\nu>0 .
$$

As a consequence, combining (4.5) and (4.4), we arrive at

$$
\begin{aligned}
|p(t)| \leq & C\left|\partial_{t}^{\alpha} u\left(x_{0}, t\right)\right| \\
& +C\left|A u\left(x_{0}, t\right)-b\left(x_{0}, t\right) u_{x}\left(x_{0}, t\right)-u\left(x_{0}, t\right)-\left(F\left(t, u_{1}(t)\right)-F\left(t, u_{2}(t)\right)\right)\right| \\
\leq & C\left\|\partial_{t}^{\alpha} u\left(x_{0}, t\right)\right\|_{L^{\infty}(0, T)}+C \int_{0}^{t}(t-s)^{\alpha(1 / 2-\gamma)-1}|p(s)| d s \quad \text { a.e. } t \in(0, T) .
\end{aligned}
$$

Employing Lemma 4.2, we have

$$
|p(t)| \leq C\left\|\partial_{t}^{\alpha} u\left(x_{0}, t\right)\right\|_{L^{\infty}(0, T)}
$$

Therefore we have proved the right-hand side of (1.8). On the other hand, from 4.5, (4.4), combining the Sobolev embedding, we acquire

$$
\begin{aligned}
\left|\partial_{t}^{\alpha} u\left(x_{0}, t\right)\right| \leq & \left|p(t) R\left(x_{0}, t\right)\right| \\
& +\left|A u\left(x_{0}, t\right)-b\left(x_{0}, t\right) u_{x}\left(x_{0}, t\right)-u\left(x_{0}, t\right)-\left(F\left(t, u_{1}(t)\right)-F\left(t, u_{2}(t)\right)\right)\right| \\
\leq & C|p(t)|\|R(\cdot, t)\|_{D\left(A^{1 / 2}\right)}+C \int_{0}^{t}(t-s)^{\alpha(1 / 2-\gamma)-1}|p(s)| d s \\
\leq & C\left(\|R\|_{L^{\infty}\left(0, T ; D\left(A^{1 / 2}\right)\right)}+T^{\alpha(1 / 2-\gamma)}\right)\|p\|_{L^{\infty}(0, T)} .
\end{aligned}
$$

Thus we complete the proof.
Remark 4.3. Under the assumptions of Theorem 1.1, we know from Theorem 3.1 that the IBVP (1.1) admits a unique solution $u \in C\left([0, T] ; H^{2}(\Omega)\right)$ with $\partial_{t}^{\alpha} u \in L^{\infty}\left(0, T ; H^{2 \gamma}(\Omega)\right)$ for some $0 \leq \gamma<1 / 2$. By the Sobolev embedding theorem, we have $\partial_{t}^{\alpha} u\left(x_{0}, \cdot\right) \in L^{\infty}(0, T)$ and $\frac{\partial}{\partial x} u\left(x_{0}, t\right) \in C[0, T]$ for $d / 4<\gamma<1 / 2$. Therefore, our stability result only holds in one-dimensional case and also the formulation of condition (1.7) makes sense.

## 5. The Levenberg-Marquardt method and inversion algorithm

According to the previous discussion, the convection term $p(t)$ can be determined uniquely from Theorem 1.1 by the measured data at a point in mathematical theory. Here we propose a numerical method to find an approximate solution by using additional condition (1.6). We know that most of inversion algorithms are based on regularization
strategies so as to overcome ill-posedness of inverse problems, and different kinds of inverse problems may need different approximate methods on the basis of conditional wellposedness analysis. Here we introduce the Levenberg-Marquardt method and give an inversion algorithm to obtain an approximate solution of the convection coefficient in this section.

Based on Theorem 3.1, we can define a forward operator

$$
\begin{equation*}
\mathcal{F}: p(t) \in H^{1}(0, T) \rightarrow u\left(x_{0}, t ; p\right) \in L^{2}(0, T) . \tag{5.1}
\end{equation*}
$$

Thus the inverse problem is translated into solving the following abstract operator equation

$$
\mathcal{F}(p)=h(t) \triangleq u\left(x_{0}, t ; p\right) .
$$

We have $\partial_{t}^{\alpha} u\left(x_{0}, t ; p\right) \in L^{\infty}(0, T)$ from Theorem 3.1. Assume $\partial_{t}^{\alpha} u\left(x_{0}, t ; p\right)=\psi(t)$, then we know $u\left(x_{0}, t ; p\right)=I_{0+}^{\alpha} \psi(t)+u\left(x_{0}, 0 ; p\right)$ for $u\left(x_{0}, t ; p\right) \in C[0, T]$ by the monograph [17], where $\psi(t) \in L^{\infty}(0, T)$. Therefore, we have $u\left(x_{0}, t ; p\right) \in H^{\alpha}(0, T)$ by Theorem 2.1 in the paper [8]. As $H^{\alpha}(0, T) \hookrightarrow L^{2}(0, T)$ compactly, so the operator $\mathcal{F}: H^{1}(0, T) \rightarrow L^{2}(0, T)$ is compact. Thus the inverse convection coefficient problem is ill-posed. Let $p^{*} \in H^{1}(0, T)$ be a suitable guess of $p$. In order to ensure a stable numerical reconstruction of $p(t)$, we give the following minimization problem with a high order Tikhonov regularization term

$$
\begin{equation*}
\min _{p \in H^{1}(0, T)} J_{\mu}(p), \tag{5.2}
\end{equation*}
$$

where $J_{\mu}(p)=\left\|u\left(x_{0}, t ; p\right)-h^{\delta}(t)\right\|_{L^{2}(0, T)}^{2}+\mu\left\|p-p^{*}\right\|_{H^{1}(0, T)}^{2}, \mu>0$ is a regularization parameter, and $h^{\delta}$ is the noisy function of $h$.

Lemma 5.1. [2] Assume that $E$ is a uniformly convex Banach space. Let $\left\{x_{n}\right\}$ be a sequence in $E$ such that $x_{n} \rightharpoonup x$ weakly in $\sigma\left(E, E^{\prime}\right)$ and

$$
\lim \sup \left\|x_{n}\right\| \leq\|x\|
$$

Then $x_{n} \rightarrow x$ strongly.
Proposition 5.2. Under the conditions of Theorem 1.1, there exists at least one minimizer $p_{\mu}^{\delta} \in H^{1}(0, T)$ for the variational problem (5.2).

Proof. Since the functional $J_{\mu}$ is nonnegative, there exists a constant $d=\inf _{p \in H^{1}(0, T)} J_{\mu}(p)$. Thus, there exists a sequence $p_{n} \in H^{1}(0, T)$ such that $J_{\mu}\left(p_{n}\right) \rightarrow d$. Therefore, we obtain $\mu\left\|p_{n}-p^{*}\right\|_{H^{1}(0, T)}^{2}$ is bounded. This illustrates that $\left\{p_{n}\right\}$ is bounded in $H^{1}(0, T)$, then there exists a subsequence, still denoted by $p_{n}$, such that $p_{n} \rightharpoonup p_{\mu}^{\delta}$ in $H^{1}(0, T)$ and $p_{n} \rightarrow p_{\mu}^{\delta}$ in $L^{2}(0, T)$. Based on 1.9) and the Sobolev embedding, we have $u\left(x_{0}, t ; p_{n}\right) \rightarrow u\left(x_{0}, t ; p_{\mu}^{\delta}\right)$ in $L^{2}(0, T)$. That is,

$$
\left\|u\left(x_{0}, t ; p_{n}\right)-h^{\delta}(t)\right\|_{L^{2}(0, T)}^{2} \rightarrow\left\|u\left(x_{0}, t ; p_{\mu}^{\delta}\right)-h^{\delta}(t)\right\|_{L^{2}(0, T)}^{2}, \quad n \rightarrow \infty .
$$

According to weak lower semicontinuity of $H^{1}$-norm, we have

$$
\mu\left\|p_{\mu}^{\delta}-p^{*}\right\|_{H^{1}(0, T)}^{2} \leq \liminf _{n \rightarrow \infty} \mu\left\|p_{n}-p^{*}\right\|_{H^{1}(0,1)}^{2}
$$

Therefore, we have

$$
d \leq J_{\mu}\left(p_{\mu}^{\delta}\right) \leq \liminf _{n \rightarrow \infty} J_{\mu}\left(p_{n}\right)=d
$$

This shows that $p_{\mu}^{\delta}$ is a minimizer.
Proposition 5.3. Under the conditions of Theorem 1.1, assume that $\mathcal{F}(p)=h$ and the noisy data $h^{\delta} \in L^{2}(0, T)$ satisfying $\left\|h^{\delta}-h\right\|_{L^{2}(0, T)} \leq \delta$ and let $\mu(\delta)$ satisfy $\mu(\delta) \rightarrow 0$ and $\delta^{2} / \mu(\delta) \rightarrow 0$ as $\delta \rightarrow 0$, then the minimizer $p_{\mu}^{\delta}$ of variational problem 5.2) is convergent, i.e., $p_{\mu(\delta)}^{\delta} \rightarrow p$ in $H^{1}(0, T)$ as $\delta \rightarrow 0$.

Proof. Let $\delta_{k}$ be any sequence such that $\delta_{k} \rightarrow 0$, and denote $\mu_{k}=\mu\left(\delta_{k}\right)$. By the definition of the minimizer $p_{\mu}^{\delta}$, we have

$$
\begin{align*}
& \left\|\mathcal{F}\left(p_{\mu_{k}}^{\delta_{k}}\right)-h^{\delta_{k}}\right\|_{L^{2}(0, T)}^{2}+\mu_{k}\left\|p_{\mu_{k}}^{\delta_{k}}-p^{*}\right\|_{H^{1}(0, T)}^{2}  \tag{5.3}\\
\leq & \left\|\mathcal{F}(p)-h^{\delta_{k}}\right\|_{L^{2}(0, T)}^{2}+\mu_{k}\left\|p-p^{*}\right\|_{H^{1}(0, T)}^{2} \leq \delta_{k}^{2}+\mu_{k}\left\|p-p^{*}\right\|_{H^{1}(0, T)}^{2}
\end{align*}
$$

So we know $\left\|p_{\mu_{k}}^{\delta_{k}}-p^{*}\right\|_{H^{1}(0, T)}^{2} \leq \delta_{k}^{2} / \mu_{k}+\left\|p-p^{*}\right\|_{H^{1}(0, T)}^{2}$ and $\lim \sup _{\delta_{k} \rightarrow 0}\left\|p_{\mu_{k}}^{\delta_{k}}-p^{*}\right\|_{H^{1}(0, T)} \leq$ $\left\|p-p^{*}\right\|_{H^{1}(0, T)}$ by the condition for $\mu$. This illustrates that $\left\|p_{\mu_{k}}^{\delta_{k}}\right\|_{H^{1}(0, T)}$ is bounded and has a weak convergent subsequence by the reflexivity of $H^{1}(0, T)$ and also denotes $p_{\mu_{k}}^{\delta_{k}}$ such that

$$
p_{\mu_{k}}^{\delta_{k}} \rightharpoonup z \quad \text { in } H^{1}(0, T)
$$

Since $H^{1}(0, T) \hookrightarrow L^{2}(0, T)$ compactly, there exists the subsequence still denoted by $p_{\mu_{k}}^{\delta_{k}}$ such that

$$
p_{\mu_{k}}^{\delta_{k}} \rightarrow z \quad \text { in } L^{2}(0, T)
$$

By the estimate (1.9), we have that

$$
\mathcal{F}\left(p_{\mu_{k}}^{\delta_{k}}\right) \rightarrow \mathcal{F}(z) \quad \text { in } L^{2}(0, T)
$$

From (5.3), we have

$$
\left\|\mathcal{F}\left(p_{\mu_{k}}^{\delta_{k}}\right)-h^{\delta_{k}}\right\|_{L^{2}(0, T)} \leq \delta_{k}^{2}+\mu_{k}\left\|p-p^{*}\right\|_{H^{1}(0, T)}^{2}
$$

and thus $\lim _{\delta_{k} \rightarrow 0} \mathcal{F}\left(p_{\mu_{k}}^{\delta_{k}}\right)=h$ and $\mathcal{F}(z)=h$. By the uniqueness of $\mathcal{F}(p)=h$, we know that $z=p$. According to the weak lower semicontinuity of the norm in Hilbert space, we have

$$
\left\|p-p^{*}\right\|_{H^{1}(0, T)} \leq \liminf _{\delta_{k} \rightarrow 0}\left\|p_{\mu_{k}}^{\delta_{k}}-p^{*}\right\|_{H^{1}(0, T)} \leq \limsup _{\delta_{k} \rightarrow 0}\left\|p_{\mu_{k}}^{\delta_{k}}-p^{*}\right\|_{H^{1}(0, T)} \leq\left\|p-p^{*}\right\|_{H^{1}(0, T)}
$$

and hence we know that $\lim _{\delta_{k} \rightarrow 0}\left\|p_{\mu_{k}}^{\delta_{k}}-p^{*}\right\|_{H^{1}(0, T)}=\left\|p-p^{*}\right\|_{H^{1}(0, T)}$. Combining with the weak convergence of $p_{\mu_{k}}^{\delta_{k}}$ in $H^{1}(0, T)$, we obtain by Lemma 5.1 that $p_{\mu_{k}}^{\delta_{k}} \rightarrow p$. From the uniqueness of $\mathcal{F}(p)=h$, we arrive at $p_{\mu(\delta)}^{\delta} \rightarrow p$ in $H^{1}(0, T)$.

In the following, we use the modified Levenberg-Marquardt method to minimize problem (5.2). The Levenberg-Marquardt method which is a kind of the Newton-type method was first introduced by 18,20 . In recent years, it has been well applied to fractional equations, for example, see $19,32,33$. From physical considerations we known that $h^{\delta}$ is a reasonably close approximation of some ideal $h=\mathcal{F}(p)$ in the range of $\mathcal{F}$. Let $p^{*}$ is an approximation of $p$. Then the nonlinear mapping $\mathcal{F}(p)$ in 5.1 can be replaced approximatively by its linearization around $p^{*}$. We can obtain

$$
\mathcal{F}(p)=\mathcal{F}\left(p^{*}\right)+\mathcal{F}_{p}^{\prime}\left(p^{*}\right)\left(p-p^{*}\right)
$$

Then the inverse problem $\mathcal{F}(p)=h^{\delta}$ can be transformed into a linear inverse problem

$$
\mathcal{F}_{p}^{\prime}\left(p^{*}\right)\left(p-p^{*}\right)=h^{\delta}-\mathcal{F}\left(p^{*}\right)
$$

Therefore, it is easily seen that the variational problem (5.2) is equivalent to minimizing

$$
\min _{\delta p \in H^{1}(0, T)} J_{\mu}(p)=\left\|\mathcal{F}_{p}^{\prime}\left(p^{*}\right) \delta p-\left(h^{\delta}-\mathcal{F}\left(p^{*}\right)\right)\right\|_{L^{2}(0, T)}^{2}+\mu\|\delta p\|_{H^{1}(0, T)}^{2}
$$

where $\delta p=p-p^{*}$.
Now we consider the discretization of above variational problem. Suppose that $\left\{\varphi_{s}(t)\right.$, $s=1,2, \ldots, \infty\}$ is a basis in $H^{1}(0, T)$, let

$$
p(t) \approx p^{S}(t)=\sum_{s=1}^{S} a_{s} \varphi_{s}(t) \quad \text { and } \quad p^{*}(t) \approx p^{* S}(t)=\sum_{s=1}^{S} a_{s}^{*} \varphi_{s}(t)
$$

where $p^{S}$ is the $S$-dimensional approximation solution to $p(t)$ and $S \in \mathbb{N}$ is a truncated level of $p(t)$, and $a_{s}, s=1,2, \ldots, S$ are the expansion coefficients. We set a finite dimensional space as

$$
\Phi^{S}=\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{S}\right\}
$$

and $S$-dimensional vector $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{S}\right) \in \mathbb{R}^{S}$, so we can identify an approximation $p^{S}(t) \in \Phi^{S}$ with a vector $\mathbf{a} \in \mathbb{R}^{S}$.

According to above discussions, by setting $u\left(x_{0}, t ; \mathbf{a}\right)=u\left(x_{0}, t ; p^{S}\right)=\mathcal{F}\left(p^{S}\right)$ as a unique solution of the forward problem, a feasible way for numerical solution to solve the following finite-dimensional minimization problem

$$
\begin{equation*}
\min _{\delta \mathbf{a} \in \mathbb{R}^{S}}\left\{\left\|\nabla_{\mathbf{a}} u\left(x_{0}, t ; \mathbf{a}^{*}\right) \delta \mathbf{a}^{T}-\left(h^{\delta}-u\left(x, t ; \mathbf{a}^{*}\right)\right)\right\|_{L^{2}(0, T)}^{2}+\mu \delta \mathbf{a} A \delta \mathbf{a}^{T}\right\} \tag{5.4}
\end{equation*}
$$

where $A=\left(\left(\varphi_{i}, \varphi_{j}\right)_{H^{1}}\right)_{S \times S}, \mathbf{a}^{*}=\left(a_{1}^{*}, a_{2}^{*}, \ldots, a_{S}^{*}\right), \delta \mathbf{a}=\mathbf{a}-\mathbf{a}^{*}$ and $\mathbf{a}^{T}$ denotes the transpose of $\mathbf{a}$.

In the following, we give an iterative inversion algorithm for determining the coefficient a. Given the initial $\mathbf{a}^{0}$ and let $\mathbf{a}^{*}=\mathbf{a}^{0}$. Suppose $\mathbf{a}^{k} \in \mathbb{R}^{S}$ is the $k$ th step iteration value, then we obtain $(k+1)$ th step approximation by solving

$$
\begin{equation*}
\mathbf{a}^{k+1}=\mathbf{a}^{k}+\delta \mathbf{a}^{k}, \quad k=0,1, \ldots \tag{5.5}
\end{equation*}
$$

where $\delta \mathbf{a}^{k}$ is called a perturbation for given $\mathbf{a}_{k}$ and $k$ is the number of iterations.
Now we discretize the time domain $[0, T]$ with $0=t_{0}<t_{1}<\cdots<t_{K}=T$, where $K$ denotes the number of grid points. Then above $L^{2}$ norm can be reduced to the discrete Euclidean norm and the variational problem (5.4) at the $k$ th step becomes

$$
\begin{equation*}
\min _{\delta \mathbf{a}^{k} \in \mathbb{R}^{S}}\left\{\frac{T}{K}\left\|\delta \mathbf{a}^{k} B^{T}-(\eta-\xi)\right\|_{2}^{2}+\mu\left(\delta \mathbf{a}^{k}\right) A\left(\delta \mathbf{a}^{k}\right)^{T}\right\} \tag{5.6}
\end{equation*}
$$

where

$$
B=\left(b_{k s}\right)_{K \times S}, \quad b_{k s}=\frac{u\left(x_{0}, t_{k} ; a_{1}^{k}, \ldots, a_{s}^{k}+\tau, \ldots, a_{S}^{k}\right)-u\left(x_{0}, t_{k} ; \mathbf{a}^{k}\right)}{\tau}, \quad k=1,2, \ldots, K,
$$

and $\tau$ is the numerical differentiation step, and

$$
\xi=\left(u\left(x_{0}, t_{1} ; \mathbf{a}^{k}\right), u\left(x_{0}, t_{2} ; \mathbf{a}^{k}\right), \ldots, u\left(x_{0}, t_{K} ; \mathbf{a}^{k}\right)\right), \quad \eta=\left(h^{\delta}\left(t_{1}\right), h^{\delta}\left(t_{2}\right), \ldots, h^{\delta}\left(t_{K}\right)\right) .
$$

By the variational theory, the minimization of (5.6) is reduced to the following normal equation

$$
\left(\frac{\mu K}{T} A+B^{T} B\right) \delta \mathbf{a}^{k}=B^{T}(\eta-\xi)
$$

Hence, the perturbation can be obtained via the formula

$$
\delta \mathbf{a}^{k}=\left(\frac{\mu K}{T} A+B^{T} B\right)^{-1} B^{T}(\eta-\xi)
$$

Substitute it into the iterative scheme (5.5) until the stop criterion is satisfied.

## 6. Numerical experiments

In this section, we present two examples to verify the effectiveness of the algorithm. In numerical computations, we always set $T=1$ without loss of generality. The grid points on $[0,1]$ and $[0, T]$ are both 101 when solving the direct problem by finite difference method in [24] see also [30]. Here we point out that the elliptic operator $A$ is the Laplace operator in the following two examples and we choose the measured point $x_{0}=0$. The noisy is generated by adding a random perturbation, i.e.,

$$
h^{\delta}=h+\epsilon h \cdot(2 \cdot \operatorname{rand}(\operatorname{size}(h))-1) .
$$

The corresponding noise level is calculated by $\delta=\left\|h^{\delta}-h\right\|_{L^{2}(0, T)}$.
To show the accuracy of the numerical solution we compute the approximate error by

$$
r e_{k}=\frac{\left\|p_{k}(t)-p(t)\right\|_{L^{2}(0, T)}}{\|p(t)\|_{L^{2}(0, T)}}
$$

where $p_{k}(t)$ is the reconstructed coefficients at the $k$ th iteration, and $p(t)$ is the exact solution.

The residual $E_{k}$ at the $k$ th iteration is given by

$$
E_{k}=\left\|u\left(x_{0}, t ; p_{k}\right)-h^{\delta}(t)\right\|_{L^{2}(0, T)}
$$

In an iteration algorithm, the most important work is to find a suitable stopping rule. In this study we use the well-known discrepancy principle [23], i.e., we choose $k$ satisfying the following inequality

$$
E_{k} \leq \zeta \delta<E_{k-1}
$$

where $\zeta>1$ is a constant and can be taken heuristically to be 1.01 , as suggested by Hanke and Hansen 10.

In this case we take $x_{0}=0$ and $\Phi_{S}$ is chosen as a subspace of eigenfunctions

$$
\Phi_{S}=\operatorname{span}\{1, \sqrt{2} \cos (\pi x), \ldots, \sqrt{2} \cos ((S-1) \pi x)\}
$$

Example 6.1. We first test a smooth solution. Suppose the unknown convection coefficient $p(t)=\sin (4 \pi t), q(x, t)=\exp (t) \sin (\pi x), F(x, t, u(x, t))=0$, initial value $\varphi(x)=$ $x^{2}(1-x)^{2}$ and the boundary $u_{x}(0, t)=u_{x}(1, t)=b(t)$, where

$$
b(t)= \begin{cases}0, & 0 \leq t<0.1 \\ 2.5(t-0.1), & 0.1 \leq t<0.5 \\ 1+2.5(0.5-t), & 0.5 \leq t<0.9 \\ 0, & 0.9 \leq t \leq 1\end{cases}
$$

The boundary data $u(0, t)$ is obtained by solving the direct problem (1.1) by using the finite difference method. The numerical results for Example 6.1 by using the discrepancy principle for various noise levels in the cases of $\alpha=0.4, \alpha=0.7$ are shown in Figures 6.1(a) and 6.1(b) respectively and a numerical differentiation step size $\tau=0.002$. We choose the initial guess as $p_{0}=p^{*}=0$, the truncated level $S=18$.

Example 6.2. In the second example, we test a non-smooth solution with a cusp. Suppose the unknown convection coefficient

$$
p(t)= \begin{cases}t, & 0 \leq t<1 / 3 \\ 1 / 3, & 1 / 3 \leq t<2 / 3 \\ 1-t, & 2 / 3 \leq t \leq 1\end{cases}
$$



Figure 6.1: The numerical results for Example 6.1 for various noise levels with $\mu=$ $10^{-5} \delta^{1 / 3}$.
and the rest of definite conditions are the same as in Example 6.1. The boundary data $u(0, t)$ is obtained by solving the direct problem (1.1) by using the finite difference method. The numerical results for Example 6.2 by using the discrepancy principle for various noise levels in the cases of $\alpha=0.4, \alpha=0.8$ are shown in Figures 6.2 (a) and 6.2 (b) respectively and a numerical differentiation step size $\tau=0.002$. We choose the initial guess as $p_{0}=p^{*}=0$, the truncated level $S=5$.


Figure 6.2: The numerical results for Example 6.2 for various noise levels with $\mu=$ $10^{-3} \delta^{1 / 3}$.

From Figures 6.1, 6.2 and Table 6.1, we can see that the numerical results of the convection coefficients for Examples 6.1 and 6.2 match the exact ones quite well up to $1 \%$ noise added in the "exact" measured data $u\left(x_{0}, t\right)$, except around the two endpoints. On the other hand, it can be seen that the numerical results become a little worse when the relative noise levels increase and are not sensitive to the fractional order $\alpha$. Finally,
we find that the number of iteration steps is significantly reduced by using the modified Levenberg-Marquardt algorithm in combination with the Morozov discrepancy principle.

| $\alpha \backslash \epsilon$ | 0 | 0.003 | 0.005 | 0.01 |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha=0.9$ | $0.0546(10)$ | $0.0941(4)$ | $0.1215(4)$ | $0.2719(3)$ |
| $\alpha=0.7$ | $0.0566(10)$ | $0.0848(4)$ | $0.1033(4)$ | $0.1513(4)$ |
| $\alpha=0.5$ | $0.0582(10)$ | $0.0717(5)$ | $0.0810(5)$ | $0.1054(5)$ |
| $\alpha=0.3$ | $0.0574(10)$ | $0.0659(8)$ | $0.0719(8)$ | $0.0876(8)$ |

Table 6.1: The error $e_{k}$ and stop steps with different $\alpha$ and $\epsilon$ in Example 6.1.

## 7. Concluding remarks

In this paper, we devote to determine a time-dependent convection coefficient $p(t)$ in a semilinear time-fractional diffusion model with non-homogeneous boundary value for one dimensional case. Because the regularity of a nonlinear anomalous diffusion system with non-homogeneous boundary condition has important applications in optimal control problems, we first obtained the unique existence and regularity of the solution for the direct problem in this paper (see e.g., Theorem 3.1). Then the stability of the solution for the inverse problem was provided by using the regularity of the corresponding direct problem and some generalized Gronwall's inequalities (see e.g., Theorem 1.1). Finally, we transformed the inverse problem into a variational problem, and the variational problem was solved by employing the modified Levenberg-Marquardt method.

However, there are still several questions deserving further investigation in this work. Because of the choice of the working space of the solution of the forward problem and the higher order of inverse problem (convection coefficient inversion), the conditional stability of the inverse problem is only true in one dimension case. So we will consider the conditional stability of higher dimensional problem in the future. Second, the condition 1.7) in Theorem 1.1 seems unreasonable from an engineering applications point of view, but it is still open without it from point of the mathematics. So this is another question for us to consider in the future.
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