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Spatial Patterns and Bifurcation Analysis of a Diffusive Tumour-immune

Model
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Abstract. In this paper, a diffusive tumour-immune model is presented. By com-

paring the effect of Neumann boundary conditions and Dirichlet boundary conditions

on the stability of trivial equilibrium, we derive that the former can provide more

mechanisms for spatial pattern formation of the model. By taking the diffusion rate

of tumour cells as a parameter, we first give the local and global steady-state bifurca-

tions emitting from the positive equilibrium of the model. Then the stability of the

bifurcation solution is discussed by computing the second derivative of an appropriate

function, which is different from the general case. Furthermore, numerical simulations

provide an indication of the wealth of patterns that the system can exhibit. In par-

ticular, periodic oscillation and spot-like patterns can be observed in one-dimensional

and two-dimensional simulations, respectively. All results obtained reveal the mech-

anism of interaction between tumour cells and immune system, which have profound

significance for the development of tumour immunotherapy.

1. Introduction

Malignant tumours of cancer are caused by abnormal cell proliferation. In the past

decades, as the number of cancer patients has increased, researchers have been focusing

on cancer treatment in experimental and theoretical medicine. Specially, understanding

the dynamics of the interaction between tumour cells and immune cells is one of the most

fundamental issues in cancer treatment [25]. However, the interaction behaviour between

tumour cells and immune cells is very complex in clinical trials since the cells may not

behave as predicted in vitro trials. Fortunately, mathematical modeling has been shown

to contribute to a more realistic understanding of the properties of such complex biological

systems [1]. Therefore, a large number of tumour-immune systems have been established

to understand tumourigenesis and tumour progression in recent years [2, 4, 23,34].

In [20], Kuznetsov et al. proposed a system of ordinary differential equations (ODEs)

tumour model including tumour cells and immune system cells (commonly called effector
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cells), they studied the dynamics and the phenomena of oscillation and dormancy of

immunogenic tumours. The model is described by

(1.1)

dx
dt = rx(1− ηx)− axy,
dy
dt = bxy

1+ωx − cxy − dy,

where x and y are concentrations of tumour cells and effector cells, respectively, r is the

intrinsic growth rate of tumour cells, 1/η is the carrying capacity of tumour cells, a is the

rate at which the effector cells bind to the tumour cells, b denotes the maximum immune

response rate due to the presence of tumour cells, ω is the steepness of immune response,

c is the inactivation rate of effector cells, and d is the death rate of effector cells. Here all

the parameters are positive.

In order to reduce the number of parameters, we rescale (1.1). Set

t =
1

r
t̃, x =

u

η
, y =

r

a
v, e =

d

r
, s =

c

ηr
, q =

b

rω
, p =

η

w
,

and still denote t̃ by t, then the model (1.1) becomes into the following form

(1.2)

du
dt = u(1− u)− uv,
dv
dt = quv

p+u − suv − ev,

where u and v represent the concentrations of tumour cells and effector cells, respectively.

q, p, s, e can be interpreted as normalized maximum immune response rate, steepness

of immune response, inactivation rate of effector cells and death rate of effector cells,

respectively. Based on model (1.2), Yang et al. [36] considered the influence of noise

on tumour immunodynamics by using a stochastic differential equation. They obtained

that the combinations of immunotherapy and chemotherapy or noise can dominate the

evolution of tumours by investigating tumor free solution and global positive solution

of the system. Starkov and Krishchenko [28] studied the impact of healthy host cells

on the tumour growth. By calculating the upper and lower bounds for the immune cells

population and the sufficient conditions for trajectories from the positive domain of feasible

initial conditions to the equilibrium points, the effects of healthy host cells on the tumour

cells growth and immunotherapy were explored.

Although model (1.2) and its extended models in [28,36] have been studied well, these

models are all ODE models, and they have a limitation: they are all assumed as a priori

and lack the basis of the internal mechanism of tumour growth. For instance, the volume of

tumour cells cannot increase indefinitely during its growth, which is caused by the balance

of cell proliferation and death in tumour, but the ODE models cannot reflect this feature.

With that in mind, by considering the reaction and diffusion of nutrients and inhibitors,
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and the reproduction and death of cells caused by them, a system of partial differential

equations (PDEs) was proposed by Greenspan [13] to describe the tumour growth. He

proved that the PDE system is not only better at describing tumour growth, but also

better at responding to the inhibition caused by the mutual movement of different cell

groups. So the tumour model of PDE system is more practical, which mainly consists of

two formulae, the first simulates the diffusion and proliferation of tumour cells while the

second is used as the boundary condition. For boundary conditions, many people have

given different types of boundaries under different biological backgrounds, such as the

homogeneous Dirichlet boundary representing that the cell concentration on the boundary

of the model region can be ignored, the homogeneous Neumann boundary referring that

there is no-flux of cell on the boundary, and the free boundary indicating that the size

and shape of the tumour do not change with time in the dormant state, while the cells

in the tumour are alive and undergo the process of proliferation and movement before

death, etc. Recently, many descriptions of tumour growth have been presented by using

PDE systems with different boundary conditions. For example, Su et al. [29] gave some

tumour models with homogeneous Dirichlet boundary conditions. Through numerical

simulation, the abundant dynamic behaviors of the model are revealed. Jiang et al. [18]

studied a Cahn-Hilliard-Darcy system with homogeneous Neumann boundary conditions

and non-autonomous mass source term that models tumour growth. They proved the

existence and qualitative behavior of solutions. Friedman and Lam [10] presented a free-

boundary tumour model with angiogenesis. They discussed the existence and uniqueness

of stationary solution, and proved the global asymptotic stability of steady states. For

more tumour-immune models of PDE systems, one may further refer to [3, 7, 11,35], etc.

Motivated by the works mentioned above, in this paper, we add the diffusion terms

∆u and ∆v into system (1.2). Further, when tumour cells interact with effector cells, they

undergo maturation and migrate from their initial position to the model boundary. This

causes the concentrations of cells on the boundary are very small. Hence, the distribution

of cells on the boundary can be ignored. This implies that we can impose the homogeneous

Dirichlet boundary conditions u = v = 0 on (1.2), then we can get the following problem

(1.3)



∂u
∂t = σ1∆u+ u(1− u)− uv, x ∈ Ω, t > 0,

∂v
∂t = σ2∆v + quv

p+u − suv − ev, x ∈ Ω, t > 0,

u(x, t) = v(x, t) = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x) ≥, 6≡ 0, v(x, 0) = v0(x) ≥, 6≡ 0, x ∈ Ω,

where Ω is a bounded domain in Rn with smooth boundary ∂Ω, σ1 and σ2 are the diffusion

rates corresponding to u and v, respectively, and other parameters are the same as in

system (1.2). The admissible initial data u0(x) and v0(x) are continuous functions in Ω.
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On the other hand, in reality, the positive thing we expect is that the tumour cells

do not spread to other tissues. Hence, to prevent tumour cells from spreading out of the

model boundary and to keep the boundary conditions of tumour cells and effector cells

consistent, the homogeneous Neumann boundary conditions ∂u
∂ν = ∂v

∂ν = 0 are imposed on

(1.2). And thus (1.2) becomes

(1.4)



∂u
∂t = σ1∆u+ u(1− u)− uv, x ∈ Ω, t > 0,

∂v
∂t = σ2∆v + quv

p+u − suv − ev, x ∈ Ω, t > 0,

∂u
∂ν = ∂v

∂ν = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x) ≥, 6≡ 0, v(x, 0) = v0(x) ≥, 6≡ 0, x ∈ Ω.

Here ν is the outward unit normal vector on ∂Ω, and other parameters are the same

as in system (1.3). For more detailed biological motivations and meanings for Dirichlet

boundary conditions and Neumann boundary conditions, one can see [3, 5, 8, 9, 11, 18, 22,

29,30,32], etc.

Pattern formation is a very interesting nonlinear phenomenon, it can be used to de-

scribe the structure changes of interacting species in ecology and chemical reactants. For

instance, in tumour-immune models, pattern formation can be used to judge the prolif-

eration and death of tumour cells over time. For the diffusive biological systems, the

Turing instability and bifurcation phenomena are two well-known mechanisms of pattern

formation. So they have been paid much attention in recent decades, see [16, 19, 31] for

examples.

As is known to all, boundary conditions can affect the stability of trivial equilibrium

and thus affect pattern formation of the system. However, we are interested in which of

the two systems (1.3) and (1.4) with different boundaries, will generate more mechanisms

for spatial pattern formation at the trivial equilibrium. Therefore, we consider the effect

of boundary conditions on the stability of trivial equilibrium to systems (1.3) and (1.4)

in this study. On the other hand, steady-state bifurcation can also generate rich spatial

patterns and dynamical behaviors, hence it has been considered by many authors. For

example, some authors studied the steady-state bifurcation emitting from simple eigen-

value [6,15,17], and some authors investigated the steady-state bifurcation emitting from

double eigenvalues [14, 21, 33]. In this paper, our main contribution is a detailed bifur-

cation analysis emitting from simple eigenvalue for steady-state system of (1.4) by using

the approach in [6, 15, 17] since the eigenvalue of a certain operator is only simple under

the condition that the biological meaning is satisfied. Moreover, since the stability of the

steady-states can determine the progress of population evolution in a large extent, we

also discuss the stability of bifurcating solution. Different from the conventional approach

introduced in [27], we compute the second derivative of the appropriate function in an-
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alyzing the stability since it is not enough to only compute the first derivative for our

model, a detailed explanation will be given in Section 4.

This paper is organized as follows. In Section 2, we study the effect of boundary

conditions on the stability of equilibria to systems (1.3) and (1.4). The long time behavior

of solutions to system (1.4) is given in Section 3. In Section 4, we investigate the local and

global bifurcation of steady-state system of (1.4) and the stability of bifurcation solution.

Some numerical examples and patterns are presented in Section 5. Section 6 gives the

conclusion and future work to end the investigation.

2. Effect of boundary conditions on the stability of equilibria

In this section, we analyze the stability of equilibria for systems (1.3) and (1.4) by using the

stability theory of eigenvalues [12]. Firstly, we discuss the stability of trivial equilibrium.

Clearly, systems (1.3) and (1.4) have trivial equilibrium U0 = (0, 0). Linearizing the

system (1.3) at U0 gives ∂
∂t 0

0 ∂
∂t

u
v

− L0

u
v

 = 0 with L0 =

σ1∆ + 1 0

0 σ2∆− e

 .

Suppose that 0 < µ0 ≤ · · · ≤ µj ≤ · · · are the sequence of eigenvalues of −∆ with

homogeneous Dirichlet boundary conditions on Ω, where each µj has multiplicity nj ≥ 1.

Let ϕjk, 1 ≤ k ≤ nj be the normalized eigenfunctions corresponding to µj . Then the

set {ϕjk}, j ≥ 0, 1 ≤ k ≤ nj forms a complete orthonormal basis in L2(Ω). Assume

that (Ψ1(x),Ψ2(x)) is an eigenfunction of L0 corresponding to an eigenvalue α. Then

L0(Ψ1(x),Ψ2(x))T = α(Ψ1(x),Ψ2(x))T . Set

Ψ1(x) =

1≤k≤nj∑
0≤j≤∞

ajkϕjk, Ψ2(x) =

1≤k≤nj∑
0≤j≤∞

bjkϕjk.

We have

1≤k≤nj∑
0≤j≤∞

−σ1µj + 1− α 0

0 −σ2µj − e− α

ajk
bjk

ϕjk =

1≤k≤nj∑
0≤j≤∞

P

ajk
bjk

ϕjk = 0.

It is easy to see that α is an eigenvalue of L0 if and only if the determinant of the matrix

P is zero for some j ≥ 0, that is,

(2.1) α2 −M1α+M2 = 0,

where

M1 = −µj(σ1 + σ2) + 1− e,(2.2)

M2 = σ1σ2µ
2
j + (eσ1 − σ2)µj − e.(2.3)
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Now, we discuss the stability of trivial equilibrium U0 = (0, 0) for systems (1.3) and

(1.4), which is described as the following Theorem 2.1.

Theorem 2.1. (1) The equilibrium U0 of system (1.3) is locally asymptotically stable if

σ1 > 1/µ0 and unstable if σ1 < 1/µ0.

(2) The equilibrium U0 of system (1.4) is unstable.

Proof. Let µ± be two roots of (2.3). Then µ− = −e
σ2

and µ+ = 1
σ1

. It is clear that
1
σ1
> 1−e

σ1+σ2
. Since µj is monotonically increasing with respect to j, if µ0 > µ+, then from

(2.2) and (2.3) we have M1 < 0 and M2 > 0 for j ≥ 0. This means that the equilibrium

U0 of system (1.3) is locally asymptotically stable when σ1 > 1/µ0. And clearly, U0 is

unstable if σ1 < 1/µ0. This completes the proof of (1).

Moreover, for system (1.4), we can also get (2.1) but for µ0 = 0, and then we can easily

obtain (2) holds.

Remark 2.2. Theorem 2.1 presents the effect of Dirichlet boundary conditions and Neum-

mann boundary conditions on the stability of trivial equilibrium U0 of systems (1.3) and

(1.4). Particularly, we see from Theorem 2.1(1) that the equilibrium U0 of the system (1.3)

is stable when the diffusion rate σ1 of tumour cells is large and unstable when σ1 is small.

However, according to Theorem 2.1(2), we know that the equilibrium U0 of the system (1.4)

is always unstable. These indicate that the Dirichlet boundary conditions have an impor-

tant effect on the stability of equilibrium U0 and the Neumann boundary conditions cannot

affect the instability of equilibrium U0. On the other hand, Theorem 2.1(1) shows a hy-

perbolic curve σ1 = 1/µ0 in the first quadrant on the σ1-µ0 parameter plane, and clearly

the curve separates the stable and unstable regions of the equilibrium U0 of system (1.3),

see Figure 2.1. Moreover, from Theorem 2.1(2) we know that the equilibrium U0 of the

system (1.4) is always unstable in the first quadrant on the σ1-µ0 parameter plane.

Figure 2.1: The stable/unstable region of equilibrium U0 = (0, 0) for system (1.3) in σ1-µ0

parameter plane.
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Remark 2.3. Biologically, the instability of trivial equilibrium U0 = (0, 0) has two mani-

festations in clinical trials: (i) If there are no effector cells, then the tumour cells will not

die out once they invade; (ii) The tumour cells and effector cells may coexist, and the pres-

ence of tumour cells cannot pose a threat to human health. These manifestations not only

provide some mechanisms for spatial pattern formation, but also have great significance

to the development of tumour immunotherapy in clinical trials. Thus, Neumann bound-

ary conditions are more preferable for the survival of cell population than the Dirichlet

boundary conditions in this diffusive tumour-immune system. Next, we study the pattern

formation of the system (1.4). To this end, we first investigate the existence and stability

of semi-trivial and positive equilibria for system (1.4).

Lemma 2.4. (1) System (1.4) always has semi-trivial equilibrium U∗1 = (u∗1, v
∗
1) = (1, 0);

(2) If q = (
√
sp+

√
e)2 and s > pe, then system (1.4) has a unique positive equilibrium

U∗2 = (u∗2, v
∗
2) =

(√pe
s , 1−

√
pe
s

)
;

(3) If (
√
sp+

√
e)2 < q < min{(s+ e)(1 + p), s(2 + p) + e}, then system (1.4) has two

positive equilibria U∗3 = (u∗3, v
∗
3) = (u∗3, 1 − u∗3) and U∗4 = (u∗4, v

∗
4) = (u∗4, 1 − u∗4), where

u∗3 =
q−sp−e+

√
(q−sp−e)2−4spe

2s , u∗4 =
q−sp−e−

√
(q−sp−e)2−4spe

2s ;

(4) If (s + e)(1 + p) < q < s(2 + p) + e, then system (1.4) has a unique positive

equilibrium U∗4 = (u∗4, v
∗
4) = (u∗4, 1− u∗4).

Denote U = (u, v)T and

H(U) =

 σ1∆u+ u(1− u)− uv

σ2∆v + quv
p+u − suv − ev

 .

The linearized operator of H(U) at U∗i = (u∗i , v
∗
i ), i = 1, 2, 3, 4 are

HU (U∗i ) =

σ1∆ + 1− 2u∗i − v∗i −u∗i
fi σ2∆ +

qu∗i
p+u∗i

− su∗i − e


with

fi = v∗i
qp− s(p+ u∗i )

2

(p+ u∗i )
2

, i = 1, 2, 3, 4.

It is clear that f1 = f2 = 0. Let 0 = µ0 < µ1 ≤ µ2 ≤ · · · ≤ µj ≤ · · · be the

eigenvalues of −∆ with homogeneous Neumann boundary conditions on Ω. Assume that

fi < 0 and µ1 < −fi/σ2, i = 3, 4. Then there exists a largest positive integer j
(i)
τ such that

µj < −fi/σ2 for 1 ≤ j ≤ j(i)
τ and i = 3, 4. Let

(2.4) δ
(i)
j =

−u∗iσ2µj − fiu
∗
i

σ2µ2
j

, δ
(i)

= min
1≤j≤j(i)τ

δ
(i)
j , i = 3, 4.
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Next we introduce the local stability of equilibria U∗i = (u∗i , v
∗
i ), i = 1, 2, 3, 4, see The-

orem 2.5. It is worth pointing out that the stability theory of eigenvalues is the main

argument for the Theorem 2.5, so the eigenvalues µj , j ≥ 0 must be applied in the proof.

However, to reflect the effect of diffusion, we only consider the case of µj , j ≥ 1.

Theorem 2.5. (1) If q < (s + e)(p + 1), then the equilibrium U∗1 of system (1.4) is

asymptotically stable;

(2) Let the conditions of Lemma 2.4(2) hold. Then the equilibrium U∗2 of system (1.4)

is asymptotically stable;

(3) Let the conditions of Lemma 2.4(3) and f3 < 0 hold. If µ1 ≥ −f3/σ2 or µ1 <

−f3/σ2 and σ1 > δ
(3)

, then the equilibrium U∗3 of system (1.4) is asymptotically stable; If

µ1 < −f3/σ2 and σ1 < δ
(3)

, then the equilibrium U∗3 is unstable;

(4) Let the conditions of Lemma 2.4(3) or 2.4(4) and f4 < 0 hold. If µ1 ≥ −f4/σ2

or µ1 < −f4/σ2 and σ1 > δ
(4)

, then the equilibrium U∗4 of system (1.4) is asymptotically

stable; If µ1 < −f4/σ2 and σ1 < δ
(4)

, then the equilibrium U∗4 is unstable.

Proof. We only give the proof of (3) since the others can be proved similarly. The linearized

operator of H(U) at U∗3 = (u∗3, v
∗
3) is

HU (U∗3 ) =

σ1∆− u∗3 −u∗3
f3 σ2∆

 .

Following the Fourier series expansions similar to Section 2, the eigenvalues of HU (U∗3 )

are determined by the characteristic equation

β2 − tr(Aj)β + det(Aj) = 0, j ≥ 1,

where

Aj =

−σ1µj − u∗3 −u∗3
f3 −σ2µj

 ,

tr(Aj) = −(σ1 + σ2)µj − u∗3 < 0, det(Aj) = σ1σ2µ
2
j + σ2u

∗
3µj + f3u

∗
3.

If µ1 ≥ −f3/σ2, then det(Aj) > 0 for all j ≥ 1, which implies that Reβ < 0 for all

eigenvalues β. Hence, the equilibrium U∗3 is asymptotically stable.

If µ1 < −f3/σ2 and σ1 > δ
(3)

, then µj < −f3/σ2 for j ∈ [1, j
(3)
τ ], and then we may

suppose that the minimum of δ
(3)
j is attained at m ∈ [1, j

(3)
τ ]. Thus, we have σ1 > δ

(3)
m ,

which implies det(Am) > 0. Moreover, if j > j
(3)
τ , then µj ≥ −f3/σ2, and then det(Aj) > 0.

Therefore, the equilibrium U∗3 is asymptotically stable.

Finally, if µ1 < −f3/σ2 and σ1 < δ
(3)

, then µj < −f3/σ2 and σ1 < δ
(3)
j for j ∈ [1, j

(3)
τ ].

So det(Aj) < 0 for all j ∈ [1, j
(3)
τ ]. Therefore, the equilibrium U∗3 is unstable in this

case.
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3. Long time behavior of solutions to system (1.4)

Long time behavior of solutions to a system reflects the survival state of different sub-

stances or population in the system after a long time, which is an important part in

studying of nonlinear dynamical systems. This section concentrates on the long time

behavior of solutions to system (1.4) by applying the method in [12].

Theorem 3.1. Let q < (p + 1)e. Then any solution (u(x, t), v(x, t)) of system (1.4)

satisfies limt→∞(u(x, t), v(x, t)) = (1, 0) uniformly in Ω.

Proof. Suppose that (u(x, t), v(x, t)) is a solution of system (1.4). By the maximum prin-

ciple and u0(x) 6≡ 0, we know that u(x, t) > 0, x ∈ Ω. Let z1 be a solution of systemz′1(t) = z1(1− z1), t > 0,

z1(0) = max
{

1,maxx∈Ω u0(x)
}
.

Then limt→∞ z1(t) = 1. Moreover u(x, t) satisfies
ut − σ1∆u ≤ u(1− u), x ∈ Ω, t > 0,

∂u
∂ν = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x) ≥, 6≡ 0, x ∈ Ω.

Then the comparison principle of parabolic equations induces that u(x, t) ≤ z1(t) for all

x ∈ Ω and t ≥ 0. Therefore

lim sup
t→∞

max
x∈Ω

u(x, t) ≤ lim
t→∞

z1(t) = 1.

Consequently, for any small enough ε > 0, there exists T = T (ε)� 1 such that u(x, t) ≤
1 + ε for all x ∈ Ω and t ≥ T . Thus u(x, t) ≤ max

{
1,maxx∈Ω u0(x)

}
for t ≥ T .

If q < e(p + 1) and t ≥ T , then we have qu
p+u − e ≤

q
p+1 − e < 0. Therefore, v(x, t)

satisfies

(3.1)


vt − σ2∆v ≤

( q
p+1 − e

)
v, x ∈ Ω, t > T,

∂v
∂ν = 0, x ∈ ∂Ω, t > T,

v(x, t) > 0, x ∈ Ω, t = T.

This shows that v is a lower solution of the problem
z′2(t)− σ2∆z2 =

( q
p+1 − e

)
z2, x ∈ Ω, t > T,

∂z2
∂ν = 0, x ∈ ∂Ω, t > T,

z2 = maxx∈Ω v(x, T ), x ∈ Ω.
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Moreover, it is easy to see that the function C exp
{( q

p+1 − e
)
t
}

is a positive upper so-

lution of (3.1) for constant C > maxΩ v(x, T ). By the comparison principle of parabolic

equations, we obtain that v(x, t) ≤ C exp
{( q

p+1 −e
)
t
}

for all x ∈ Ω and t ≥ T . Therefore,

we have

lim sup
t→∞

max
x∈Ω

v(x, t) ≤ lim
t→∞

C exp

{(
q

p+ 1
− e
)
t

}
= 0.

Consequently, limt→∞ v(x, t) = 0 for x ∈ Ω. Next, we show that limt→∞ u(x, t) = 1.

For some large t1 > T . Let z3 be a solution of systemz′3(t) = z3(1− z3)− C exp
{( q

p+1 − e
)
t
}
z3, t > t1,

z3(t1) = 1
2 min

{
1,minx∈Ω u(x, t1)

}
> 0.

Then limt→∞ z3(t) = 1 when q < e(p+ 1). Moreover, u(x, t) also satisfies
ut − σ1∆u ≥ u(1− u)− C exp

{( q
p+1 − e

)
t
}
u, x ∈ Ω, t > t1,

∂u
∂ν = 0, x ∈ ∂Ω, t > t1,

u(x, t1) > 0, x ∈ Ω.

Then the comparison principle of parabolic equations implies that u(x, t) ≥ z3(t) for all

x ∈ Ω and t ≥ t1. Thus

lim inf
t→∞

min
x∈Ω

u(x, t) ≥ lim
t→∞

z3(t) = 1, x ∈ Ω.

Therefore, limt→∞ u(x, t) = 1. The proof is complete.

Remark 3.2. Theorem 3.1 means that tumour cells will only exist in the body when the

steepness p of immune response and the death rate e of effector cells are fixed and the

maximum immune response rate q is small. Moreover, we see from limt→∞ u(x, t) = 1

that the concentration of tumour cells does not increase indefinitely, but tends to stabilize

over time.

4. Bifurcation analysis of the elliptic system

Let Ω = (0, lπ), l ∈ R+. Then the steady-state problem corresponding to (1.4) is given by

(4.1)


−σ1u

′′ = u(1− u)− uv, x ∈ (0, lπ),

−σ2v
′′ = quv

p+u − suv − ev, x ∈ (0, lπ),

u′ = v′ = 0, x = 0, lπ.

Clearly, system (4.1) has equilibria U∗i , i = 1, 2, 3, 4, which also possess the result of

stability as Theorem 2.5. Notice that a steady state bifurcation solution of system (1.4)
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in the one-dimensional interval Ω = (0, lπ) (l > 0) is a non-constant positive solution of

system (4.1). In this section, by taking tumour diffusion rate σ1 as a parameter and using

the Crandall-Rabinowitz bifurcation theory [6], we discuss the existence of local steady-

state bifurcation emitting from positive equilibria U∗3 and U∗4 of system (4.1). Then we

formulate a global steady-state bifurcation of system (4.1) by using the global bifurcation

theory [26]. Finally, the stability of bifurcating solution is analyzed.

It is well known that the eigenvalue problem

−u′′ = µu, x ∈ (0, lπ), u′(x) = 0, x = 0, lπ

has eigenvalues µj = j2/l2, j = 0, 1, . . . with corresponding normalized eigenfunctions

(4.2) ϕj(x) =


1√
lπ
, j = 0,√

2
lπ cos jxl , j > 0,

where the characteristic functions {ϕj}∞j=0 form an normalized orthonormal basis in

L2(0, lπ).

Let Y = L2(0, lπ)×L2(0, lπ) and denote by (V1, V2)Y = (u1, u2)L2(0,lπ) +(v1, v2)L2(0,lπ)

the inner product in Y with V1 = (u1, v1), V2 = (u2, v2) ∈ Y . Set X = {(u, v) | u, v ∈
C2([0, lπ]), u′ = v′ = 0, x = 0, lπ}. Define the map E : (0,+∞)×X → Y as

E(σ1, U) =

(
σ1u

′′ + u(1− u)− uv, σ2v
′′ +

quv

p+ u
− suv − ev

)T
, U = (u, v)T .

Then the solution of the system (4.1) is equivalent to the zero point of E. Note that

E(σ1, U
∗
3 ) = E(σ1, U

∗
4 ) = 0 for any σ1 > 0.

Now, we discuss the positive solutions of the system (4.1) emitting from positive equi-

librium U∗3 . The main conclusion reads as the followings.

Theorem 4.1. Assume that the conditions of Lemma 2.4(3) and f3 < 0 hold. Let there

be a positive integer j such that µjσ2 < −f3. If δ
(3)
i 6= δ

(3)
j for any i 6= j and i, j ∈ [1, j

(3)
τ ],

then (δ
(3)
j , U∗3 ) is a bifurcation point of E = 0. Moreover, there exists a one-parameter

family of nonconstant solutions (σ1(ϑ), U(ϑ)) of the system (4.1) for |ϑ| sufficiently small,

where

U(ϑ) = (u(ϑ), v(ϑ)) =
(
u∗3 + ϑϕj + ϑφ(ϑ), v∗3 + ϑmjϕj + ϑψ(ϑ)

)
,

σ1(0) = δ
(3)
j , U(0) = (u(0), v(0)) = U∗3 , σ1(ϑ), u(ϑ), v(ϑ) are continuous functions with

respect to ϑ, φ(ϑ), ψ(ϑ) ∈ {ker(EU (δ
(3)
j , U∗3 ))}⊥ and mj = f3/(σ2µj).

Proof. The Fréchet derivative of E at U∗3 can be expressed by

J(σ1) = EU (σ1, U
∗
3 ) =

σ1
d2

dx2
− u∗3 −u∗3

f3 σ2
d2

dx2

 .
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It is clear that the linear operators EU , Eσ1 and EUσ1 are continuous.

According to the assumptions, we have ker(J(δ
(3)
j )) = span{Φ}, where

Φ =

 1

mj

ϕj , mj =
f3
σ2µj

< 0.

Denote by J∗(δ
(3)
j ) the conjugate operator of J(δ

(3)
j ). Then a similar computation

gives ker(J∗(δ
(3)
j )) = span{Φ∗} with

Φ∗ =

 1

m∗j

ϕj , m∗j = − u∗3
σ2µj

< 0.

By the Fredholm alternative theorem, we have R(J(δ
(3)
j )) = {ker(J∗(δ

(3)
j ))}⊥. Therefore

codim(R(J(δ
(3)
j ))) = dim(ker(J∗(δ

(3)
j ))) = 1. Furthermore, since

Jσ1(δ
(3)
j )Φ =

 d2

dx2
0

0 0

Φ =

−µjϕj
0


and (Jσ1(δ

(3)
j )Φ,Φ∗)Y = (−µjϕj , ϕj)L2(0,lπ) < 0, Jσ1(δ

(3)
j )Φ /∈ R(J(δ

(3)
j )). By the Crandall-

Rabinowitz bifurcation theorem, we see that Theorem 4.1 holds.

Remark 4.2. The assumption δ
(3)
i 6= δ

(3)
j for any i 6= j is crucial in Theorem 4.1, which

guarantees dim(ker(J(δ
(3)
j ))) = 1 and the Crandall-Rabinowitz bifurcation theorem emit-

ting from simple eigenvalue can be applied. In fact, from (2.4) we know that δ
(3)
j =

−u∗3σ2µj−f3u∗3
σ2µ2j

. Further, let f3 < 0. Then we can simply calculate that δ
(3)
j is decreasing with

respect to µj when µj < −2f3/σ2 and increasing with respect to µj when µj > −2f3/σ2.

And since δ
(3)
j > 0 when µj < −f3/σ2, under the condition that the biological meaning

is satisfied (i.e., µj < −f3/σ2), δ
(3)
j is decreasing with respect to µj . This means that

system (4.1) has only simple bifurcation point, and the eigenvalue µj is simple in this

case. Due to µj < −f3/σ2 implies that σ2 < −f3/µj , so the tumour cells and effector cells

can coexist for small diffusion rate σ2 of effector cells.

Let Γj = (σ1(ϑ), u(ϑ), v(ϑ)). It is clear that Theorem 4.1 only provides the local

structure of the bifurcation curve Γj , but does not present the information when the

bifurcation curve Γj is far from the equilibrium. Thus, the next part focuses on the global

structure of bifurcation curve Γj . For that purpose, we first give a priori estimate of

the system (4.1), which is useful in proving the existence of the global bifurcation of the

system (4.1).
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Theorem 4.3. Assume that q > s and p > 1. Then any nonnegative solution (u(x), v(x))

of system (4.1) satisfies

0 ≤ u(x) ≤ 1, 0 ≤ v(x) ≤
(

1

4e
+
σ1

σ2

)
(q − s), x ∈ [0, lπ].

Proof. By the maximum principle, we have u(x) ≤ 1 for all x ∈ [0, lπ]. Multiplying the

first equation of (4.1) by q − s and then adding it to the second equation, we get

− ∂2

∂x2
[σ1(q − s)u+ σ2v] = (q − s)u(1− u)− (q − s)uv +

quv

p+ u
− suv − ev

≤ (q − s)u(1− u)− (q − s)uv + (q − s)uv − ev

= (q − s)u(1− u)− ev

= (q − s)u(1− u) +
eσ1

σ2
(q − s)u− eσ1

σ2
(q − s)u− eσ2

σ2
v

≤
(

1

4
+
eσ1

σ2

)
(q − s)− e

σ2
[σ1(q − s)u+ σ2v].

Using the maximum principle again, we have σ1(q− s)u+σ2v ≤
(
σ2
4e +σ1

)
(q− s), then

v(x) ≤
(

1
4e + σ1

σ2

)
(q − s). The proof is accomplished.

Theorem 4.4. (1) Suppose that the assumptions of Theorem 4.1 hold. Then the bifur-

cation curve Γj of the nonconstant solutions of system (4.1) bifurcating from (δ
(3)
j , U∗3 ) is

contained in a global branch Σj of the nonconstant solutions of system (4.1).

(2) Either Σj contains another bifurcation point (δ
(3)
k , U∗3 ) for k 6= j, or the projection

of Σj onto σ1-axis contains the interval (0, δ
(3)
j ).

Proof. Let χ = u− u∗3, γ = v − v∗3. Then we define a nonlinear equation

F

σ1,

χ
γ

 =

 σ1χ
′′ − u∗3χ− u∗3γ − χ2 − χγ

σ2γ
′′ + (γ + v∗3)

( q(χ+u∗3)
p+χ+u∗3

− s(χ+ u∗3)− e
)
 .

Define

Z =


σ1,

χ
γ

 : (χ, γ) ∈ X and χ+ u∗3 ≥ 0, γ + v∗3 ≥ 0

 .

Then {(σ1, 0, 0)} is a line of trivial solutions for F = 0, and then Theorem 4.3 in [26]

can be applied to each continuum Σj bifurcating from (δ
(3)
j , 0, 0). For each continuum Σj ,

either Σj contains (δ
(3)
k , 0, 0), δ

(3)
k 6= δ

(3)
j with δ

(3)
k being another bifurcation value, or Σj

is not compact.

From Theorem 4.3, we know that any solution (u(x), v(x)) of system (4.1) is bounded

in L∞(Ω), then it is also bounded in X in view of Lp estimate and Schauder estimate.

Therefore, if Σj is not compact, then the projection of Σj onto σ1-axis contains (0, δ
(3)
j ).
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Similarly, we can get the structure of the bifurcation solution of system (4.1) emitting

from U∗4 .

Theorem 4.5. (1) Assume that the conditions of Lemma 2.4(4) and f4 < 0 hold. Let

there be a positive integer j such that µjσ2 < −f4. If δ
(4)
i 6= δ

(4)
j for any i 6= j and

i, j ∈ [1, j
(4)
τ ], then (δ

(4)
j , U∗4 ) is a bifurcation point of E = 0. Moreover, there exists a

one-parameter family of nonconstant solutions Υj = (σ1(ϑ), U(ϑ)) of system (4.1) for |ϑ|
sufficiently small, where σ1(0) = δ

(4)
j , U(0) = (u(0), v(0)) = U∗4 , U(ϑ) = (u(ϑ), v(ϑ)) =

(u∗4 + ϑϕj + ϑφ(ϑ), v∗4 + ϑhjϕj + ϑψ(ϑ)), σ1(ϑ), u(ϑ), v(ϑ) are continuous functions with

respect to ϑ, φ(ϑ), ψ(ϑ) ∈ {ker(EU (δ
(4)
j , U∗4 ))}⊥ and hj = f4/(σ2µj).

(2) Under Theorem 4.5(1), the bifurcation curve Υj of the nonconstant solutions of

system (4.1) bifurcating from (δ
(4)
j , U∗4 ) are contained in a global branch Πj of the noncon-

stant solution of system (4.1). Either Πj contains another bifurcation point (δ
(4)
k , U∗4 ) for

k 6= j, or the projection of Πj onto σ1-axis contains the interval (0, δ
(4)
j ).

In the following, we consider the stability of the bifurcation solution U(ϑ) obtained

above. The stability of U(ϑ) can be proved similarly, we omit it. Let

G(u∗3, v
∗
3) = − 4qpv∗3

(p+ u∗3)3
φ′(0) + 2

(
−s+

qp

(p+ u∗3)2

)
(ψ′(0) +mjφ

′(0)).

Then the following result can be obtained.

Theorem 4.6. Suppose that Theorem 4.1 holds. If f−1
3 u∗3mjG(u∗3, v

∗
3) + φ′(0) > 0, then

the bifurcation solution U(ϑ) of system (4.1) is stable; If f−1
3 u∗3mjG(u∗3, v

∗
3) + φ′(0) < 0,

then U(ϑ) is unstable.

Proof. Denote by EU (σ1, U
∗
3 ) and EU (σ1(ϑ), U(ϑ)) the variational matrices of the steady-

state problem (4.1) at (σ1, U
∗
3 ) and (σ1(ϑ), U(ϑ)), respectively. Set V0 = (ϕj ,mjϕj),

V ∗0 = (ϕj ,m
∗
jϕj). Since (iV0, V

∗
0 )L2(0,lπ) = 1 + mjm

∗
j = 1 − f3u∗3

(σ2µj)2
> 0, 0 is an i-simple

eigenvalue of E(δ
(3)
j , U∗3 ) by the Definition 13.6 in [27]. According to Lemma 13.7 in [27],

there exist smooth functions σ1 → ρ(σ1) and ϑ→ %(ϑ) in the neighbourhoods of δ
(3)
j and 0

respectively such that ρ(σ1), %(ϑ) are the eigenvalues of EU (σ1, U
∗
3 ) and EU (σ1(ϑ), U(ϑ))

respectively, and ρ(σ1), %(ϑ) satisfy ρ(δ
(3)
j ) = 0 = %(0), ρ′(δ

(3)
j ) 6= 0. So, there exists j > 0

such that

ρ2 + [u∗3 + (σ1 + σ2)µj ]ρ+ σ1σ2µ
2
j + σ2u

∗
3µj + f3u

∗
3 = 0.

Differentiating on σ1 and then taking σ1 = δ
(3)
j , we have

(4.3) ρ′(δ
(3)
j ) = −

σ2µ
2
j

u∗3 + (σ1 + σ2)µj
< 0.
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Then Theorem 13.8 in [27] implies that

(4.4) lim
ϑ→0

ϑρ′(δ
(3)
j )σ′1(ϑ)

%(ϑ)
= −1.

It is easy to see from (4.4) that the sign of %(ϑ) is determined by σ′1(ϑ). Next, we investigate

the sign of σ′1(ϑ).

Set F1(u, v) = −u2 − uv, F2(u, v) = quv
p+u − suv. Then by substituting u(ϑ) = u∗3 +

ϑϕj + ϑφ(ϑ), v(ϑ) = v∗3 + ϑmjϕj + ϑψ(ϑ) into (4.1), we get

σ1(ϑ)
d2

dx2
(u∗3 + ϑ(ϕj + φ(ϑ))) + u∗3 + ϑ(ϕj + φ(ϑ))

+ F1(u∗3 + ϑ(ϕj + φ(ϑ)), v∗3 + ϑ(mjϕj + ψ(ϑ))) = 0,

σ2
d2

dx2
(v∗3 + ϑ(mjϕj + ψ(ϑ)))− e(v∗3 + ϑ(mjϕj + ψ(ϑ)))

+ F2(u∗3 + ϑ(ϕj + φ(ϑ)), v∗3 + ϑ(mjϕj + ψ(ϑ))) = 0.

(4.5)

Substituting the Taylor series of Fi(u
∗
3 + ϑ(ϕj + φ(ϑ)), v∗3 + ϑ(mjϕj + ψ(ϑ))), i = 1, 2

into (4.5), then dividing by and differentiating on ϑ in turn, and then taking ϑ = 0, we

have

(4.6)

−σ′1(0)µjϕj + σ1(0)d
2(φ′(0))
dx2

− u∗3φ′(0)− u∗3ψ′(0)− 1
2ϕ

2
j = 0, x ∈ (0, lπ),

σ2
d2(ψ′(0))
dx2

+ f3φ
′(0) +

( qp(mj−v∗3)
(p+u∗3)2

− s
)
ϕ2
j = 0, x ∈ (0, lπ).

Multiplying the two equations of (4.6) by ϕj and mjϕj respectively, then integrating over

(0, lπ), we get

σ′1(0)µj

∫ lπ

0
ϕ2
j dx =

∫ lπ

0

[
σ1(0)

d2(φ′(0))

dx2
− u∗3φ′(0)− u∗3mjφ

′(0)

]
ϕj dx

+

∫ lπ

0
u∗3[mjφ

′(0)− ψ′(0)]ϕj dx− 1

2

∫ lπ

0
ϕ3
j dx

=

∫ lπ

0
u∗3[mjφ

′(0)− ψ′(0)]ϕj dx− 1

2

∫ lπ

0
ϕ3
j dx

(4.7)

and ∫ lπ

0

[
σ2mj

d2(ψ′(0))

dx2
+ f3ψ

′(0)

]
ϕj dx+

∫ lπ

0
f3[mjφ

′(0)− ψ′(0)]ϕj dx

+

(
qp(mj − v∗3)

(p+ u∗3)2
− s
)∫ lπ

0
ϕ3
j dx

=

∫ lπ

0
f3[mjφ

′(0)− ψ′(0)]ϕj dx+

(
qp(mj − v∗3)

(p+ u∗3)2
− s
)∫ lπ

0
ϕ3
j dx = 0.

(4.8)
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By (4.7) and (4.8), we obtain

σ′1(0)µj

∫ lπ

0
ϕ2
j dx = −

[
f−1
3 u∗3

(
qp(mj − v∗3)

(p+ u∗3)2
− s
)

+
1

2

] ∫ lπ

0
ϕ3
j dx,

so

σ′1(0) =
−
[
f−1
3 u∗3

( qp(mj−v∗3)
(p+u∗3)2

− s
)

+ 1
2

] ∫ lπ
0 ϕ3

j dx

µj
∫ lπ

0 ϕ2
j dx

.

By the definition of ϕj in (4.2), we know that
∫ lπ

0 ϕ2
j dx = 1,

∫ lπ
0 ϕ3

j dx = 0 for j 6= 0, so

σ′1(0) = 0. Consequently, for small ϑ > 0, the sign of σ′1(ϑ) is unknown, and further, the

sign of %(ϑ) is uncertain, which leads to the stability of U(ϑ) is also unknown. In this

case, it needs to change the idea to consider the stability of U(ϑ). Here we endow σ1(ϑ)

with stronger smoothness.

Next, we calculate the sign of σ′′1(0), which is given by

σ′′1(0)µj

∫ lπ

0
ϕ2
j dx =

∫ lπ

0

[
σ1(0)

d2(φ′′(0))

dx2
− u∗3φ′′(0)− u∗3mjφ

′′(0)

]
ϕj dx

+

∫ lπ

0
u∗3[mjφ

′′(0)− ψ′′(0)]ϕj dx−
∫ lπ

0
φ′(0)ϕ2

j dx

=

∫ lπ

0
u∗3[mjφ

′′(0)− ψ′′(0)]ϕj dx−
∫ lπ

0
φ′(0)ϕ2

j dx.

(4.9)

Furthermore, we have∫ lπ

0

[
σ2mj

d2(ψ′′(0))

dx2
+ f3ψ

′′(0)

]
ϕj dx+

∫ lπ

0
f3[mjφ

′′(0)− ψ′′(0)]ϕj dx

+

∫ lπ

0
G(u∗3, v

∗
3)mjϕ

2
j dx

=

∫ lπ

0
f3[mjφ

′′(0)− ψ′′(0)]ϕj dx+

∫ lπ

0
G(u∗3, v

∗
3)mjϕ

2
j dx = 0

(4.10)

with G(u∗3, v
∗
3) = − 4qpv∗3

(p+u∗3)3
φ′(0)+2

(
−s+ qp

(p+u∗3)2

)
(ψ′(0)+mjφ

′(0)). Combining (4.9) with

(4.10), we have

σ′′1(0) =

∫ lπ
0

[
− f−1

3 u∗3mjG(u∗3, v
∗
3)− φ′(0)

]
ϕ2
j dx

µj
.

Therefore, σ′′1(0) > (<) 0 if f−1
3 u∗3mjG(u∗3, v

∗
3) + φ′(0) < (>) 0, and hence, σ′1(ϑ) > (<) 0.

Combining (4.3) with (4.4), Theorem 4.6 follows.

Remark 4.7. Theorems 4.1, 4.4 and 4.5 prove that system (4.1) exists steady-state bifur-

cation solution, Theorem 4.6 shows that the bifurcation solution is stable when f−1
3 u∗3mj

G(u∗3, v
∗
3) + φ′(0) > 0 holds. Biologically, these mean that tumour cells and effector cells

can coexist. However, tumour cells cannot increase infinitely since the concentration of

tumour cells tends to be stable over time.
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5. Numerical simulations

Numerical analysis provides a more intuitive way for us to understand biological systems.

Thus, in order to better understand the characteristics and interactions of species in biolog-

ical systems, it is necessary to combine theoretical analysis with numerical calculation. In

this section, we give some numerical examples to support and supplement our theoretical

analysis.

Firstly, we consider the stability of trivial equilibrium U0 = (0, 0) corresponding to

systems (1.3) and (1.4), respectively. Especially, for the convenience of calculation, we

only consider one-dimensional case, that is, Ω = (0, lπ).

For system (1.3), let l = 1, σ2 = 1.5, p = 0.1, s = 0.1, q = 3.2, e = 0.2. Then

µ0 = 1, and we know from Theorem 2.1(1) that the trivial equilibrium U0 = (0, 0) is

locally asymptotically stable when σ1 = 2 > 1/µ0 = 1 (see Figure 5.1) and unstable

when σ1 = 0.2 < 1/µ0 = 1 (see Figure 5.2). This implies that the tumour diffusion rate

σ1 has an important influence on the stability of trivial equilibrium of system (1.3), and

system (1.3) can produce spatial patterns for small tumour diffusion rate σ1.

Figure 5.1: Stability of trivial equilibrium U0 = (0, 0) for system (1.3) with σ1 = 2 and

initial data u0 = 2 sinx, v0 = sin x
2 .

Figure 5.2: Instability of trivial equilibrium U0 = (0, 0) for system (1.3) with σ1 = 0.2 and

initial data u0 = 2 sinx, v0 = sin x
2 .

For system (1.4), let l = 1, σ2 = 1.5, p = 0.1, s = 0.1, q = 3.2, e = 0.2. If σ1 = 0.001, 1,

103, then we know from Theorem 2.1(2) that the trivial equilibrium U0 = (0, 0) is always
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unstable, see Figure 5.3. This indicates that the tumour diffusion rate σ1 cannot affect the

instability of trivial equilibrium of system (1.4), that is, system (1.4) can generate spatial

patterns for any tumour diffusion rate σ1.

Figure 5.3: Instability of trivial equilibrium U0 = (0, 0) for system (1.4) with σ1 = 0.001,

1, 103 and initial data u0 = 0.5 − 0.5 cos(5x), v0 = 0.9 − 0.5 cos(5x). First column:

σ1 = 0.001; second column: σ1 = 1; third column: σ1 = 103.

Next, we give numerical examples of the existence of steady-state bifurcation solutions

of the system (4.1) emitting from U∗3 in one- and two-dimensional domains, respectively.

(I) One-dimensional simulation.

(1) By (2.4), we obtain the bifurcation parameter δ
(3)
j =

−u∗3l2(σ2j2+f3l2)
σ2j4

, and we plot

the curve of δ
(3)
j with respect to j in Figure 5.4. The parameter values are p = 1, s = 0.2,

q = 0.59, e = 0.1, σ2 = 0.001, l = 2. Moreover, we observe that there are two simple

bifurcation points in Figure 5.4.
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Figure 5.4: Curve of bifurcation parameter for system (4.1).
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(2) Under the parameter values in Figure 5.4, system (4.1) exists positive equilibrium

U∗3 = (u∗3, v
∗
3) = (0.8851, 0.1149), and there have two bifurcation points (δ

(3)
j , U∗3 ), j = 1, 2

which are all simple. It follows from Theorem 4.1 that the system (4.1) has at least a

positive solution emitting from U∗3 in the neighborhood of bifurcation points (δ
(3)
j , U∗3 ),

j = 1, 2. This means that the effector cells and tumour cells can coexist. Figure 5.5 plots

the positive solution of system (4.1) near the bifurcation points (δ
(3)
j , U∗3 ), j = 1, 2, where

δ
(3)
1 = 51.6898, δ

(3)
2 = 2.5668. In summary, for some diffusion rate σ2 of effector cells, the

variation of diffusion rate σ1 of tumour cells can destabilize the equilibrium U∗3 and lead

system (4.1) to produce spatial patterns.

(a) (b)

(c) (d)

Figure 5.5: A positive solution for system (4.1) with initial values u0 = 0.8851 +

0.0005 cos(x), v0 = 0.1149 − 0.05 cos(x), where σ1 = 51.6898 in (a)–(b) and σ1 = 2.5668

in (c)–(d).

On the other hand, from Figure 5.5, we find that the system (4.1) is always in a oscil-

latory behavior. When σ1 is small, the oscillation amplitude of tumour cells concentration

increases gradually, while the oscillation amplitude of effector cells concentration remains

unchanged.

(II) Two-dimensional simulation.

In this part, we use GMRES algorithm to simulate the spatial pattern of system (4.1)

in two-dimensional space domain. In the simulations, the sufficiently small time and space

steps are chosen to get the approximate solutions with high precision. In particular, we
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show the different types of diagrams of system (4.1) by taking the different parameter

values, initial conditions and spatial domains. By the results of simulations, we observe

that the distributions of concentrations of tumour cells and effector cells are always of the

same type. Thus, we only restrict our analysis of pattern formation to one distribution (For

example, we show the distribution of concentration of the tumour cells u in this paper).

Under the parameter values in Figure 5.4, when σ1 = 51.6898, the first row of Figure 5.6

presents the distribution of concentration of u in a squared domain [0, 50]× [0, 50]. When

σ1 = 2.5668, the second row shows the distribution of concentration of u in a squared

domain [0, 6]× [0, 6]. The initial condition is given by a small perturbation to the value of

the positive equilibrium u∗3, which is more general from the biological point of view. The

different colors represent the different values of concentration of u in Figure 5.6. Moreover,

we see from Figure 5.6 that the spot-like pattern prevail over the whole domain. This

implies that the diffusion rate σ1 of tumour cells plays an important role in the formation

of patterns.

Figure 5.6: Two-dimensional simulations of system (4.1) with σ1 = 51.6898 in the first

row and σ1 = 2.5668 in the second row. The initial data are u0 = 0.8851− 0.005 cos(x)−
0.003 cos(y) in the first column, u0 = 0.8851− 0.005 cos(5x)− 0.003 cos(3y) in the second

column and u0 = 0.8851− 0.005 cos(8x)− 0.003 cos(5y) in the third column.

6. Conclusion and future work

In tumour-immune models, pattern formation can be used to judge the proliferation and

death of tumour cells over time. Since boundary conditions can affect stability of the trivial

equilibrium and thus affect pattern formation of the system, and steady-state bifurcation
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can generate a wealth of spatial patterns, we analyze the effect of boundary conditions

on the stability of equilibria, the conditions of steady-state bifurcation occur and spatial

patterns produced by bifurcation in this paper. Moreover, we also discuss the long time

behavior of solutions to system (1.4). The corresponding results are as follows.

1. Effect of boundary conditions on the stability of equilibria: In Theo-

rem 2.1, we derive that the equilibrium U0 for system (1.3) with the homogeneous Dirich-

let boundary conditions is stable when σ1 > 1/µ0 and unstable when σ1 < 1/µ0, and

for system (1.4) with the homogeneous Neumann boundary conditions is always unstable.

This implies that the homogeneous Neumann boundary conditions can cause system to

produce more spatial patterns than the homogeneous Dirichlet boundary conditions. In

fact, combined with homogeneous Neumann boundary conditions and diffusion effects, we

obtain that the system can produce the pattern of periodic oscillation in one-dimensional

domain (see Figure 5.5) and the spot-like pattern prevail over the whole two-dimensional

domain (see Figure 5.6).

2. Steady-state bifurcation and spatial patterns: From Theorems 4.1, 4.4 and

4.5 we find that the tumour diffusion rate σ1 has an important effect on the existence

of the positive solution and spatial patterns for system (4.1). Moreover, we also analyze

the stability of bifurcation solution by computing the second derivative σ′′1(0), which is

different from the conventional approach that it only needs to consider the first derivative

σ′1(0) (see Theorem 4.6). Biologically, it shows that the effector cells can specifically

bind with some tumour cells, so that the tumour cells can be decomposed and cannot

reproduce or be exposed. However, tumour cells can not be completely eliminated by the

effector cells. From Theorems 4.1, 4.4–4.6 and the spatial patterns exhibited in numerical

simulations, we see that the tumour cells will not increase infinitely, the concentrations of

tumour cells and effector cells fluctuate periodically in one-dimensional space domain and

fluctuate in the shape of spots in two-dimensional space domain. This also implies that

the tumour cells and effector cells can coexist and the body can survive.

3. Long time behavior of solutions: Long time behavior of solutions to sys-

tem (1.4) reflects the survival state of tumour cells and effect cells in the system after

a long time, which is an important part of the study of tumour growth. Therefore, we

discuss the long time behavior of solutions to system (1.4) in Theorem 3.1. We get that

tumour cells will only exist in the body when the steepness p of immune response and

the death rate e of effector cells are fixed and the maximum immune response rate q is

small. Moreover, we see from Theorem 3.1 that the concentration of tumour cells does

not increase indefinitely, but tends to stabilize over time.

When the interactions between tumour cells and immune system are more complex,

for example, the other types of cytokines (e.g., interleukin 2, interferon-alpha, etc.) or
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cells (e.g., natural killer cells, cytotoxic T lymphocytes, CD8+ T cells, etc.) or other

environmental factors (e.g., time delay, noise, etc.) are also involved in the immune

response, the models (1.1)–(1.4) at this time are not enough to meet the current needs.

Thus the more practical models must be established, see the modified models of models

(1.1)–(1.4) in [24,28,36]. However, some theoretical methods in this paper can be applied

to these models to study the interactions between different substances in models. These

will be our future works.
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