Hindawi Publishing Corporation

Journal of Applied Mathematics

Volume 2016, Article ID 1659019, 5 pages
http://dx.doi.org/10.1155/2016/1659019

Research Article

A New Algorithm for Positive Semidefinite Matrix Completion

Fangfang Xu and Peng Pan

College of Mathematics and Systems Science, Shandong University of Science and Technology, Qingdao 266590, China

Correspondence should be addressed to Fangfang Xu; xuff@sdust.edu.cn

Received 29 June 2016; Accepted 22 September 2016

Academic Editor: Qing-Wen Wang

Copyright © 2016 E Xu and P. Pan. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Positive semidefinite matrix completion (PSDMC) aims to recover positive semidefinite and low-rank matrices from a subset of
entries of a matrix. It is widely applicable in many fields, such as statistic analysis and system control. This task can be conducted
by solving the nuclear norm regularized linear least squares model with positive semidefinite constraints. We apply the widely used
alternating direction method of multipliers to solve the model and get a novel algorithm. The applicability and efficiency of the new
algorithm are demonstrated in numerical experiments. Recovery results show that our algorithm is helpful.

1. Introduction

Matrix completion (MC) is the process of recovering the
unknown or missing elements of a matrix. Under certain
assumptions on the matrix, for example, low-rank or approxi-
mately low-rank, the incomplete matrix can be reconstructed
very well [1, 2]. Matrix completion is widely applicable in
many fields, such as machine learning, statistic analysis,
system control, and image and video processing [3], where
matrices with low-rank or approximately low-rank are widely
used in the model construction.

Recently, there have been extensive research on the prob-
lems of low-rank matrix completion (LRMC). The affine rank
minimization problem consists of finding a matrix of mini-
mum rank that satisfies a given system of linear constraints.
However, it is NP-hard (nondeterministic polynomial-time
hard) due to the combinatorial nature of the rank function.
References [1, 2] showed that the solution of LRMC could
be found by solving a nuclear norm minimization prob-
lem under some reasonable conditions. The singular value
thresholding (SVT) method [4] and fixed point continuation
method using approximate singular value decomposition
(FPCA) [5] are two well-known algorithms because of their
good recoverability, fast speed, and robustness. SVT applied
the linearized Bregman iterations to solve the unconstrained
nuclear norm regularized linear least squares problem. FPCA
used iterations based on an iterative shrinkage-thresholding
algorithm and used the continuation technique together with

an approximate singular value decomposition procedure to
accelerate the algorithm. Reference [6] proposed an accel-
erated proximal gradient singular value thresholding algo-
rithm. A completely different model was developed in LMaFit
[7], which was a nonlinear successive overrelaxation algo-
rithm that only requires solving a linear least squares problem
per iteration. More details on LRMC can be found in [1, 8-10]
and references therein.

In practice, the completed matrix is often required to be
positive semidefinite. For example, covariance matrix and its
inverse: precision matrix of statistic analysis, are both positive
semidefinite. Recently, there have been extensive research
on high-dimensional covariance matrix estimation. They all
motivate the development of positive semidefinite matrix
completion (PSDMC). Reference [11] accomplished the
matrix completion task in some special conditions and used
the alternating direction method of multipliers (ADMM)
[12-15] to solve the model. References [16, 17] proposed new
models for nonnegative matrix completion and also used
ADMM to solve them.

Our main contribution in this work is the development of
an efficient algorithm for PSDMC. First of all, we present the
nuclear norm regularized linear least squares model with pos-
itive semidefinite constraints. Because of its robustness, we
choose it as the model of PSDMC in this paper. The structure
of the model suggests an alternating minimization scheme,
which is very suitable for solving large-scale problems. We
give an exact ADMM-based algorithm, whose subproblems
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are solved exactly. We test the new ADMM-based algo-
rithm on two kinds of problems: random matrix completion
problems and random low-rank approximation problems.
Numerical experiments show that all our proposed algorithm
outputs have satisfactory results. The paper is organized
as follows. Section 2 presents models and algorithms of
PSDMC. Some numerical results are given in Section 3.

The following notations will be used throughout this
paper. Uppercase (lowercase) letters are used for matrices
(column vectors). All vectors are column vectors; the sub-
script (-)T denotes matrix and vector transposition. Diag(x)
denotes a diagonal matrix with x on its main diagonal. 0 is a
matrix of all zeros of proper dimension; I,, stands for the nxn
identity matrix. The trace of X € R™", that is, the sum of the
diagonal elements of X, is denoted by tr(X). The Frobenius

norm of X € R™" is defined as | X| = W'Zi,j IXi,jIZ. The
Euclidean inner product between two matrices X € R and
Z € R™" is defined as (X, Z) = zi,].(Xi’jZi’j) = tr(X" 2).
The inequality X > 0 means that X is semidefinite positive.
The equality X = Z means that X;; = Z;; for all entries (i, j).

2. ADMM-Based Methods for PSDMC

2.1. The Model of PSDMC. The matrix completion problem
of recovering a positive semidefinite low-rank matrix from a
subset of its entries is

min rank (X)
st Xj; =M, V(i,j) € Q 1)

X >0,

where X € R™" is the decision variable and Q) is the index
set of p known elements of X.

Let & be the projection onto the subspace of sparse
matrices with nonzeros restricted to the index set Q; that is,

X if (i, j) €Q,
Pq (X); = { ' )

0, otherwise.

From the definition of P,, we can reformulate the
equality constraint in model (1) in terms of Po(X) =
Po(M). Due to the combinational property of the objective
function rank(-), model (1) is NP-hard in general. Inspired
by the success of matrix completion under nuclear norm in
[1, 2, 10], we use the nuclear norm as an approximation to
rank(X) to estimate the optimal solution X* of model (1)
from the following model:

min || X],
st. Py (X) = Po (M) 3)
X >0,
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where the nuclear norm || X||, of X is defined as the summa-
tion of the singular values of X; that is,

min(m,n)

Xl = ) (X)), (4)

i=1

where 0;(X) is the ith largest singular value. Moreover, for a
positive semidefinite matrix, || X||, = (I, X) = tr(X).

If the known elements of the matrix X are noise-free, that
is to say, P (M) is reliable, we will directly solve model (3)
to conduct SDPMC. On the contrary, if the vector of known
elements %, (M) is contaminated by noise, the constraints
Po(X) = Py (M) must be relaxed, resulting in the following
problem:

in tr(X),
min r(X)

st |Po (X) - P (M) <9, (5)
X>0,

or the nuclear norm regularized linear least squares model
with positive semidefinite constraints:

. 1 2
min ‘utr(X)+z||gjn (X) = P M)||r» ©)
st. X >0.

Here, § and y are given parameters, whose values should be
setaccording to the noise level. When the values of p and § are
set properly, (5) and (6) are equivalent. Model (6) is usually
preferred over (5) for the case of noisy observations. Our algo-
rithms can be extended to treat (5) with minor modifications.

Actually, model (6) is especially useful in practice. The
reason is that the known information is usually gotten from
large surveys and contaminated by sampling error inevitably.
In this paper, we choose model (6) as the model to conduct
NMC.

2.2. An ADMM-Based Method for Model (6). In this subsec-
tion, we present an algorithm developed for model (6). To
facilitate an efficient use of ADMM, we introduce one new
matrix (splitting) variable Y and consider an equivalent form
of model (6):

. 1 2
min ptr (X) + 5"9’0 (Y) = P M),
st. X=Y, 7
X =0,

where X, Y € R™”. The augmented Lagrangian function of
model (7) is

L (XY, 1) = ptr (X) + % [P0 (V) = 2o (M)
(8)
FLX-Y) + § I1X - Y%,

where IT € R™" is a Lagrangian multiplier. p > 0 is a penalty
parameter.
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(1) Input Po(M), I, > 0, and tol > 0.

sy =

(2) Set p, y, and p > 0. Set X, and Y, as random matrices, and II; as zero matrices of appropriate sizes.

(3) while not converge do

(4) update X, Y}, II, by the formulas (16a), (16b) and (16c¢).

ALGORITHM 1: An exact ADMM-based algorithm of PSDMC.

The alternating direction method of multipliers for model
(7) is derived by successively minimizing & with respect to
X and Y in an alternating fashion; namely,

Xiyy = argl)l(lzi(l)lg (XY IT.) (9a)
Yk+1 = arg n}in < (Xk+1’ Y) Hk) > (9b)
M,y = I+ yp (Xiir = Yesr) » (9¢)

where y € (0,1.618).
By rearranging the terms of (9a), it is equivalent to

. P
min putr (X) + | X - Gellr» (10)

where G, = Y, —(1/p)I1;. Let its Eigenvalue Value Decompo-
sition (EVD) be G, = U, Diag(w,)U{, where U, € R™" and
wy, € R". Define the shrinkage operator S, (-) as

w;—v, ifw;,—v>0,
S, (w) =w, withw, = 1)
0, otherwise.
Then
. T
Xy = UgDiag (S, (w,)) Uy (12)

is an optimal solution of problem (9a).
By rearranging the terms of (9b), it is equivalent to

min % 2o (¥) = 2o (M)

YERYIXYL
) (13)
1
iy HY - (Xk + —Hk>
2 P F
Model (13) can be split into two subproblems:
. 1 2
min 3 H‘@Q (Y)-Pq (M)||F
P L[
+ = Hg’g (Y) - Pq (Xk + —Hk> , (14)
2 P F

2

>

P F

where Q is the complement of Q. Finally, we can get the
solution of (13) by solving the above two subproblems.

1
(Yer)g = —19’0 (M + pEy),
P (15)
(Yer)a = Pg (Ex),
where E;, = X, + (1/p)II,.

In short, ADMM applied to model (7) yields the iteration:

Xir = UiDiag (S, (wy)) Uy, (16a)
1
(Yk+1)Q = _190 (M + PEk) N
Pt (16b)
(Yk+1)ﬁ =Pg (Ek)
My = T + yp (Xpey = Yierr) - (16¢)

From the above considerations, we arrive at Algorithm 1.

The convergence of ADMM and its variants for convex
problems has been studied extensively. The interested reader
is referred to [12-15, 18-20], and the references therein. Since
model (6) is convex, the convergence of Algorithm1 to a
global optimal solution is guaranteed.

3. Numerical Results

In this section, we report on the application of our proposed
ADMM-based algorithm to a series of matrix problems to
demonstrate its ability. To illustrate the performance of our
algorithmic approaches combined with different procedures,
we test the following two solvers.

(1) ADMM-VT; Algorithm 2 in [11].

(2) ADMM-SDP; Algorithm 1, the exact ADMM-based
method for model (6).

We implement our algorithms in MATLAB. All the
experiments are performed on a 2.20 GHz Intel Pentium PC
with 6.0 GHz of memory and MATLAB 2012b.

3.1. Implementation and Parameters of the Two Solvers. We
test the above two solvers on random positive semidefinite
matrix problems. We do numerical experiments by the
following procedure. Firstly, we create a low-rank positive
semidefinite matrix M € §”. Secondly, we select a subset of
p elements uniformly at random from the n x #n elements of
M and denote their index set as Q. The index set of unknown
elements is denoted as Q). The ratio p/n” between the number
of measurements and the number of entries in the matrix is
denoted as “SR” (sampling ratio). We use P, (M) to complete
X; the result is denoted as X. Finally, we will check the
differences between X and its actual value M.

err = ”f{ - M”F 17)

The most important algorithmic parameters in Algorithm 1
are i, y, tol, p, and the maximal number of iterations I,,,.
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TABLE 1: Numerical results of different values of y (n = 2000, » = 20, o = 0.01).
SR p=10" p=10" p=1 p=10
Tter Rank Err Iter Rank Err Tter Rank Err Tter Rank Err
0.25 67 297 6.54e — 03 57 20 2.93e-03 44 20 7.79e — 03 72 20 8.80e — 02
0.35 50 274 5.6le — 03 38 20 2.37e - 03 32 20 7.17e — 03 51 20 591e - 02
0.45 39 194 3.90e — 03 28 20 1.97e - 03 26 20 5.05e — 03 39 20 4.62e — 02
0.55 33 137 2.91e - 03 22 20 1.77e - 03 21 20 3.53e - 03 31 20 3.69¢ — 02
0.65 29 97 2.26e — 03 17 20 1.58e - 03 17 20 3.15e - 03 26 20 2.97e — 02
0.75 26 55 1.71e - 03 15 20 1.43e - 03 14 20 2.87e — 03 22 20 2.62e — 02
0.85 23 20 1.46e — 03 12 20 1.37e - 03 1 20 2.75e — 03 19 20 2.25e — 02
TABLE 2: Numerical results on medium randomly created matrix completion problems.
(n, 7, SR) ADMM-VI ADMM-SDP
Tter Rank Err Tter Rank Err

(500, 10, 0.45) 24 10 2.43e—-03 29 10 2.62e — 03
(500, 10, 0.65) 16 10 2.12e - 03 19 10 2.09e - 03
(500, 10, 0.85) 10 10 1.90e - 03 13 10 1.88¢ — 03
(2000, 10, 0.45) 27 10 1.86e — 03 26 10 1.53e - 03
(2000, 10, 0.65) 18 10 1.19¢ - 03 17 10 1.17e — 03
(2000, 10, 0.85) 1 10 1.24e - 03 13 10 1.04e — 03
(2000, 20, 0.45) 27 20 2.12e - 03 28 20 2.20e — 03
(2000, 20, 0.65) 16 20 1.84e — 03 18 20 1.69¢ — 03
(2000, 20, 0.85) 1 20 1.46e — 03 13 20 1.38¢ - 03

In our implementation, we set y = 1.618, tol = 2 x 107%,
p = 2.5/n, and I,, = 300. However, the value of y is very
difficult to set since it can be neither too large nor too small. y
is usually chosen to be a moderate value. Three sets of results
are computed when y is equal to three different values. They
are shown in Table 1.

We can use continuation technique employed in [5, 6] to
accelerate the convergence of ADMM-SDP. If model (6) is to
be solved with the target parameter value 4 = ¢, we propose
solving a sequence of model (6) by a decreasing sequence
{1°, 1", .. .}. When a new problem, associated with p/*', is to
be solved, the approximate solution for the current problem
with g = y/ is used as the starting point. In our numerical
experiments in Section 3.2, we set the initial 4° = 1 and
update ¥ = 4*71/1.01 at iteration k. A stopping criterion of
Algorithm 1is met aslong as all the following three conditions
are satisfied:

||Xk - Xk_1||F < tol, (18a)
[ Xk = Yi|l < tol, (18b)
|20 (Xi) = Pg (M), < tol. (18¢)

3.2. Experiments on Random Matrix Completion Problems.
The matrix M € 8" with rank r in this subsection is created
randomly by the following procedure (see also [5, 7]): two
random matrices M; € R™" and My € R™ with iid.
standard Gaussian entries are first generated, = € R™" is the

noise matrix, and ¢ > 0. Then M = M; My +0% is assembled.
From the creation process of M, its rank is no larger than r.

The computational results of positive semidefinite matrix
completion are presented in Table 2. We can observe that our
proposed solver performs as well as ADMM-VI. Both of them
can output satisfactory results.
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