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We propose some new concepts of almost periodic time scales and almost periodic functions on time scales and give some basic
properties of these new types of almost periodic time scales and almost periodic functions on time scales. We also give some
comments on a recent paper by Wang and Agarwal (2014) concerning a new almost periodic time scale.

1. Introduction

Thetheory of almost periodic functionswas introduced in the
literature around 1924–1926 by Bohr [1].The notion of almost
periodicity, which generalizes the concept of periodicity,
plays a crucial role in various fields including harmonic anal-
ysis, physics, and dynamical systems. On the other hand, the
theory of time scales, which was introduced by Hilger [2] in
order to unify continuous and discrete analysis, has recently
received lots of attention. The field of dynamic equations on
time scale contains links and extends the classical theory
of differential and difference equations.

In order to study the almost periodic dynamic equations
on time scales, a concept of almost periodic time scales
was proposed in [3]. Based on this concept, almost periodic
functions [3], pseudo almost periodic functions [4], almost
automorphic functions [5], weighted pseudo almost auto-
morphic functions [6], and weighted piecewise pseudo
almost automorphic functions [7] on time scaleswere defined
successively. Also, someworks have been done under the con-
cept of almost periodic time scales (see [8–11]). Although the
concept of almost periodic time scales in [3] can unify the the
continuous anddiscrete situations effectively, it is very restric-
tive in the sense that it only comprises of time scale, T , for
which the graininess function, 𝜇(𝑡), is constant (or piecewise
constant). This excludes many interesting time scales. There-
fore, it is a challenging and important problem in theories and
applications to find a new concept of periodic time scales.

Recently, Wang and Agarwal [12] have constructed an
almost periodic time scale and given a redefined concept of

almost periodic functions under the sense of this timescale
concept. We argue that the definition of this almost periodic
time scale contains some vagueness. In order to remove the
vagueness, ourmain purpose of this paper is to propose some
new concepts of almost periodic time scales and almost peri-
odic functions on time scales and give some basic properties
of these new types of almost periodic time scales and almost
periodic functions on time scales. Based on these new types
of almost periodic time scales and almost periodic functions
on time scales, one can further study pseudo almost periodic
functions, almost automorphic functions, weighted pseudo
almost periodic functions, and weighted pseudo almost auto-
morphic functions on time scales and the existence problems
of these functional classes solutions to dynamic equations on
time scales; in particular, one can study the existence of
almost periodic solutions to population models, neural net-
works on time scales and so on.

2. Preliminaries

In this section, we shall first recall some basic definitions
which are used in what follows.

Let T be a nonempty closed subset (time scale) of R. The
forward and backward jump operators 𝜎, 𝜌 : T → T and the
graininess 𝜇 : T → R+ are defined, respectively, by

𝜎 (𝑡) = inf {𝑠 ∈ T : 𝑠 > 𝑡} , 𝜌 (𝑡) = sup {𝑠 ∈ T : 𝑠 < 𝑡} ,

𝜇 (𝑡) = 𝜎 (𝑡) − 𝑡.

(1)
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A point 𝑡 ∈ T is called left-dense if 𝑡 > inf T and 𝜌(𝑡) = 𝑡,
left-scattered if 𝜌(𝑡) < 𝑡, right-dense if 𝑡 < sup T and 𝜎(𝑡) = 𝑡,
and right-scattered if 𝜎(𝑡) > 𝑡.

A function 𝑓 : T → R is right-dense continuous
provided it is continuous at right-dense point in T and its left-
side limits exist at left-dense points in T . If 𝑓 is continuous at
each right-dense point and each left-dense point, then 𝑓 is
said to be a continuous function on T .

For more knowledge of time scales, one can refer to [13].
Throughout this paper, E𝑛 denotes R𝑛 or C𝑛, 𝐷 denotes

an open set in E𝑛 or 𝐷 = E𝑛, 𝑆 denotes an arbitrary compact
subset of 𝐷.

Definition 1 (see [14]). A subset 𝑆 of R is called relatively
dense if there exists a positive number 𝐿 such that [𝑎, 𝑎 +𝐿]∩

𝑆 ̸= 𝜙 for all 𝑎 ∈ R. The number 𝐿 is called the inclusion
length.

Definition 2 (see [3]). A time scale T is called an almost
periodic time scale if

Π := {𝜏 ∈ R : 𝑡 ± 𝜏 ∈ T , ∀𝑡 ∈ T} ̸= {0} . (2)

Definition 3 (see [3]). Let T be an almost periodic time scale.
A function 𝑓 ∈ 𝐶(T × 𝐷,E𝑛) is called an almost periodic
function in 𝑡 ∈ T uniformly for 𝑥 ∈ 𝐷 if the 𝜀-translation set
of 𝑓

𝐸 {𝜀, 𝑓, 𝑆} = {𝜏 ∈ Π :
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)

󵄨󵄨󵄨󵄨 < 𝜀,

∀ (𝑡, 𝑥) ∈ T × 𝑆}

(3)

is a relatively dense set in T for all 𝜀 > 0 and for each compact
subset 𝑆 of 𝐷; that is, for any given 𝜀 > 0 and each compact
subset 𝑆 of𝐷, there exists a constant 𝑙(𝜀, 𝑆) > 0 such that each
interval of length 𝑙(𝜀, 𝑆) contains a 𝜏(𝜀, 𝑆) ∈ 𝐸{𝜀, 𝑓, 𝑆} such
that

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)
󵄨󵄨󵄨󵄨 < 𝜀, ∀ (𝑡, 𝑥) ∈ T × 𝑆. (4)

𝜏 is called the 𝜀-translation number of 𝑓 and and 𝑙(𝜀, 𝑆) is
called the inclusion length of 𝐸{𝜀, 𝑓, 𝑆}.

Remark 4. Definition 3 requires that the inequality (4) holds
for all (𝑡, 𝑥) ∈ T × 𝑆. It is a very restrictive condition.

Let 𝜏 be a number; set the time scales:

T :=

+∞

⋃

𝑖=−∞

[𝛼
𝑖
, 𝛽
𝑖
] ,

T
𝜏

:= T + 𝜏 = {𝑡 + 𝜏 : ∀𝑡 ∈ T} :=

+∞

⋃

𝑖=−∞

[𝛼
𝜏

𝑖
, 𝛽
𝜏

𝑖
] .

(5)

Authors of [12] defined the distance between two time scales
T and T𝜏 by

𝑑 (T , T
𝜏

) = max{sup
𝑖∈Z

󵄨󵄨󵄨󵄨𝛼𝑖 − 𝛼
𝜏

𝑖

󵄨󵄨󵄨󵄨 , sup
𝑖∈Z

󵄨󵄨󵄨󵄨𝛽𝑖 − 𝛽
𝜏

𝑖

󵄨󵄨󵄨󵄨} . (6)

Then, they gave the following two definitions.

Definition 5 (see [12]). We say T is an almost periodic time
scale if, for any given 𝜀 > 0, there exists a constant 𝑙(𝜀) > 0

such that each interval of length 𝑙(𝜀) contains a 𝜏(𝜀) such that

𝑑 (T , T
𝜏

) < 𝜀; (7)

that is, for any 𝜀 > 0, the following set

𝐸 (T , 𝜀) = {𝜏 ∈ R, 𝑑 (T , T
𝜏

) < 𝜀} (8)

is relatively dense.

Definition 6 (see [12]). Let T be an almost periodic time scale.
A function 𝑓 ∈ 𝐶(T × 𝐷,E𝑛) is called an almost periodic
function in 𝑡 ∈ T uniformly for 𝑥 ∈ 𝐷 if the 𝜀-translation set
of 𝑓

𝐸 {𝜀, 𝑓, 𝑆} = {𝜏 :
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)

󵄨󵄨󵄨󵄨 < 𝜀,

∀ (𝑡, 𝑥) ∈ (T ∩ T
−𝜏

) × 𝑆}

(9)

is a relatively dense set for all 𝜀 > 0 and for each compact
subset 𝑆 of 𝐷; that is, for any given 𝜀 > 0 and each compact
subset 𝑆 of𝐷, there exists a constant 𝑙(𝜀, 𝑆) > 0 such that each
interval of length 𝑙(𝜀, 𝑆) contains a 𝜏(𝜀, 𝑆) ∈ 𝐸{𝜀, 𝑓, 𝑆} such
that

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)
󵄨󵄨󵄨󵄨 < 𝜀, ∀ (𝑡, 𝑥) ∈ (T ∩ T

−𝜏

) × 𝑆. (10)

𝜏 is called the 𝜀-translation number of 𝑓 and and 𝑙(𝜀, 𝑆) is
called the inclusion length of 𝐸{𝜀, 𝑓, 𝑆}.

We comment that

(i) Definition 5 is very vague because one does not know
how to calculate (6). For example, what are the 𝛼

𝜏

𝑖
, 𝛽
𝜏

𝑖
?

Since if the 𝑖 in 𝛼
𝑖
and the 𝑖 in 𝛼

𝜏

𝑖
are the same, then

𝛼
𝜏

𝑖
= 𝛼
𝑖
+ 𝜏, 𝛽

𝜏

𝑖
= 𝛽
𝑖
+ 𝜏; (11)

according to (6), we have

𝑑 (T , T
𝜏

) = 𝜏. (12)

In this case, by Definition 5, the set

𝐸 (T , 𝜀) = {𝜏 ∈ R, 𝑑 (T , T
𝜏

) < 𝜀} (13)

can not be relatively dense. If the 𝑖 in 𝛼
𝑖
and the 𝑖 in 𝛼

𝜏

𝑖

are different, what is the relation between these two
𝑖’s?

(ii) Definition 6 is not well defined because T ∩ T−𝜏 may
be an empty set. For example, if we take T = Z and
𝜏 = 𝑟, 𝑟 ∈ (0, 1), then T ∩ T−𝜏 = 0. But 𝐸(T , 𝜀) =

{𝜏 ∈ R, 𝑑(T , T𝜏) < 𝜀} is relatively dense since for every
𝜀 > 0, there exists a 𝜏 = 𝑘 + 𝑟(𝜀) ∈ 𝐸(T , 𝜀), where
𝑘 ∈ Z, 𝑟(𝜀) ∈ (0, 1) with 𝑟(𝜀) < 𝜀.

3. Almost Periodic Time Scales

In order to remove the vagueness of Definition 5 and rule out
the situation that T ∩ T−𝜏 may be empty set in Definition 5,
we give the following definitions.
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Definition 7. Let T
1
and T

2
be two time scales, we define

dist (T
1
, T
2
) = max{sup

𝑡∈T
1

{dist (𝑡, T
2
)} , sup
𝑡∈T
2

{dist (𝑡, T
1
)}} ,

(14)

where dist(𝑡, T
2
) = inf

𝑠∈T
2

{|𝑡 − 𝑠|} and dist(𝑡, T
1
) = inf

𝑠∈T
1

{|𝑡 −

𝑠|}. Let 𝜏 ∈ R and T be a time scale; we define

dist (T , T
𝜏
) = max{sup

𝑡∈T

{dist (𝑡, T
𝜏
)} , sup
𝑡∈T
𝜏

{dist (𝑡, T)}} ,

(15)

where T
𝜏

:= T ∩ {T − 𝜏} = {𝑡 − 𝜏 : ∀𝑡 ∈ T}, dist(𝑡, T
𝜏
) =

inf
𝑠∈T
𝜏

{|𝑡 − 𝑠|}, and dist(𝑡, T) = inf
𝑠∈T {|𝑡 − 𝑠|}.

FromDefinition 7 and noticing that time scales are closed
subsets of R, we have the following.

Lemma8. Let T
1
and T
2
be two time scales; then dist(T

1
, T
2
) =

0 if and only if T
1
= T
2
.

Definition 9. A time scale T is called an almost periodic time
scale if for every 𝜀 > 0, there exists a constant 𝑙(𝜀) > 0 such
that each interval of length 𝑙(𝜀) contains a 𝜏(𝜀) such that T

𝜏
̸=

0 and

dist (T , T
𝜏
) < 𝜀; (16)

that is, for any 𝜀 > 0, the following set

Π (T , 𝜀) = {𝜏 ∈ R, dist (T , T
𝜏
) < 𝜀} (17)

is relatively dense. 𝜏 is called the 𝜀-translation number of T
and 𝑙(𝜀) is called the inclusion length of Π(T , 𝜀).

Obviously, if T is an almost periodic time scale, then
inf T = −∞ and sup T = +∞, if T is a periodic time scale
(see [15]), then dist(T , T

𝜏
) = 0; that is, T = T

𝜏
.

Lemma 10. Let T be an almost periodic time scale; then

(i) if 𝜏 ∈ Π(T , 𝜀), then 𝑡 + 𝜏 ∈ T for all 𝑡 ∈ T
𝜏
;

(ii) if 𝜀
1
< 𝜀
2
, then Π(T , 𝜀

1
) ⊂ Π(T , 𝜀

2
);

(iii) if 𝜏 ∈ Π(T , 𝜀), then −𝜏 ∈ Π(T , 𝜀) and dist(T
𝜏
, T) =

dist(T
−𝜏

, T);
(iv) if 𝜏

1
, 𝜏
2
∈ Π(T , 𝜀), then 𝜏

1
+ 𝜏
2
∈ Π(T , 2𝜀).

Proof. (i), (ii), and (iii) are trivial; we only prove (iv). If 𝜏
1
, 𝜏
2
∈

Π(T , 𝜀), then

dist (T
𝜏
1
+𝜏
2

, T) ≤ dist (T
𝜏
1

, T) + dist (T
−𝜏
2

, T) < 2; (18)

that is, 𝜏
1
+ 𝜏
2
∈ Π(T , 2𝜀). The proof is complete.

Lemma 11. Let T be an almost periodic time scale; then, there
exists a sequence {𝜏

𝑛
} ⊂ Π(T , 𝜀) such that dist(T , T

𝜏
𝑛

) → 0 as
𝑛 → ∞. Hence, ⋃∞

𝑛=0
T
𝜏
𝑛

= T .

Proof. For each 𝑛 = 1, 2, . . ., take 𝜏
𝑛
∈ Π(T , 𝜀/𝑛); then,

dist (T , T
𝜏
𝑛

) <
𝜀

𝑛
, 𝑛 = 1, 2, . . . . (19)

The proof is complete.

For convenience, we introduce some notations. Let 𝛼 =

{𝛼
𝑛
} and𝛽 = {𝛽

𝑛
} be two sequences.Then,𝛽 ⊂ 𝛼means that𝛽

is a subsequence of𝛼;𝛼+𝛽 = {𝛼
𝑛
+𝛽
𝑛
};−𝛼 = {−𝛼

𝑛
}; and𝛼 and

𝛽 are common subsequences of 𝛼󸀠 and 𝛽
󸀠, respectively, mean-

ing that 𝛼
𝑛

= 𝛼
󸀠

𝑛(𝑘)
and 𝛽

𝑛
= 𝛽
󸀠

𝑛(𝑘)
for some given function

𝑛(𝑘).

Theorem 12. Let T be an almost periodic time scale; then, for
any given sequence 𝛼

󸀠
⊂ Π(T , 𝜀), there exist a subsequence 𝛽 ⊂

𝛼
󸀠 such that T

𝛽
𝑛

converges to some time scale T∗; that is, for
any given 𝜀 > 0, there exists 𝑁 > 0 such that 𝑛 > 𝑁 implies
dist(T

𝛽
𝑛

, T∗) < 𝜀. Furthermore, T∗ is also an almost periodic
time scale.

Proof. For any 𝜀 > 0, let 𝑙 = 𝑙(𝜀/4) be an inclusion length
of Π(T , 𝜀/4). For any given sequence 𝛼

󸀠
= {𝛼
󸀠

𝑛
}, we denote

𝛼
󸀠

𝑛
= 𝜏
󸀠

𝑛
+ 𝛾
󸀠

𝑛
, where 𝜏

󸀠

𝑛
∈ Π(T , 𝜀/4), 𝛾󸀠

𝑛
∈ Π, and 0 ≤ 𝛾

󸀠

𝑛
≤ 𝑙,

𝑛 = 1, 2, . . .. Therefore, there exists a subsequence 𝛾 = {𝛾
𝑛
} ⊂

𝛾
󸀠
= {𝛾
󸀠

𝑛
} such that 𝛾

𝑛
→ 𝑠 as 𝑛 → ∞, 0 ≤ 𝑠 ≤ 𝑙.

Also, it follows fromDefinition 9 that there exists 𝛿(𝜀) > 0

such that if 𝑡
1
, 𝑡
2
∈ Π(T , 𝜀) and |𝑡

1
− 𝑡
2
| < 𝛿; then,

dist (T
𝑡
1

, T
𝑡
2

) <
𝜀

2
. (20)

Since 𝛾 is a convergent sequence, there exists𝑁 = 𝑁(𝛿) so
that𝑝,𝑚 ≥ 𝑁 implies |𝛾

𝑝
−𝛾
𝑚
| < 𝛿. Now, one can take 𝛼 ⊂ 𝛼

󸀠,
𝜏 ⊂ 𝜏

󸀠
= {𝜏
󸀠

𝑛
} such that 𝛼, 𝜏 common with 𝛾, then for any

integers 𝑝,𝑚 ≥ 𝑁, we have

dist (T
𝜏
𝑝
−𝜏
𝑚

, T) ≤ dist (T
𝜏
𝑝
−𝜏
𝑚

, T
𝜏
𝑚

) + dist (T
𝜏
𝑚

, T)

<
𝜀

4
+

𝜀

4
=

𝜀

2
;

(21)

that is

(𝛼
𝑝
− 𝛼
𝑚
) − (𝛾

𝑝
− 𝛾
𝑚
) = 𝜏
𝑝
− 𝜏
𝑚

∈ Π(T ,
𝜀

2
) . (22)

Hence, we can obtain

dist (T
𝛼
𝑝

, T
𝛼
𝑚

) ≤ dist (T
𝛼
𝑝
−𝛼
𝑚

, T)

≤ dist (T
𝛼
𝑝
−𝛼
𝑚

, T
𝛾
𝑝
−𝛾
𝑚

) + dist (T
𝛾
𝑝
−𝛾
𝑚

, T)

<
𝜀

2
+

𝜀

2
= 𝜀.

(23)

Thus, we can take sequences 𝛼
(𝑘)

= {𝛼
(𝑘)

𝑛
}, 𝑘 = 1, 2, . . ., and

𝛼
(𝑘+1)

⊂ 𝛼
(𝑘)

⊂ 𝛼 such that for any integers𝑚, 𝑝, the following
holds:

dist (T
𝛼
(𝑘)

𝑝

, T
𝛼
(𝑘)

𝑚

) <
1

𝑘
, 𝑘 = 1, 2, . . . . (24)
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For all sequences 𝛼
(𝑘), 𝑘 = 1, 2, . . ., we can take a sequence

𝛽 = {𝛽
𝑛
}, 𝛽
𝑛
= 𝛼
(𝑛)

𝑛
, then it is easy to see that {𝑇

𝛽
𝑛

} ⊂ {𝑇
𝛼
𝑛

} for
any integers 𝑝,𝑚 with 𝑝 < 𝑚; the following holds:

dist (T
𝛽
𝑝

, T
𝛽
𝑚

) <
1

𝑝
. (25)

Therefore, {T
𝛽
𝑛

} converges to some T∗, where 𝛽 = {𝛽
𝑛
} ⊂ 𝛼,

which is a closed subset of R, that is, dist(T
𝛽
𝑛

, T∗) → 0 as
𝑛 → ∞.

Finally, for any given 𝜀 > 0, one can take 𝜏 ∈ Π(T , 𝜀); then,
the following holds:

dist (T
𝛽
𝑛
+𝜏

, T
𝛽
𝑛

) < 𝜀. (26)

Let 𝑛 → ∞; we have

dist (T∗
𝜏
, T
∗

) < 𝜀, (27)

which implies that Π(T∗, 𝜀) is relatively dense. Therefore,
T∗ is an almost periodic time scale. This completes the
proof.

Theorem 13. Let T be a time scale; if for any sequence 𝛼
󸀠

⊂

Π(T , 𝜀), there exists 𝛼 ⊂ 𝛼
󸀠 such that every T

𝛼
𝑛

̸= 0 and {T
𝛼
𝑛

}

converges to a time scale T∗; then, T is also an almost periodic
time scale.

Proof. For contradiction, if this is not true, then there exists
𝜀
0

> 0 such that for any sufficiently large 𝑙 > 0, we can
find an interval with length of 𝑙 and there is no 𝜀

0
-translation

numbers of T in this interval; that is, every point in this
interval is not in Π(T , 𝜀

0
).

One can take a number 𝛼󸀠
1
∈ Π(T , 𝜀

0
) and find an interval

(𝑎
1
, 𝑏
1
) with 𝑏

1
− 𝑎
1
> 2|𝛼
󸀠

1
|, where 𝑎

1
, 𝑏
1
∈ Π(T , 𝜀

0
) such that

there is no 𝜀
0
-translation numbers of 𝑓(𝑡, 𝑥) in this interval.

Next, taking𝛼
󸀠

2
= (1/2)(𝑎

1
+𝑏
1
), obviously,𝛼󸀠

2
−𝛼
󸀠

1
∈ (𝑎
1
, 𝑏
1
), so

𝛼
󸀠

2
− 𝛼
󸀠

1
∉ Π(𝑇, 𝜀

0
); then, one can find an interval (𝑎

2
, 𝑏
2
) with

𝑏
2
−𝑎
2
> 2(|𝛼

󸀠

1
| + |𝛼
󸀠

2
|), where 𝑎

2
, 𝑏
2
∈ Π(T , 𝜀

0
) such that there

are no 𝜀
0
-translation numbers of𝑓(𝑡, 𝑥) in this interval. Next,

taking𝛼
󸀠

3
= (1/2)(𝑎

2
+𝑏
2
), obviously,𝛼󸀠

3
−𝛼
󸀠

2
, 𝛼
󸀠

3
−𝛼
󸀠

1
∉ Π(T , 𝜀

0
).

One can repeat these processes again and again; one can find
𝛼
󸀠

4
, 𝛼
󸀠

5
, . . ., such that 𝛼󸀠

𝑖
− 𝛼
󸀠

𝑗
∉ Π(T , 𝜀

0
), 𝑖 > 𝑗. Hence, for any

𝑖 ̸= 𝑗, 𝑖, 𝑗 = 1, 2, . . ., without loss of generality; letting 𝑖 > 𝑗,
we have

dist (T
𝛼
󸀠

𝑖

, T
𝛼
󸀠

𝑗

) = dist (T
𝛼
󸀠

𝑖
−𝛼
󸀠

𝑗

, T) ≥ 𝜀
0
. (28)

Therefore, there is no convergent subsequence of {T
𝛼
󸀠

𝑛

}; this
is a contradiction. Thus, T is almost periodic time scale. This
completes the proof.

Theorem 14. Let T be an almost periodic time scale; then, for
any 𝜏(𝜀) ∈ Π(T , 𝜀), there exists a constant 𝑙(𝜀) > 0 such that
each interval of length 𝑙(𝜀) contains a 𝜏(𝜀) ∈ Π(T , 𝜀) such that

|𝜎 (𝑡 + 𝜏) − 𝜎 (𝑡) − 𝜏| < 𝜀, ∀𝑡 ∈ T
𝜏
. (29)

Proof. For any 𝜏 ∈ Π(T , 𝜀) and 𝑡 ∈ T
𝜏
, if 𝑡 is right dense, then

there exist 𝑡
𝑛
∈ T such that

lim
𝑛→∞

𝑡
𝑛
= 𝑡, 𝑡

𝑛
> 𝑡. (30)

If there exists a subsequence {𝑡
𝑛
𝑘

} of {𝑡
𝑛
} such that {𝑡

𝑛
𝑘

} ⊂ T
𝜏
;

then, {𝑡
𝑛
𝑘

+ 𝜏} ⊂ T and lim
𝑘→∞

(𝑡
𝑛
𝑘

+ 𝜏) = 𝑡 + 𝜏; that is, 𝑡 + 𝜏

is also right dense. In this case, we have 𝜎(𝑡) = 𝑡, 𝜎(𝑡 + 𝜏) =

𝑡 + 𝜏. If {𝑡
𝑛
} has no subsequences contained in T

𝜏
, then, since

dist(T , T
𝜏
) < 𝜀, there exists a sequence {𝑠

𝑛
} ⊂ T
𝜏
such that

󵄨󵄨󵄨󵄨𝑠𝑛 − 𝑡
𝑛

󵄨󵄨󵄨󵄨 < 𝜀, lim
𝑛→∞

𝑠
𝑛
= 𝑡. (31)

Hence, {𝑠
𝑛
+𝜏} ⊂ T and lim

𝑛→∞
(𝑠
𝑛
+𝜏) = 𝑡+𝜏, that is, 𝑡+𝜏 is

right dense. In this case, we also have 𝜎(𝑡) = 𝑡, 𝜎(𝑡+𝜏) = 𝑡+𝜏.
On the other hand, if 𝑡 is right scattered, then there exists

an 𝑠(> 𝑡) ∈ T such that𝜎(𝑡) = 𝑠. If 𝑠+𝜏 ∈ T , then𝜎(𝑡+𝜏) ≤ 𝑠+𝜏

and

𝜎 (𝑡 + 𝜏) − 𝜎 (𝑡) − 𝜏 ≤ 𝑠 + 𝜏 − 𝑠 − 𝜏 = 0. (32)

If 𝑠+𝜏 ∉ T , then, since dist(T , T
𝜏
) < 𝜀, there exists an 𝑠

∗
(> 𝑠) ∈

T
𝜏
such that 𝑠∗ +𝜏 ∈ T and |𝑠− 𝑠

∗
| < 𝜀.Thus, 𝜎(𝑡+𝜏) ≤ 𝑠

∗
+𝜏.

Thus,

𝜎 (𝑡 + 𝜏) − 𝜎 (𝑡) − 𝜏 ≤ 𝑠
∗

+ 𝜏 − 𝑠 − 𝜏 = 𝑠
∗

− 𝑠. (33)

By the definition of forward jump operator, we know that
𝜎(𝑡 + 𝜏) ≥ 𝑡+ 𝜏; then, 𝜎(𝑡 + 𝜏)− 𝜏 ≥ 𝑡. Again, by the definition
of forward jump operator, we have

𝜎 (𝑡) ≤ 𝜎 (𝑡 + 𝜏) − 𝜏. (34)

Equations (32), (33), and (34) imply that inequality (29)
holds. Since Π(T , 𝜀) is relatively dense, the conclusion of the
theorem is true. The proof is complete.

By Theorem 14 and the definitions of the graininess
function 𝜇(𝑡) and Π(T , 𝜀), we have the following.

Corollary 15. Let T be an almost periodic time scale; then, for
any 𝜀 > 0, we have that

𝐸 {𝜇, 𝜀} = {𝜏 :
󵄨󵄨󵄨󵄨𝜇 (𝑡 + 𝜏) − 𝜇 (𝑡)

󵄨󵄨󵄨󵄨 < 𝜀, ∀𝑡 ∈ T
𝜏
} (35)

is relatively dense.

4. Almost Periodic Functions on Time Scales

Let T be an almost time scale; then, we give a definition of
almost periodic functions on T .

Definition 16. Let T be an almost periodic time scale. A
function 𝑓 ∈ 𝐶(T × 𝐷,E𝑛) is called an almost periodic
function in 𝑡 ∈ T uniformly for 𝑥 ∈ 𝐷 if the 𝜀-translation
set of 𝑓

𝐸 {𝜀, 𝑓, 𝑆} = {𝜏 ∈ Π (T , 𝜀) :
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)

󵄨󵄨󵄨󵄨 < 𝜀,

∀ (𝑡, 𝑥) ∈ T
𝜏
× 𝑆}

(36)

is relatively dense for all 𝜀 > 0 and for each compact subset 𝑆
of 𝐷; that is, for any given 𝜀 > 0 and each compact subset 𝑆
of𝐷, there exists a constant 𝑙(𝜀, 𝑆) > 0 such that each interval
of length 𝑙(𝜀, 𝑆) contains a 𝜏(𝜀, 𝑆) ∈ 𝐸{𝜀, 𝑓, 𝑆} ⊂ Π(T , 𝜀) such
that

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)
󵄨󵄨󵄨󵄨 < 𝜀, ∀ (𝑡, 𝑥) ∈ T

𝜏
× 𝑆. (37)

𝜏 is called the 𝜀-translation number of 𝑓 and 𝑙(𝜀, 𝑆) is called
the inclusion length of 𝐸{𝜀, 𝑓, 𝑆}.
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In the following, we denote T̃ = ⋂
𝜏∈Π̃

T
𝜏
, where Π̃ = {𝜏 ∈

R : T
𝜏

̸= 0}.

Theorem 17. Let 𝑓 ∈ 𝐶(T × 𝐷,E𝑛) be almost periodic in
𝑡 uniformly for 𝑥 ∈ 𝐷; then, it is uniformly continuous and
bounded on T̃ × 𝑆 if T̃ ̸= 0.

Proof. For a given 0 < 𝜀 ≤ 1 and some compact set 𝑆 ⊂ 𝐷,
there exists a constant 𝑙(𝜀, 𝑆) such that in any interval of length
𝑙(𝜀, 𝑆), there exists 𝜏(𝜀) ∈ 𝐸{𝜀, 𝑓, 𝑆} such that

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)
󵄨󵄨󵄨󵄨 < 𝜀 ≤ 1, (38)

for all (𝑡, 𝑥) ∈ T̃ × 𝑆. Since 𝑓 ∈ 𝐶(T × 𝐷,E𝑛), for any (𝑡, 𝑥) ∈

([0, 𝑙(𝜀, 𝑆)]∩T)×𝑆, there exists an𝑀 > 0 such that |𝑓(𝑡, 𝑥)| <

𝑀. For any given 𝑡 ∈ T̃ , take 𝜏 ∈ 𝐸(𝜀, 𝑓, 𝑆) ∩ [−𝑡, −𝑡 + 𝑙(𝜀, 𝑆)].
Then, 𝑡 + 𝜏 ∈ [0, 𝑙(𝜀, 𝑆)] ∩ T . Thus, for 𝑥 ∈ 𝑆, we have

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥)
󵄨󵄨󵄨󵄨 < 𝑀,

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)
󵄨󵄨󵄨󵄨 < 1. (39)

Hence,
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝑥)

󵄨󵄨󵄨󵄨 <
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥)

󵄨󵄨󵄨󵄨 + 𝜀 ≤ 𝑀 + 1 (40)

for all (𝑡, 𝑥) ∈ T̃ × 𝑆.
Moreover, for any 𝜀 > 0, let 𝑙

1
= 𝑙
1
(𝜀/3, 𝑆) be an inclusion

length of 𝐸{𝜀/3, 𝑓, 𝑆}. We can find a proper point 𝑡
0
> 0 such

that 𝑓(𝑡, 𝑥) is uniformly continuous on ([−𝑡
0
, 𝑡
0
+ 𝑙
1
] ∩T) × 𝑆.

Hence, there exists a positive constant 𝛿 = 𝛿(𝜀/3, 𝑆) < 𝑡
0
, for

any 𝑡
1
, 𝑡
2
∈ [−𝑡
0
, 𝑡
0
+ 𝑙
1
] ∩ T and |𝑡

1
− 𝑡
2
| < 𝛿,

󵄨󵄨󵄨󵄨𝑓 (𝑡
1
, 𝑥) − 𝑓 (𝑡

2
, 𝑥)

󵄨󵄨󵄨󵄨 <
𝜀

3
, ∀𝑥 ∈ 𝑆. (41)

Now, we choose arbitrary 𝜐, 𝑡 ∈ T̃ , satisfying |𝑡 − 𝜐| < 𝛿, and
we take

𝜏 ∈ 𝐸 {
𝜀

3
, 𝑓, 𝑆} ∩ [−𝑡 − 𝑡

0
, −𝑡 + 𝑡

0
+ 𝑙
1
] . (42)

Then, 𝑡 + 𝜏, 𝜐 + 𝜏 ∈ [−𝑡
0
, 𝑡
0
+ 𝑙
1
] ∩ T . Thus,

󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥) − 𝑓 (𝜐 + 𝜏, 𝑥)
󵄨󵄨󵄨󵄨 <

𝜀

3
∀𝑥 ∈ 𝑆. (43)

Therefore, for (𝑡, 𝑥) ∈ T̃ × 𝑆, we have
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝑥) − 𝑓 (𝜐, 𝑥)

󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝑥) − 𝑓 (𝑡 + 𝜏, 𝑥)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑓 (𝑡 + 𝜏, 𝑥) − 𝑓 (𝜐 + 𝜏, 𝑥)

󵄨󵄨󵄨󵄨

+
󵄨󵄨󵄨󵄨𝑓 (𝜐 + 𝜏, 𝑥) − 𝑓 (𝜐, 𝑥)

󵄨󵄨󵄨󵄨 < 𝜀.

(44)

So,𝑓 is uniformly continuous on T̃ ×𝑆.The proof is complete.

Remark 18. From Theorem 17, we see that almost periodic
functions under Definition 16 may not be bounded on T ,
so Theorem 3.5 of [12] should assume that 𝑓 is a bounded
function and in the proof of Theorem 3.5 of [12], 𝐷 should
be assumed to be the space formed by all bounded almost
periodic functions on an almost periodic time scale T .

For convenience, we introduce the translation operator
𝑇; 𝑇
𝛼
𝑓(𝑡, 𝑥) = 𝑔(𝑡, 𝑥) means that 𝑔(𝑡, 𝑥) = lim

𝑛→+∞
𝑓(𝑡 +

𝛼
𝑛
, 𝑥) and is written only when the limit exists. The mode of

convergence, for example, pointwise, uniform, and so forth,
will be specified at each use of the symbol.

Theorem 19. Let 𝑓 ∈ 𝐶(T × 𝐷,E𝑛) be almost periodic in 𝑡

uniformly for 𝑥 ∈ 𝐷; then, for any given sequence 𝛼󸀠 ⊂ Π(T , 𝜀),
there exist a subsequence𝛽 ⊂ 𝛼

󸀠 and𝑔 ∈ 𝐶(T̃×𝐷,E𝑛) such that
𝑇
𝛽
𝑓(𝑡, 𝑥) = 𝑔(𝑡, 𝑥) holds uniformly on T̃ × 𝑆 and if 𝑔(𝑡, 𝑥) =

𝑔(𝑡, 𝑥) for (𝑡, 𝑥) ∈ 𝐶(T̃ ×𝐷,E𝑛), then 𝑔(𝑡, 𝑥) is almost periodic
in 𝑡 uniformly for 𝑥 ∈ 𝐷, where 𝑔 ∈ 𝐶(T × 𝐷,E𝑛).

Proof. For any 𝜀 > 0 and 𝑆 ⊂ 𝐷, let 𝑙 = 𝑙(𝜀/4, 𝑆) be an
inclusion length of 𝐸{𝜀/4, 𝑓, 𝑆}. For any given subsequence
𝛼
󸀠

= {𝛼
󸀠

𝑛
} ⊂ Π(T , 𝜀), we denote 𝛼

󸀠

𝑛
= 𝜏
󸀠

𝑛
+ 𝛾
󸀠

𝑛
, where 𝜏

󸀠

𝑛
∈

𝐸{𝜀/4, 𝑓, 𝑆}, 𝛾󸀠
𝑛
∈ Π(T , 2𝜀), and 0 ≤ 𝛾

󸀠

𝑛
≤ 𝑙, 𝑛 = 1, 2, . . . (in fact,

for any interval with length of 𝑙, there exists 𝜏
󸀠

𝑛
∈ 𝐸{𝜀/4, 𝑓, 𝑆};

thus, we can choose a proper interval with length of 𝑙 such
that 0 ≤ 𝛼

󸀠

𝑛
− 𝜏
󸀠

𝑛
≤ 𝑙; from the definition of Π(T , 𝜀), it is easy

to see that 𝛾󸀠
𝑛

= 𝛼
󸀠

𝑛
− 𝜏
󸀠

𝑛
∈ Π(T , 2𝜀)). Therefore, there exists

a subsequence 𝛾 = {𝛾
𝑛
} ⊂ 𝛾

󸀠
= {𝛾
󸀠

𝑛
} such that 𝛾

𝑛
→ 𝑠 as

𝑛 → ∞, 0 ≤ 𝑠 ≤ 𝑙.
Also, it follows fromTheorem 24 that 𝑓(𝑡, 𝑥) is uniformly

continuous on T × 𝑆. Hence, there exists 𝛿(𝜀, 𝑆) > 0 so that
|𝑡
1
− 𝑡
2
| < 𝛿, for 𝑥 ∈ 𝑆, implies

󵄨󵄨󵄨󵄨𝑓 (𝑡
1
, 𝑥) − 𝑓 (𝑡

2
, 𝑥)

󵄨󵄨󵄨󵄨 <
𝜀

2
. (45)

Since 𝛾 is a convergent sequence, there exists 𝑁 = 𝑁(𝛿)

so that 𝑝,𝑚 ≥ 𝑁 implies |𝛾
𝑝

− 𝛾
𝑚
| < 𝛿. Now, one can take

𝛼 ⊂ 𝛼
󸀠
, 𝜏 ⊂ 𝜏

󸀠
= {𝜏
󸀠

𝑛
} such that 𝛼, 𝜏 common with 𝛾, then, for

any integers 𝑝,𝑚 ≥ 𝑁 and 𝑡 ∈ T̃ , we have

󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + (𝜏

𝑝
− 𝜏
𝑚
) , 𝑥) − 𝑓 (𝑡, 𝑥)

󵄨󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + (𝜏

𝑝
− 𝜏
𝑚
) , 𝑥) − 𝑓 (𝑡 + 𝜏

𝑝
, 𝑥)

󵄨󵄨󵄨󵄨󵄨

+
󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝜏

𝑝
, 𝑥) − 𝑓 (𝑡, 𝑥)

󵄨󵄨󵄨󵄨󵄨

<
𝜀

4
+

𝜀

4
=

𝜀

2
;

(46)

that is

(𝛼
𝑝
− 𝛼
𝑚
) − (𝛾

𝑝
− 𝛾
𝑚
) = 𝜏
𝑝
− 𝜏
𝑚

∈ 𝐸{
𝜀

2
, 𝑓, 𝑆} . (47)

Hence, we can obtain

󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝛼

𝑝
, 𝑥) − 𝑓 (𝑡 + 𝛼

𝑚
, 𝑥)

󵄨󵄨󵄨󵄨󵄨

≤ sup
(𝑡,𝑥)∈T̃×𝑆

󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝛼

𝑝
, 𝑥) − 𝑓 (𝑡 + 𝛼

𝑚
, 𝑥)

󵄨󵄨󵄨󵄨󵄨

≤ sup
(𝑡,𝑥)∈T̃×𝑆

󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝛼

𝑝
− 𝛼
𝑚
, 𝑥) − 𝑓 (𝑡, 𝑥)

󵄨󵄨󵄨󵄨󵄨



6 Journal of Applied Mathematics

≤ sup
(𝑡,𝑥)∈T̃×𝑆

󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝛼

𝑝
− 𝛼
𝑚
, 𝑥) − 𝑓 (𝑡 + 𝛾

𝑝
− 𝛾
𝑚
, 𝑥)

󵄨󵄨󵄨󵄨󵄨

+ sup
(𝑡,𝑥)∈T̃×𝑆

󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝛾

𝑝
− 𝛾
𝑚
, 𝑥) − 𝑓 (𝑡, 𝑥)

󵄨󵄨󵄨󵄨󵄨

<
𝜀

2
+

𝜀

2
= 𝜀.

(48)

Thus, we can take sequences 𝛼
(𝑘)

= {𝛼
(𝑘)

𝑛
}, 𝑘 = 1, 2, . . .,

and 𝛼
(𝑘+1)

⊂ 𝛼
(𝑘)

⊂ 𝛼 such that, for any integers 𝑚, 𝑝, and all
(𝑡, 𝑥) ∈ T̃ × 𝑆, the following holds:

󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝛼

(𝑘)

𝑝
, 𝑥) − 𝑓 (𝑡 + 𝛼

(𝑘)

𝑚
, 𝑥)

󵄨󵄨󵄨󵄨󵄨
<

1

𝑘
, 𝑘 = 1, 2, . . . . (49)

For all sequences 𝛼
(𝑘), 𝑘 = 1, 2, . . ., we can take a sequence

𝛽 = {𝛽
𝑛
}, 𝛽
𝑛
= 𝛼
(𝑛)

𝑛
, then it is easy to see that {𝑓(𝑡 + 𝛽

𝑛
, 𝑥)} ⊂

{𝑓(𝑡 + 𝛼
𝑛
, 𝑥)} for any integers 𝑝,𝑚 with 𝑝 < 𝑚 and all (𝑡, 𝑥) ∈

T × 𝑆, the following holds:

󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝛽

𝑝
, 𝑥) − 𝑓 (𝑡 + 𝛽

𝑚
, 𝑥)

󵄨󵄨󵄨󵄨󵄨
<

1

𝑝
. (50)

Therefore, {𝑓(𝑡 + 𝛽
𝑛
, 𝑥)} converges uniformly on T̃ × 𝑆; that

is, 𝑇
𝛽
𝑓(𝑡, 𝑥) = 𝑔(𝑡, 𝑥) holds uniformly on T̃ × 𝑆, where 𝛽 =

{𝛽
𝑛
} ⊂ 𝛼.
Next, we will prove that 𝑔(𝑡, 𝑥) is continuous on T̃ × 𝐷.

If this is not true, there must exist (𝑡
0
, 𝑥
0
) ∈ T̃ × 𝐷 such that

𝑔(𝑡, 𝑥) is not continuous at this point.Then, there exist 𝜀
0
> 0

and sequences {𝛿
𝑚
}, {𝑡
𝑚
}, {𝑥
𝑚
}, where 𝛿

𝑚
> 0, 𝛿

𝑚
→ 0 as

𝑚 → +∞, |𝑡
0
− 𝑡
𝑚
| + |𝑥
0
− 𝑥
𝑚
| < 𝛿
𝑚
and

󵄨󵄨󵄨󵄨𝑔 (𝑡
0
, 𝑥
0
) − 𝑔 (𝑡

𝑚
, 𝑥
𝑚
)
󵄨󵄨󵄨󵄨 ≥ 𝜀
0
. (51)

Letting 𝑋 = {𝑥
𝑚
}⋃{𝑥
0
}, obviously, 𝑋 is a compact subset of

𝐷. Hence, there exists positive integer 𝑁 = 𝑁(𝜀
0
, 𝑋) so that

𝑛 > 𝑁 implies

󵄨󵄨󵄨󵄨𝑓 (𝑡
𝑚

+ 𝛽
𝑛
, 𝑥
𝑚
) − 𝑔 (𝑡

𝑚
, 𝑥
𝑚
)
󵄨󵄨󵄨󵄨 <

𝜀
0

3
∀𝑚 ∈ Z

+

,

󵄨󵄨󵄨󵄨𝑓 (𝑡
0
+ 𝛽
𝑛
, 𝑥
0
) − 𝑔 (𝑡

0
, 𝑥
0
)
󵄨󵄨󵄨󵄨 <

𝜀
0

3
.

(52)

According to the uniform continuity of 𝑓(𝑡, 𝑥) on T̃ × 𝑋, for
sufficiently large 𝑚, we have

󵄨󵄨󵄨󵄨𝑓 (𝑡
0
+ 𝛽
𝑛
, 𝑥
0
) − 𝑓 (𝑡

𝑚
+ 𝛽
𝑛
, 𝑥
𝑚
)
󵄨󵄨󵄨󵄨 <

𝜀
0

3
. (53)

From (52)-(53), we get
󵄨󵄨󵄨󵄨𝑔 (𝑡
0
, 𝑥
0
) − 𝑔 (𝑡

𝑚
, 𝑥
𝑚
)
󵄨󵄨󵄨󵄨 < 𝜀
0
; (54)

this contradicts (51).Therefore,𝑔(𝑡, 𝑥) is continuous on T̃×𝐷.
Finally, for any compact set 𝑆 ⊂ 𝐷 and given 𝜀 > 0, one

can take 𝜏 ∈ 𝐸{𝜀, 𝑓, 𝑆}, then for all (𝑡, 𝑥) ∈ T̃ ×𝑆, the following
holds:

󵄨󵄨󵄨󵄨𝑓 (𝑡 + (𝛽
𝑛
+ 𝜏) , 𝑥) − 𝑓 (𝑡 + 𝛽

𝑛
, 𝑥)

󵄨󵄨󵄨󵄨 < 𝜀. (55)

Let 𝑛 → +∞, for all (𝑡, 𝑥) ∈ T̃ × 𝑆, we have
󵄨󵄨󵄨󵄨𝑔 (𝑡 + 𝜏, 𝑥) − 𝑔 (𝑡, 𝑥)

󵄨󵄨󵄨󵄨 ≤ 𝜀, (56)

which implies that 𝐸{𝜀, 𝑔, 𝑆} is relatively dense. Therefore,
𝑔(𝑡, 𝑥) is almost periodic in 𝑡 uniformly for 𝑥 ∈ 𝐷. This
completes the proof.

Theorem 20. Let 𝑓(𝑡, 𝑥) ∈ 𝐶(T × 𝐷,E𝑛), if for any sequence
𝛼
󸀠

⊂ Π(T , 𝜀), there exists 𝛼 ⊂ 𝛼
󸀠 such that 𝑇

𝛼
𝑓(𝑡, 𝑥) exists

uniformly on T̃×𝑆, then𝑓(𝑡, 𝑥) is almost periodic in 𝑡 uniformly
for 𝑥 ∈ 𝐷.

Proof. For contradiction, if this is not true, then there exist
𝜀
0

> 0 and 𝑆 ⊂ 𝐷 such that for any sufficiently large 𝑙 > 0,
we can find an interval with length of 𝑙 and there is no 𝜀

0
-

translation numbers of 𝑓(𝑡, 𝑥) in this interval, that is, every
point in this interval is not in 𝐸{𝜀

0
, 𝑓, 𝑆}.

One can take a number 𝛼
󸀠

1
∈ Π(T , 𝜀) and find an interval

(𝑎
1
, 𝑏
1
) with 𝑏

1
− 𝑎
1
> 2|𝛼
󸀠

1
|, where 𝑎

1
, 𝑏
1
∈ Π such that there

are no 𝜀
0
-translation numbers of𝑓(𝑡, 𝑥) in this interval. Next,

taking 𝛼
󸀠

2
= (1/2)(𝑎

1
+ 𝑏
1
), obviously, 𝛼󸀠

2
− 𝛼
󸀠

1
∈ (𝑎
1
, 𝑏
1
), so

𝛼
󸀠

2
− 𝛼
󸀠

1
∉ 𝐸{𝜀

0
, 𝑓, 𝑆}; then, one can find an interval (𝑎

2
, 𝑏
2
)

with 𝑏
2
− 𝑎
2
> 2(|𝛼

󸀠

1
| + |𝛼
󸀠

2
|), where 𝑎

2
, 𝑏
2
∈ Π(T , 𝜀) such that

there is no 𝜀
0
-translation numbers of 𝑓(𝑡, 𝑥) in this interval.

Next, taking 𝛼
󸀠

3
= (1/2)(𝑎

2
+ 𝑏
2
), obviously, 𝛼󸀠

3
− 𝛼
󸀠

2
, 𝛼
󸀠

3
− 𝛼
󸀠

1
∉

𝐸{𝜀
0
, 𝑓, 𝑆}. One can repeat these processes again and again,

one can find 𝛼
󸀠

4
, 𝛼
󸀠

5
, . . ., such that 𝛼󸀠

𝑖
− 𝛼
󸀠

𝑗
∉ 𝐸{𝜀

0
, 𝑓, 𝑆}, 𝑖 > 𝑗.

Hence, for any 𝑖 ̸= 𝑗, 𝑖, 𝑗 = 1, 2, . . ., without loss of generality,
lettting 𝑖 > 𝑗, for 𝑥 ∈ 𝑆 we have

sup
(𝑡,𝑥)∈T̃×𝑆

󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + 𝛼

󸀠

𝑖
, 𝑥) − 𝑓 (𝑡 + 𝛼

󸀠

𝑗
, 𝑥)

󵄨󵄨󵄨󵄨󵄨

= sup
(𝑡,𝑥)∈T̃×𝑆

󵄨󵄨󵄨󵄨󵄨
𝑓 (𝑡 + (𝛼

󸀠

𝑖
− 𝛼
󸀠

𝑗
) , 𝑥) − 𝑓 (𝑡, 𝑥)

󵄨󵄨󵄨󵄨󵄨
≥ 𝜀
0
.

(57)

Therefore, there is no uniformly convergent subsequence of
{𝑓(𝑡 + 𝛼

󸀠

𝑛
, 𝑥)} for (𝑡, 𝑥) ∈ T̃ × 𝑆; this is a contradiction. Thus,

𝑓(𝑡, 𝑥) is almost periodic in 𝑡 uniformly for 𝑥 ∈ 𝐷. This
completes the proof.

Based onTheorems 19 and 20, and Remark 18, we give the
following definition of uniformly almost periodic functions.

Definition 21. Let 𝑓(𝑡, 𝑥) ∈ 𝐶(T × 𝐷,E𝑛), if for any given
sequence 𝛼

󸀠
⊂ Π(T , 𝜀), there exists a subsequence 𝛼 ⊂ 𝛼

󸀠

such that 𝑇
𝛼
𝑓(𝑡, 𝑥) exists uniformly on T̃ × 𝑆, then 𝑓(𝑡, 𝑥) is

called an almost periodic function in 𝑡 uniformly for 𝑥 ∈ 𝐷.

Definition 22. Let T be an almost periodic time scale. For any
𝑡 ∈ T , 𝜏 ∈ Π(T , 𝜀), we define

𝑡+̃𝜏 = {
𝑡 + 𝜏 if 𝑡 + 𝜏 ∈ T ,

𝑡
∗
+ 𝜏 if 𝑡 + 𝜏 ∉ T ,

(58)

where 𝑡
∗

∈ T
𝜏
satisfies that dist(𝑡, T

𝜏
) = |𝑡 − 𝑡

∗
| < 𝜀 and

(𝑡 − 𝑡
∗
) sign(𝜏) > 0.

Based on Definition 22, we give a definition of almost
periodic functions on time scales.
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Definition 23. Let T be an almost periodic time scale. A
function 𝑓 ∈ 𝐶(T × 𝐷,E𝑛) is called an almost periodic
function in 𝑡 ∈ T uniformly for 𝑥 ∈ 𝐷 if the 𝜀-translation
set of 𝑓

𝐸 {𝜀, 𝑓, 𝑆} = {𝜏 ∈ Π (T , 𝜀) :
󵄨󵄨󵄨󵄨𝑓 (𝑡+̃𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)

󵄨󵄨󵄨󵄨 < 𝜀,

∀ (𝑡, 𝑥) ∈ T × 𝑆}

(59)

is relatively dense for all 𝜀 > 0 and for each compact subset 𝑆
of𝐷; that is, for any given 𝜀 > 0 and each compact subset 𝑆 of
𝐷, there exists a constant 𝑙(𝜀, 𝑆) > 0 such that each interval of
length 𝑙(𝜀, 𝑆) contains a 𝜏(𝜀, 𝑆) ∈ 𝐸{𝜀, 𝑓, 𝑆} such that

󵄨󵄨󵄨󵄨𝑓 (𝑡+̃𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)
󵄨󵄨󵄨󵄨 < 𝜀, ∀ (𝑡, 𝑥) ∈ T × 𝑆. (60)

𝜏 is called the 𝜀-translation number of 𝑓 and and 𝑙(𝜀, 𝑆) is
called the inclusion length of 𝐸{𝜀, 𝑓, 𝑆}.

Under sense of Definition 23, we have the following.

Theorem 24. Let 𝑓 ∈ 𝐶(T × 𝐷,E𝑛) be almost periodic in
𝑡 uniformly for 𝑥 ∈ 𝐷; then, for any 𝜀 > 0, it is uniformly
continuous and bounded on T × 𝑆.

Proof. For a given 𝜀 ≤ 1 and some compact set 𝑆 ⊂ 𝐷, there
exists a constant 𝑙(𝜀, 𝑆) such that in any interval of length
𝑙(𝜀, 𝑆), there exists 𝜏(𝜀) ∈ 𝐸{𝜀, 𝑓, 𝑆} such that

󵄨󵄨󵄨󵄨𝑓 (𝑡+̃𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)
󵄨󵄨󵄨󵄨 < 𝜀 ≤ 1, ∀ (𝑡, 𝑥) ∈ T × 𝑆. (61)

Since𝑓 ∈ 𝐶(T×𝐷,R𝑛), for any (𝑡, 𝑥) ∈ ([−1−𝜇, 𝑙(𝜀, 𝑆)+1+𝜇]∩

T) × 𝑆, where 𝜇 = sup
𝑡∈T𝜇(𝑡), there exists an𝑀 > 0 such that

|𝑓(𝑡, 𝑥)| < 𝑀. For any given 𝑡 ∈ T , take 𝜏 ∈ 𝐸(𝜀, 𝑓, 𝑆) ∩ [−𝑡 −

1−𝜇, −𝑡+1+𝜇+𝑙(𝜀, 𝑆)].Then, 𝑡+̃𝜏 ∈ [−1−𝜇, 𝑙(𝜀, 𝑆)+1+𝜇]∩T ;
thus, for (𝑡, 𝑥) ∈ T × 𝑆, we have

󵄨󵄨󵄨󵄨𝑓 (𝑡+̃𝜏, 𝑥)
󵄨󵄨󵄨󵄨 < 𝑀,

󵄨󵄨󵄨󵄨𝑓 (𝑡+̃𝜏, 𝑥) − 𝑓 (𝑡, 𝑥)
󵄨󵄨󵄨󵄨 < 1. (62)

Therefore, for all (𝑡, 𝑥) ∈ T × 𝑆, we have |𝑓(𝑡, 𝑥)| < 𝑀 + 1.
Moreover, for any 𝜀 > 0, let 𝑙

1
= 𝑙
1
(𝜀/3, 𝑆) be an inclusion

length of 𝐸(𝜀/3, 𝑓, 𝑆). We can find a proper point 𝑡
0
> 0. Since

𝑓(𝑡, 𝑥) is uniformly continuous on ([−𝑡
0
− 1 − 𝜇, 𝑡

0
+ 𝑙
1
+ 1 +

𝜇] ∩ T) × 𝑆, there exists a positive constant 𝛿 = 𝛿(𝜀/3, 𝑆) <

min{𝜇 + 1, 𝑡
0
}, for any 𝑡

1
, 𝑡
2
∈ [−𝑡
0
− 1 − 𝜇, 𝑡

0
+ 𝑙
1
+ 1 + 𝜇] ∩ T

and |𝑡
1
− 𝑡
2
| < 𝛿,
󵄨󵄨󵄨󵄨𝑓 (𝑡
1
, 𝑥) − 𝑓 (𝑡

2
, 𝑥)

󵄨󵄨󵄨󵄨 <
𝜀

3
∀𝑥 ∈ 𝑆. (63)

Choose arbitrary 𝜐, 𝑡 ∈ T , satisfying |𝑡 − 𝜐| < 𝛿, and take

𝜏 ∈ 𝐸(
𝜀

3
, 𝑓) ∩ [−𝑡 − 𝑡

0
− 1 − 𝜇, −𝑡 + 𝑡

0
+ 1 + 𝜇 + 𝑙

1
] ; (64)

then, 𝑡+̃𝜏, 𝜐+̃𝜏 ∈ [−𝑡
0
− 1 − 𝜇, 𝑡

0
+ 𝑙
1
+ 1 + 𝜇] ∩ T , so

󵄨󵄨󵄨󵄨𝑓 (𝑡+̃𝜏, 𝑥) − 𝑓 (𝜐+̃𝜏, 𝑥)
󵄨󵄨󵄨󵄨 <

𝜀

3
∀𝑥 ∈ 𝑆. (65)

Therefore, for (𝑡, 𝑥) ∈ T × 𝑆, we have
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝑥) − 𝑓 (𝜐, 𝑥)

󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨𝑓 (𝑡, 𝑥) − 𝑓 (𝑡+̃𝜏, 𝑥)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑓 (𝑡+̃𝜏, 𝑥) − 𝑓 (𝜐+̃𝜏, 𝑥)

󵄨󵄨󵄨󵄨

+
󵄨󵄨󵄨󵄨𝑓 (𝜐+̃𝜏, 𝑥) − 𝑓 (𝜐, 𝑥)

󵄨󵄨󵄨󵄨 < 𝜀.

(66)

The proof is complete.

Finally, we give a very general definition of almost peri-
odic time scales that can support almost periodic functions
defined by Definitions 16, 21, and 22 as follows.

Definition 25. A time scale T is called an almost periodic time
scale if

Π := {𝜏 ∈ R : T
𝜏

̸= 0} (67)

is relatively dense in R, where T
𝜏
= T ∩ {T − 𝜏} or T

𝜏
= T ∩

{T ± 𝜏}.

Remark 26. Obviously, if T is an almost periodic time scale,
then inf T = −∞ and sup T = +∞. If T is an almost periodic
time scale under Definitions 2 and 9, then T is also an almost
periodic time scale under Definition 25, but not vice versa.
For example, T = Z ∪ {1/3, 1/5} is an almost periodic time
scale underDefinition 25, but it is not an almost periodic time
scale under Definitions 2 and 9.

Remark 27. In this paper, we have proposed several new types
of almost periodic time scales and almost periodic functions
on time scales, but we can only establish a few of their
properties. In order to study the almost periodic solutions of
dynamic equations, we still havemany problems to be solved.
For example, we need to establish the hull theory of almost
periodic functions and the theory of exponential dichotomy
to linear dynamic equations on those new types of almost
periodic time scales and so on.
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