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Given a planar system of nonautonomous ordinary differential equations, dw/dt = F(t,w), conditions are given for the existence
of an associative commutative unital algebra A with unit e and a function H : Q ¢ R* x R* — R* on an open set Q such that
F(t,w) = H(te,w) and the maps H, (1) = H(t,&) and H,(§) = H(t,&) are Lorch differentiable with respect to A for all (7,§) € Q,
where 7 and & represent variables in A. Under these conditions the solutions &(7) of the differential equation d§/dt = H(z, &) over

A define solutions (x(¢), ¥(¢)) = &(te) of the planar system.

1. Introduction

The theory of analytic functions on algebras is based on Lorch
analyticity; see [1-5]. Results of classical function theory have
been extended to finite dimensional associative commutative
unital algebras:

(i) The Cauchy integral theorem is satisfied for analytical
functions in algebras, and the Cauchy integral for-
mula has an analogous version in algebras.

(ii) The classical theorems on Taylor power series are
easily established, and Laurent expansion may be
defined in several disjoint regions in each one of
which it may define a different analytic function.

(iii) Analyticity of functions of variables in algebras is
characterized by the generalized Cauchy-Riemann
equations, which is a set of first-order linear partial
differential equations.

This theory allows us to consider differential equations over
algebras, which can be used to solve family planar systems
having the form

dx

E=f(tax,y)a

dy o
= = t, x, .

= g(txy)

For this work and hereinafter any algebra will be assumed
to be associative, commutative, and unital with unit e, and
A will denote the linear space R* endowed with an algebra
structure.

In this paper a planar vector field F is said to be A-
algebrizable or A-differentiable if there exists an algebra A for
the which F is Lorch differentiable (see Section 2 for defi-
nitions). In the same way, we say that a planar autonomous
system of ordinary differential equations dw/dt = F(w) is
algebrizable if F is A-algebrizable.
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Definition 1. Let A be an algebra. We say that a function
F:U c R* - R? defined in an open set U has an #Z(A)-
differentiable lifting H : Q ¢ R*x R* > R*ifHis
a function defined in an open set Q) such that (i) the maps
H,(t) = H(t,b) and H,(§) = H(a,&) are A-differentiable
functions with respect to A for all (a,b) € Q, where 7 and &
represent variables in A, (ii) (te, x, y) € Qforall (t,x, y) € U,
and (iii) F(t, x, y) = H(te, x, y) for all (¢, x, y) € U.

A nonautonomous differential equation over an algebra A
is denoted by

% _n (.9, 2

dr
where H : O ¢ Ax A — A is a function defined in
an open set Q. For every point (1y,&,) € €, a solution to
the equation through (7,,&;) consists of an A-differentiable
function & : N(r,) ¢ A — A defined in a neighborhood
N(t,) of 7, with &(zy) = &, and A-derivative d&/dt with
respect to A satisfies d&(7)/dt = H(t,&(7)) for all T € N(1;).
If F = (f, g) has an #'(A)-differentiable lifting H, we say that
planar system (1) is algebrizable and that (2) is an algebrization
of (1). A theorem of existence and uniqueness of solutions
for differential equations over algebras is proved in [6], and
a technique for visualization of solutions is given in [7].

The classical differential equation dw/dt = w” has
solutions w(t) = —(t + ¢)'. Some differential systems of
autonomous differential equations can be written in this form
by using variables in algebras. For example, the algebrization
of the planar differential system

dx

a 3x% + ny—yz,
p (3)
d—Jt} = 3y2 +2xy - X%

is the differential equation d&/dt = & over the algebra A
defined by the linear space R? endowed with the product

(xp)’l) (xz’)’z) = (3x1x2
+ (%02 + Y1% = ¥192) 530105 (4)
+ (X095 + 31X, — x,%,)).

The solutions & are given by &(7) = —(7 + ¢)"%; hence the
solutions of the planar system are given by (x(¢), y(¢)) = &(te),
where e denotes the unit of A. Using the first fundamental
representation of A (see Section 2) the following expression
for the solution (x(t), y(t)) of the system is obtained:

(x (1), y(®)
_ ( T —t =% >
4(2t + xo + y0)2 "4 (2t + x4 + J’o)z ’ ®)

- ()’o’xo)
4(x + J’o)2

(x(0),y(0) =
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Consider now the planar nonautonomous differential
system

de 12X 0y
Bt v

(6)
y_ Y

=22 1 otxy + 1y,
at - ¢ Y
whose algebrization is the Riccati differential equation over
A:
dé 1 28 2
i A i 4 7
dr 1 e @
where A is the algebra defined by R* and the product
(u, v)(x, ¥) = (ux — vy,xy + vx + vy). By the classical Lie
methods for solving differential equations (see [8-10]), the
solutions of the Riccati equation have the form

2
D=5 C=@b). (8)

(C-7)

The functions (x(¢), y(t)) = &(te), where e is the unit of A, are
solutions of the planar system, which can be obtained via the
first fundamental representation of A:

v +(a+b-1)(a+t)
(@ +ab+ V)2 - 2a+b)t* +1°

(x(®),y @) = <
9)

-2b
(a2+ab+b2)—(2a+b)t2+t4>'

We consider differential systems having the form (1),
where f,g : U ¢ R*> — R are C' functions defined in
an open set U. The aim of this work is to give a family of
functions F = (f, g) having % (A)-differentiable liftings H
over some algebra A. When they exist, the solutions &(7)
of the differential equation dé/dr = H(t,&) over A define
solutions (x(t), y(t)) = &(te) of system (1) which can be
obtained via the first fundamental representation of A.

The paper is organized as follows. In Section 2 definitions
of algebra, algebrizability of planar vector fields, and differen-
tiability on modules over algebras, a characterization of the
algebrizability of planar vector fields and the form of all the
quadratic vector fields which are algebrizable, are given. In
Section 3 the definition of algebrizable liftings of functions
p: I cR — R*is presented. It is shown that the class of
all of these functions defines an infinite dimensional algebra
and the form of a family of these functions p is given. In
Section 4 it is proved that the solutions of planar systems (1)
can be obtained from the solutions of their algebrization; a
theorem containing conditions under which a planar system
like (1) which is polynomial is algebrizable is given, and it
is shown that the class of all the planar systems (1) having
an algebrization (2) defines an infinite dimensional algebra.
In Section 5 the case of quadratic systems is considered and
their algebrizations are given, which are Riccati equations
over algebras. The results presented in Sections 3, 4, and 5 are
the main contributions of this paper.
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2. Algebras and Lorch Analyticity

2.1. Algebras

Definition 2 (see [11]). An algebra A is a R-linear space E
endowed with a bilinear product A x A — A, denoted
by (x,y) +— xy, which is associative x(yz) = (xy)z and
commutative xy = yx forall x, y,z € A, and hasa unite € A
satisfying ex = xe = x for all x € A.

An element a € A is called regular if there existsa' € A
called inverse of asuch thata™ -a = a-a™' = e.Ifa € A is not
regular, then a is called singular. If a,b € A and b is regular,
the quotient a/b means a - b™".

In all the algebras considered in this paper it will be the
case that E = R?, unless otherwise stated.

Consider an algebra A. If f = {e;,e,} is the standard
basis of R?, the product between the elements of 3 is given
by eej = Zizl Gijk€ro where the coeflicients Gik € R, i, j, k €
{1, 2}, are called structure constants of A. The first fundamental
representation of A is the injective linear homomorphism R :
A — M(2,R) defined by R : ¢; — R;, where R, is the matrix
whose j, k entry is Cikjp fori=1,2.

2.2. Differentiability on Algebras. In this subsection the defi-
nition of Lorch differentiability is recalled, which in this paper
is called A-algebrizability or A-differentiability to denote the
dependence of the Lorch differential over an algebra A.

Let |- | be the norm on A defined by |a| = max{|| XR(a)] :
X € R?, ||X]|| = 1} (here the vector X is represented asa 1x2
matrix in order for the product XR(a) to make sense), where
R: A — M(2,R) is the first fundamental representation of
A and || - || the Euclidean norm in R?. For this norm we have
labl < |al||b| for all a,b € M(2,R). Thus, we consider in this
work that every algebra A is a Banach algebra under the norm

Definition 3. Let A be an algebraand F : V. ¢ A — Aa
function on an open set V. We say that F is A—algebrizable or
A-differentiable on V' if there exists a function F' : V.C A —
A, called the A-derivative of F on V, satistying

|F(a+h)-F(a)-F (a)h]
lim =0,
h—0 |h|

for all a € V, where F'(a)h denotes the product in A of F'(a)
with h.

(10)

A vector field F : V. ¢ A — A is A-algebrizable on
V if and only if the Jacobian matrix of F is contained in the
first fundamental representation of A; that is, JF(a) € R(A)
for all a € V; see [5]. It can be shown that the notion of A-
algebrizability coincides with the holomorphicity when A is
the complex field.

A method for determining whether a given planar vector
field F is algebrizable is the following. F is algebrizable if
and only if for some of the following three types of pairs of
matrices

I B, :(11191)’32: 2(1) >

(I B, = (5.4), B, = (1),
(I B, = (§9) B, = (19),

the condition (B;, dF(x, y)/d(x, y)) = 0Oissatisfied fori = 1,2
and for all (x, y) in the domain of definition of F, where
(-, -) denotes the usual inner product in M (2, R). The algebra
for each type of pair of matrices is defined by the following
corresponding product table of the standard basis vectors
e, e, of R:

O &a|&a €

e,|e, —be, +ae,

(I1) ey | —ae, ¢
& € &

14 &

(1) e e O
e, |0 e

Consider a planar autonomous system of quadratic ordinary
differential equations in the variables x and y. If this system is
algebrizable for an algebra with Type (I) product, then it can
be represented by equations of the form

Z—f=ao+(b2—abl)x—bb1y+(%b4—ab3>x2
— 2bbyxy - %bb4 2
(11)
D+ byx+byy + by + b
a b TOX+ 0,y +0x +b,xy

+ (%ahl - bb3) ¥,
for some real constants a,b,ay, b, b;,...,b,. In the case of
algebrizability for an algebra with Type (II) product, the
system is
dx
dt

d 1
d_)t/ =by+(a, +aay) y+ <5a3 + aa4>y2,

1
=ay+ax+ay— Eaa3x2 +asxy +a,y°,
(12)

for some real constants a, by, gy, 4,, a,, a3, and a,. For Type
(IIT) product the system can be represented by equations of
the form

dx—a +ax+ax2
E— 0 1 24X
p (13)
d—)t/:b0+b1y+b2y2,

for some real constants a;, b,, i = 0, 1, 2. Moreover, conditions
on the components of vector fields F can be given for con-
structing scalar functions a(x, y), which we call algebrizante
factors, such that oF are algebrizable vector fields. Inverse
integrating factors (see [12, 13]) are constructed for these

vector fields.



2.3. Differentiability on Modules over Algebras. In this subsec-
tion we give the definition of A-differentiability of functions
with domain in A x A and image in A.

The Cartesian product A x A defines a normed A-module
with respect to the norm || - | : Ax A — R, |(a;,a)l =
2

|a;|1? + |a,|?. This norm satisfies

(i) IX]l = 0 forall X € A x A and || X|| = 0 if and only if
X =(0,0),
(ii) [|aX]| < |a]l|X] for alla € A and X € A x A,
Gil) [ X + Y < IX[ + Y] forall X,Y € A x A.

In the following definition || - || denotes the norm given
above on the A-module A x A.

Definition 4. Let A be an algebraand H : O ¢ Ax A —
A a function, where Q) is an open set. We say that H is
7 (A)-differentiable on X, € Q if there exists a module
homeomorphism M : A x A — A, which we call the
differential homomorphism of H at X,,, which satisfies the
condition

|H (X) - H(X,) - M (X - X,)| _
|X = X
We denote M by PH(X,). We say that H is Z(A)-

differentiable on Q if H is #'(A)-differentiable on all the
points of Q.

lim

Jim 0. (14)

A function H : Q ¢ AXx A — A is #(A)-differentiable
at X, if and only if the usual Jacobian matrix of H : Q C
R* x R* — R?at X, satisfies JH(X,) € R(A) x R(A).
The differential homomorphism 2H (X)) is represented by a
matrix in M ,(A) with respect to the standard basis of A x A,
where M ,(A) is the A-module of all the matrices of one row
and two columns with entries in A; see [14].

3. On Algebrizable Liftings of Functions p:1 ¢
R — R’

In this section are considered functions p : I ¢ R — R?
defined in open intervals I, and conditions for the existence
of algebras A and A-algebrizable functions P such that p(t) =
P(te) will be determined, where e is the unit of A.

Definition 5. Let p: I ¢ R — R*bea function defined in an
open interval I and A an algebra with unit e. We will say that
P:V c R* — R?*isan A-algebrizable lifting of p if (a) V' is
an open set on which P is A-algebrizable, (b) {te : t € I} C V,
and (c) p(t) = P(te) forall t € I.

As a consequence of the following proposition, the family
of all the functions p : I ¢ R — R? having algebrizable
liftings is an infinite dimensional algebra.

Proposition 6. Let A be an algebra and let p,q : 1 C R —
R? be functions, where I is an interval.

(a) Every constant function p(t) = c¢ admits the A-

algebrizable lifting P(1) = c.
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(b) p(t) = te admits the A-algebrizable lifting P(t) = T,
where e € A is the unit of A.

(c) If p and q admit A-algebrizable liftings P and Q with
respect to A, respectively, and a,b are constants in A,
then ap + bq and pq (all products with respect to A)
admit algebrizable liftings aP+bQ and PQ, respectively.

(d) If p has an A-algebrizable lifting P and Q is an A-
algebrizable function with Im(P) ¢ Dom(Q), then
Q o P is an algebrizable lifting of Q o p.

Proof. Identity and constant functions are A-differentiable
for any algebra A. Thus, (a) and (b) hold.

Let p and g be functions with A-algebrizable liftings P
being Q and a,b € A constants. The functions S = aP + bQ
and T' = PQ are A-algebrizable and satisfy

S(te) = aP (te) + bQ (te) = ap (t) + bq (t),
T (te) =P (te)Q(te) = p(t)q(t).

Therefore S and T are algebrizable liftings of ap + bg and pq,
respectively.

If p has an A-algebrizable lifting P and Q is an A-
differentiable function with Im(P) < Dom(Q), then Q o
P(te) = Qo p(t). Therefore Q o P is an A-algebrizable lifting
of Qo p. O

Corollary 7. Let A be an algebra. Then the following functions
admit A-algebrizable liftings: polynomial functions, rational
functions, trigonometric functions, exponential functions, and
all of those functions which can be defined by linear com-
binations, products, quotients, and compositions of functions
admitting algebrizable liftings.

Every function t +— (h(t), k(t)) with polynomial com-
ponents h(t) and k(t) has an A-algebrizable lifting. The
following proposition gives a wider class of these functions.

Proposition 8. Let A be an algebra. Any function t
(h(t), k(t)) with components of the form

a, Oy a
h(t)= "+ :n”fll +-.-+Tl+a0+a1t+---ant,

(16)

b,_ b
k(t):t—fn“+t'm"—;+~--+71+b0+b1t+~--bnt”,

m,n € N, has an A-algebrizable lifting. An A-algebrizable
lifting is given by

1 1
7+ (ay,,by,,) m +oo 4 (a,by) z + (a5, by) 1)

+(anb)t+-+(a,b,) 7"
Proof. Consider Q given by the above expression; then
(ak, bk) (t@)k = (ak, bk) tke = (aktk, bktk) (18)

holds for k = —m,...,n, so Q(te) = (h(t),q(t)), where e is
the unit of A. Therefore, Q is an A-algebrizable lifting of t
(h(t), k(2)). O
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In particular, every function p = (p;,p,) : I C R —
R* with quadratic components p,(t) = a, + a,t + a,t* and
P,(t) = by + byt + byt admits the A-algebrizable lifting P(t) =
(ag, by) + (ay, b7 + (a5, by)T°.

4. On Algebrizable Liftings of Planar Systems

Solutions of every algebrizable planar system can be found
by solving an algebrization of the system, as it is seen in the
following proposition.

Proposition 9. If (2) is an algebrization of (1) and &(1) a
solution of (2), then (x(t), y(t)) = &(te) is a solution of (1),
where e denotes the unit of the corresponding algebra.

Proof. Let & be a solution of (2). The derivative of
(x(¢), y(t)) = &(te) with respect to t is given by

@y 0) = St - | 20D » i
= H(1,E ()|, € = H (te, E (te)) 19)
=(f(tx®,y®),gtx®),y®)).
Thus, (x(t), y(t)) is a solution of system (1). O

As a consequence of the following proposition, the family
of all the functions F : Q ¢ R’ — R? having algebrizable
liftings defines an infinite dimensional algebra.

Proposition 10. Let A be an algebra with unit e. In the
following statements F and G denote functions defined on open
sets Q ¢ R® and they have values in R,

(a) F(t,x,y) = c admits the I (A)-differentiable lifting

H(r,&) =c.

(b) F(t,x,y) = te admits the Z (A)-differentiable lifting
H(t,&) =1.

(c) E(t,x,y) = (x,y) admits the ' (A)-differentiable

lifting H(7, &) = &.

(d) If F and G admit Z (A)-differentiable liftings Hp and
Hg, respectively, and a, b are constants in A, then aHp+
bHg, and FG (all products with respect to A) have
I (A)-differentiable liftings aHyp + bH and HpHg,
respectively.

(e) Every function E having the form E(t, x, y) = F(t, G(t,
x,y)), where F and G admit F(A)-differentiable
liftings Hp and Hg, admits an J(A)-differentiable
lifting Hg, given by Hg(1,8) = Hgp(t, Hg(7,£)).

(f) Every function E having the form E(t,x,y) =
F(t,P(x,y)), where F has an J(A)-differentiable
lifting Hy and P is an A-differentiable function, admits
an F (A)-differentiable lifting Hg(7,&) = Hg(7, P(§)).

Proof. The proofs of (a), (b), and (c) are trivial. Let Hy and
Hy; be the algebrizable liftings of F and G and then Hy + H,
HpHg, and Hp/Hg are A-algebrizable and

(i) (aHp+bHg)(te, x, y) = aHp(te, x, y)+bHg(te, x, y) =
aF(t, x, y) + aG(t, x, y),

(i) (HpHg)(te, x, y) =
F(t,x, y)G(t, x, y),

Hp(te, x, y)Hg(te, x, y) =

(iii) Hy(te, x, y) = Hgp(te, Hs(te, x, y)) = F(t,G(t, x, ¥)),

(iv) Hg(te, x, y) = Hyp(te, P(e, y)) = F(t, P(x, y)).

Thus, the proof is complete. O

Corollary 11. Let A be an algebra. The following func-
tions admit (A )-differentiable liftings: polynomial functions,
rational functions, trigonometric functions, exponential func-
tions, and all of those functions which can be defined by
linear combinations, products, quotients, and compositions of
functions admitting 7 (A)-differentiable liftings.

Given a function F(t,x,y) = (f(t,x,»),gt x, ),
where f,g are polynomial functions of the variables x, y,
the goal of the paper is to determine if F has an J#/(A)-
differentiable lifting. As a consequence of the following
theorem, every function F which is polynomial of the
variables ¢, x, and y, has an '(A)-differentiable lifting
when (x, y) — (f(t, x,y),g(t, x, y)) is A-differentiable for
all t.

Theorem 12. Let A be an algebra with unit e and F :
Q c R - RLF = (fig), where f = Y fo
g = Yitoge and fi(t,x,y), gi(t,x,y) are homogeneous
polynomials of degree k in the variables x,y, and Q = I x

R? for an open interval I. Then the following statements are
equivalent.

(a) F has an Z (A)-differentiable lifting H.

(b) The map (x,y) — F(t,x,y) is A-algebrizable for
all t € I and the functions hy given by h(t) =
(fe(t, e), gi(t,e)) have A-algebrizable liftings, for k =
0,1,...,m.

() H(t,§) = Yp,H(1)E" is an F(A)-differentiable
lifting of F, where H,(1) are A-algebrizable liftings of
hk(t) = (fk(t) e)) gk(t) e))

Proof. Obviously (a) implies (b) and (c) implies (a). We now
show that (b) implies (c). Suppose that f (¢, x, ¥) and g(t, x, )
are homogenous polynomials f(t,x, y) = Yr_, pe(t)x*y"™*
and g(t,x, y) = Y1, qi(t)x"* y"* of the variables x, y defined



on the set Q = I x R* as above. Taking the partial derivatives
of F with respect to x and y we obtain

9(f.9)
9(x,y)
Yhkpe () Xy Y (n—k+1) py () Xy E
k;l kjtl
quk t) xkily"*k z (n—k+1)qe (t) xkilynfk
k=1 k=1

(t.x,y)

(20)

Yhkp )Xy Y -k 1) py () Xy
k=1 k=1

=

k-1, n-k

quk (t) XK 1ynk n—k+1)g_, )Xy
1

k=1
Syt (kpk ® (1=k+ 1) pey <r>>
&7 ko ke g 0)

>~
I

Let R be the first fundamental representation of A. Since
(x,¥) = (f(t,x,¥), g(t, x, y)) is A-algebrizable for all t € I,
then (9(f, g)/0(x, ¥))(t,x,¥) € R(A) for all (t,x,y) € Q.
Thus

o(f.9) <P1 (t) np, (t)
£,0,1) =
0 (x, ) ( : q, (t) nqq (£)

for all t € I and then
9(£.9) (b)) - <p1 (t) np, (t))
o(x,y) q, (t) nqy (t)

_ Zn:xkflynfk (kpk ) (n—k+1)pey (t))
k=2 kg, (t) (n—k+1)ge (t)

) €R(A)  (21)

isin R(A) for all (¢, x, ¥) € Q. If x(s) = 1/sand y(s) = "R/s,
then

o3

. (f.9)
g, [a (x.)

(t,x(s),y(s))

P (t) np, (ﬂ)] (23)

n—1
)] (%a)mun

=(EU)M_DMQU€R%X
0 () (1=1)g, ®

Following the same idea, for k = 1,2,...,n

<kpk (t) m—k+1)pe, ()

) € R(A). (24)
kg (t) (n—k+1)qe_, (t)

If (x, ) = (f(t,x, y), g(t,x, y)) is A-algebrizable for an
algebra A with Type (I) product (given in Section 2), then

kpy +akq, —(n-k+1)q_; =0,
(25)
bqu + (n— k + l)pk—l = 0,
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or equivalently

kpk + akq K
n-k+1°

(G1> i) = (

for k = 1,...

bkq K >

2
n—-k+1 (26)

,n. Thus, the functions py,q; are
determined by p,,q, for Kk = 0,1,...,n — 1.
Since (f(t,1,0), g(¢t,1,0)) = (p,(1),q,(t)), then
(f(t. %, ), g(t: %, ) = (p(£), g, (D)) (x, )"

Therefore, F has an % (A)-differentiable lifting H(7,§) =
H,(1)¢", where H, (1) is an A-algebrizable lifting of ¢t —
(Pult), 4u0)).

If (x, y) = (f(t,x, y), g(t, x, y)) is A-algebrizable for an
algebra A with Type (II) product (given in Section 2), then

kpe+a(m—k+1)pey —(n-k+1)g, =0,

(27)
kqy = 0,
or equivalently
am-k+1)pe_
(Poax) = (——( . )P 1,0> (28)
for k = 1,...,n. Thus, g, = 0 and p; is determined by p,,
fork = 1,2,...,n. Since (f(£,0,1), g(t,0,1)) = (py(t), qo(t)),

then (f(t, x, y), g(t, x, ¥)) = (po(t), 4o (1)) (x, ¥)".

Therefore, F has an %'(A)-differentiable lifting H(z,§) =
H,(7)&", where H, (1) is an A-algebrizable lifting of ¢t —
(£o(0), 4o(0)).

If (x, y) = (f(t,x, y), g(t, x, y)) is A-algebrizable for an
algebra A with Type (III) product (given in Section 2), then
(n—k+1)pr_; = 0and kg, = 0; thatis, p,_; = 0,q, = 0,
for k = 1,...,n. Thus, g, = 0 and p; is determined by p,,
fork =1,2,...,n. Since (f(t,0,1), g(t,0,1)) = (p,(t),q,(®)),
then (f(t, x, y), g(t, x, ¥)) = (p,(t), o (1)) (x, ¥)".

Therefore, F has an #'(A)-differentiable lifting H(7, &) =
H,(1)¢", where H,(7) is an A-algebrizable lifting of ¢t —
(pu0), 9(0)).

Thus, if f and g are homogenous polynomial of degree
n in the variables x and y, then H(7,&) = H,(7)&" in each
of the cases of algebras defined by products of Types (I),
(II), and (III) given in Section 2. Since a polynomial function
(t,x,y) = (f(t,x, ¥), g(t, x, ¥)) in the variables x and y can
be seen as the finite addition of homogenous polynomial in
the variables x and y, by (d) of Proposition 10, (b) implies
(c). O

Example 13. Consider the planar system (6); then

F(t,x,y)

29)
1 2, 5 2y N
= (—t—3—7+tx —ty ,—T+2txy+ty )
The Jacobian 0F/0(x, y) is given by
2 2t 2t
OF (t,x,y) N +alx —aty (30)
0 (x, ) 2ty —% +2tx + 2ty
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Thus, 0F/0(x, y) is orthogonal to the matrices

. 10
)

5 01
> \10/)

for all (x, y); thatis, (OF/0(x, y), B;) = 0 fori = 1, 2. The map
(x, y) — E(t, x, y) is A-algebrizable for an algebra of Type (I)

with constants a = 1 and b = 1; see Section 2. The function F
can be written as

1 2 2
Flex)=(-50)+ (32 -0)

+ (tx2 - tyz, tyz).

(32)

Thus, the functions p; and g; of Theorem 12 are given by
p()(t:xay) = _l/t?’, q()(ta-x)y) = O) p](t)x)y) = _(z/t)-xa
qlgt, %, ¥) = —(2/)y, py(t,x, y) = tx* —ty*, and g, (t, x, y) =
ty”.

The unit e of A is e = (1,0) and then hy(t) = (-1/t3,0),

h(t) = (-2/t,0), and h,(t) = (#,0) have A-algebrizable
liftings Hy(r) = -1/7°, H,(t) = -2/1, and H,(1) = T,
respectively.

From the form of F(t,xe) = (-1/¢2 — (2/t)x — tx*)e, H
must be

(33)

5. The Case of Second-Degree Polynomials in
the Variables ¢, x, and y

If f and g in (1) are quadratic polynomials in three variables
t, x, and y and A is an algebra with respect to which the map
(x,y) = (f(t,x,y),g(t, x, y)) is A-algebrizable, it will be
showed that the #(A)-differentiable lifting H of F = (f, g)
is a polynomial in two variables of A. Under these conditions
(1) has an algebrization which is a Riccati equation over A
having the form

d
d—f:P(r)+Q<r)f+R<r>£z, (34)
where P, Q, and R are polynomials over A of degrees two, one,
and zero, respectively.

Consider system (1) where f,g : Q ¢ R® — R?are
second-degree polynomials of three variables t, x, and y; that
is,

f(tx,y) =ay+at + ayx +asy + a,t” + agtx
+aglty + a7x2 +agxy + a9y2,
(35)
g(t,x,y) = by + byt + byx + byy + bt* + bstx + byty

+bx” + byxy + by’

All the quadratic vector fields which are algebrizable with
respect to algebras with Type (I) products have the form

1
fl—’: =Ay+(B,—aB,)x-bB,y + (534—aB3)x2

—2bB;xy — %bB4y2,

(36)
Y B 4 Bx+Byy+ By’ + B
Jp Dot Bix Doy + Bxo 4 Baxy
1 2
+ (—aB4 —bB3>y ,
2
where a,b,A,, By, B,...,B; are real constants;

see Section22. The algebrizability of (x,y) —
(f(t,x, ), g(t, x, y)) with respect to algebras with Type
(I) products can be verified, by considering ¢ as a constant.

The following theorems give conditions that characterize
the algebrizability of planar systems like (1) when f and
g are quadratic polynomials. The algebrizability of nonau-
tonomous quadratic systems with respect to algebras with
Type (I) products is given in the following theorem.

Theorem 14. Let A be an algebra with Type (I) product defined
by constants a and b and f,g the polynomials (35). The
following statements are equivalent.

(1) The map F :
algebrizable.
(2) The functions f and g have the form

(x,y) = (f(t,x, ), g9t x,y)) is A-

f(t,x,y) = ay +ayt + (by —ab,) x — bb, y + a,t*
+ (b — abs) tx — bbsty

by 2 bby >
+<5—ab7>x —2bb7xy—7y, (37)

g(t,x,y) = by + byt + byx + byy + bt” + bstx + byty
+bx” + byxy + (%bg - bb7) ¥
(3) The function H : AxA — A of the variables T = (t, s)
and & = (x, y), defined by
H(1,6) = Ay + A1+ Al + AT + A tE+ AE,  (38)
is an F (A)-differentiable lifting of F, where
Ay = (ap.by)
Ay =(asby),
A, = (by —aby, by),
Az =(apby), (39)
Ay = (b —abs, bs),

A= <% —ab7,b7>.



Proof. Writing g(t, x, y) = By+B,x+B, y+B;x*+B,xy+Bsy*

yields

By = by + bt + b,t*,

B, =b, + bst,
B, = b, + bgt,
(40)
B; = by,
B, = b,
Bs = by.

The function (x, y) —
if and only if

(f(t,x, ¥), g(t, x, y)) is A-algebrizable

ftxy)=Ao+ (B, -

aB,) x —bB,y
(41)

1 1
+ <§B4 - aB3> x” = 2bByxy — EbB4y2,

where A, = a, + a;t + a,t* and b, = aby/2 — bb,. Thus,
statements (1) and (2) are equivalent.

The function H is polynomial in the variables 7 and & of
A; hence H is Z'(A)-differentiable. H satisfies H(te, x, y) =
(ft,x, ¥), g(t, x, y)), where e is the unit of A. So, H is an
J (A)-differentiable lifting of F. Thus, statement (2) implies
statement (3).

Since H is Z(A)-differentiable and F(t,x,y) =
H(te,x, y), then (x,y) + F(t,x,y) is A-algebrizable
for all t. Thus, statement (3) implies statement (1). O

All the quadratic vector fields which are algebrizable with
respect to algebras with Type (II) products have the form

1
X=Ag+Ax+A,y- EaA3x2 + Asxy +A4y2,
) (42)
y=By+(A; +aA,)y+ <§A3 +aA4>y2,

where a,A,..., Ay, B, are real constants; see Section 2.2.
The algebrizability of (x,y) — (f(t,x,y),g(t,x, y)) with
respect to algebras with Type (II) products can be verified,
by considering t as a constant.

The algebrizability of nonautonomous quadratic systems
with respect to algebras with Type (II) products is given in the
following theorem.

Theorem 15. Let A be an algebra with Type (II) product
defined by the constant a and let f, g be the polynomials (35).
The following statements are equivalent.

(1) The map (x,y)
algebrizable.

(ft,x, ), g(t, x, ) is A-
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(2) The functions f and g are given by
f(t,x,y) = ag+at + ayx +ayy +agt” + astx

1
+ aglty — —aasx +agxy + agy ,

) , (43)
gt x,y) =by+ bt + (a, +aay) y + byt

+(as + aag) ty + <% +aa9>y2.

3) The function H : AxA — A of the variables T = (t, s)
and & = (x, y), defined by

H(1,) = Ag+ AT+ A+ AyT° + At + A, (44)
is an I (A)-differentiable lifting of F, where
A (5’0) bo) >
(a.b),

= >
I

as,a, +aa),

(
(aby). )
(

ag, ds + adg) ,

%»_ +aa9>

Proof. Writing f(t, x, )
Asxy + A,y yields

= A+ A x+Ayy—(1/2)aAx* +

Ay =ay+at+ a4t2,

A, =a, +ast,

A, =a; + agt, (46)
Aj = ag,
A, = ay,

and the map (x, y) —
if and only if

(f(t,x, y), g(t, x, y)) is A-algebrizable

g(t,x,y) =By + (A, +aA2)y+< A, +aA )yz, (47)

where B = b, + bt + b4t2. Thus, statements (1) and (2) are
equivalent.
The rest of the proof is similar to that of Theorem 14. [J

All the quadratic vector fields which are differentiable
with respect to algebras with Type (III) products have the
form

% =Ag+Ax+ AN,
, (48)
y=By+By+Byy,
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where A, By, A,,B,A,,B, are real constants;
see Section2.2. The algebrizability of (x,y) —
(f(t,x,¥), g(t, x, y)) with respect to algebras with Type
(IIT) products can be verified, by considering ¢ as a constant.

The algebrizability of nonautonomous quadratic systems
with respect to algebras with Type (III) products is given in
the following theorem.

Theorem 16. Let A be an algebra with Type (III) product
defined by the constant a and let f, g be the polynomials (35).
The following statements are equivalent.

(1) The map (x,y)
algebrizable.

(f(t) X )’)> g(ta X }’)) is A-
(2) The functions f and g are given by
f(tx,y) = ay + ayt + ayx + a,t” + astx + a,x’,

(49)
g(t,x,y) = by + bt + byy + byt” + bty + by’

(3) The function H : AxA — A of the variables T = (t,s)
and & = (x, y), defined by

H(1,) = Ag+ A7+ A+ AT + AtE+ AE,  (50)
is an F (A)-differentiable lifting of F, where A, =
(aO) b())) A1 = (al)bl)’ A2 = (612, b3)1 A3 = (azp b4):
A, = (as,b), and A5 = (a,, by).

Proof. Function (x,y) +—
algebrizable if and only if

(ft,x, ), 9t x, ) is A-

f(t.x,y)=ay+at+ax+ a,t’ + agtx + a,;x°,
(51)
g(t,x,y) = by + bt + byy + byt” + bty + byy’.

Thus, first and second statements are equivalents. The func-
tion H givenby H(7,&) = Ag+A 1+ A, + A, T2+ A, TE+ AL,
where A, = (ay, b)), A, = (a;, b)), A, = (a,, 1), A5 = (a, by),
Ay = (a5, ), As = (a5, by), T = (r,5), and & = (x, ), satisfies
H(te,x,y) = (f(t,x, y),g(t x, ¥)). Thus, second and third
statements are equivalents. O

By Theorems 14, 15, and 16, an algebrization of quadratic
systems is a Riccati equation over an algebra d&/dt = P(1) +
Q(1)¢ + R(1)E%, where P(1) = A, + A7+ A;7%, Q1) =
A, + Ayt, and R(1) = A,. In the following example is
given a nonautonomous quadratic system for the which an
algebrization is found by using Theorem 14.

Example 17. Consider system (1) given by
f(t,x,y) = 1+7t —x—3y+5t> — tx — 3ty — 6xy

—6y2,
(52)
gt,x,y)=1+t+x+y+t°+tx+ty+x° +4xy
2

+y.

The matrices

10
B, = ,
2 -1
5 01
27 \3 0

satisty (B;, 0(f, g)/0(x, y)) = 0fori = 1,2. Thus, F : (x, y) —
(ft,x, ¥), g(t, x, y)) is A-algebrizable for an algebra A with
Type (I) product defined by the constants a = 2 and b = 3.

The conditions of Theorem 14 are satisfied; then the
7 (A)-differentiable lifting H of F can be written as

(53)

H(1,8) = Ag+ A7+ A+ A7 + AtE+ AE,  (54)

where AO = (1,1),A1 = (7,1)) 142 = (_1’1)’ 143 — (5’1))
A4 = (_1) 1)> and AS = (0, 1)
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