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We propose approximate solutions for pricing zero-coupon defaultable bonds, credit default swap rates, and bond options based on
the averaging principle of stochastic differential equations. We consider the intensity-based defaultable bond, where the volatility
of the default intensity is driven by multiple time scales. Small corrections are computed using regular and singular perturbations
to the intensity of default. The effectiveness of these corrections is tested on the bond price and yield curve by investigating the
behavior of the time scales with respect to the relevant parameters.

1. Introduction

It is well-known that the methodology for modeling a credit
risk can be split into two primary models that attempt to
describe default processes: the structural model and the
intensity-based model. Structural models assume the market
has complete information with respect to the underlying
firm’s value process and knows the details of the under-
lying firm’s capital structure. In contrast, intensity-based
(or reduced-form) models have been developed under the
assumption that the default is the first jump of an exogenously
given jump process. Hence, the underlying firm’s default time
is inaccessible and driven by a default intensity function of
some latent state variables. Because we are concerned with
modeling the default time,we adopt an intensity-basedmodel
with the fractional recovery assumption made by Duffie and
Singleton [1], which can be written as follows:

Z (𝑡, 𝑇) = 𝐸
∗

[𝑒
−∫

𝑇

𝑡
{𝑟𝑠+(1−𝑅)𝜆𝑠}𝑑𝑠 | F

𝑡
] , (1)

under a risk-neutral probability 𝑃∗, where 𝑡 is the current
time, 𝑇 is the time to maturity, 𝑅 ∈ [0, 1] is the recovery rate,
and F

𝑡
is the filtration generated by the joint process of the

interest rate and intensity, denoted by 𝑟
𝑠
and 𝜆

𝑠
, respectively.

Since the initial contribution to intensity-based model-
ing, given by Jarrow and Turnbull [2], who considered a con-
stant Poisson intensity, there have been many mathematical
studies on credit risk. Among them, Lando [3] used a default
term described by a Cox process, whereas Schönbucher [4]
developed the term-structure model of defaultable interest
rates using the Heath-Jarrow-Morton approach. There are
also specific models for interest rate and intensity processes,
depending on the macroeconomic environment. For exam-
ple,Duffee [5] performed the estimation of an intensity-based
model using an extended Kalman filter approach andMa and
Kim [6] provided a pricing formula for the credit default
swap (CDS) by modeling the intensities as jump-diffusion
processes. They provided affine processes for the interest rate
and intensity steps, supposing a zero correlation between
the two processes. However, several empirical papers have
found a nonzero correlation for the interest rate and intensity
processes. Tomodel this, Tchuindjo [7] provided closed-form
solutions for pricing zero-coupon defaultable bonds.

The aimof this paper is to investigate the effect ofmultiple
time scales of default in pricing defaultable bonds. This is
based on modeling the volatility of the default intensity via
fast and slow time scales. Papageorgiou and Sircar [8] studied
the pricing of defaultable derivatives, such as bonds, bond
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options, and CDS rates, by intensity-based models under a
two-factor diffusion model for the default intensity. Their
study was based on multiple time scales, as developed by
Fouque et al. [9], where the evolution of the stochastic default
rate is subject to fast and slow scale variations and showed
empirical evidence for the existence of multiple time scales
to price defaultable bonds. However, they do not assume a
specific process for the default intensity to derive approximate
solutions for the pricing of defaultable derivatives. Also, the
correlated Hull and White model, developed by Tchuindjo,
did not produce a hump-shaped yield curve that matches a
typical yield curve for defaultable bonds, as in the Merton
model [10]. Thus, we mathematically supplement Papageor-
giou and Sircar’s model with the specific process for the
default intensity and expand Tchuindjo’s model bymodifying
multiple time scales in the stochastic volatility of the intensity
process. For the analytic tractability of multiple time scales,
we use an asymptotic analysis, developed by Fouque et al.
[11] for stochastic volatility in equity models and obtain
approximations of the pricing functions of zero-coupon
defaultable bonds, CDS rates, and bond options. Numerical
examples indicate that the multiple time scales have both
quantitative and qualitative effects and that the zero-coupon
defaultable bond with a stochastic default intensity tends to
bemispriced in terms of the relevant parameters. In addition,
our results are compared to those in Fouque et al. [12],
who studied the price of defaultable bonds with stochastic
volatility using the structural model and a method to relax
the drawbacks of the affine processes.

The remainder of this paper is structured as follows. In
Section 2, we obtain a partial differential equation (PDE)with
multiple time scales to price zero-coupon defaultable bonds.
In Section 3, approximate solutions for zero-coupon default-
able bond prices are derived using an asymptotic analysis
that includes the behavior of multiple time scales in terms
of the relevant parameters and some numerical examples
are provided. Section 4 applies the results of Section 3 to
CDS rates and bond options, respectively. We present our
concluding remarks in Section 5.

2. Pricing Equation for Zero-Coupon
Defaultable Bonds

Alizadeh et al. [13] and Masoliver and Perelló [14] have
shown that two volatility factors, which not only control the
persistence of volatility but also revert rapidly to the mean
and contribute to the volatility of volatility, as pointed out
by the empirical findings, are in operation. Fouque et al.
[11] also attempted to balance within a sing model involved
in different time scales. That is, empirical evidence suggests
that there are two volatility factors. To focus on the intensity
process of intensity-based defaultable bonds, we replace the
constant volatility of the default intensity with a stochastic
term, denoted by �̃�

𝑡
. The value of �̃�

𝑡
is given by a bounded,

smooth, and strictly positive function 𝑓 such that �̃�
𝑡

=

𝑓(𝑦
𝑡
, 𝑧

𝑡
), with a fast scale-factor process 𝑦

𝑡
and a slow scale-

factor process 𝑧
𝑡
. Note that leaving the choice of 𝑓 free

affords sufficient flexibility, while our pricing functions are

unchanged by different choices. Refer to Fouque et al. [15].
To model this, we take the first factor 𝑦

𝑡
driving the volatility

�̃�
𝑡
as a fast mean-reverting process. For the analytic goal, we

choose the following Ornstein-Uhlenbeck (OU) process:

𝑑𝑦
𝑡
= 𝛼 (𝑚 − 𝑦

𝑡
) 𝑑𝑡 + 𝛽 𝑑𝐵

(𝑦)∗

𝑡
, (2)

where𝐵(𝑦)∗

𝑡
is a standard Brownianmotion in the risk-neutral

probability 𝑃∗. It is well-known that the solution of (2) is a
Gaussian process given by

𝑦
𝑡
= 𝑚 + (𝑦

0
− 𝑚) 𝑒

−𝛼𝑡

+ 𝛽∫
𝑡

0

𝑒
−𝛼(𝑡−𝑠)

𝑑𝐵
(𝑦)∗

𝑠
(3)

and 𝑦
𝑡
∼ 𝑁(𝑚 + (𝑦

0
− 𝑚)𝑒−𝛼𝑡, (𝛽2/2𝛼)(1 − 𝑒−2𝛼𝑡)), leading to

an invariant distribution given by𝑁(𝑚, 𝛽2/2𝛼). Note that we
would use the notation ⟨⋅⟩, called the solvability condition,
for the average with respect to the invariant distribution; that
is, for an arbitrage function 𝑘,

⟨𝑘 (𝑦
𝑡
)⟩ =

1

√2𝜋]2
∫
+∞

−∞

𝑘 (𝑦) 𝑒
−(𝑦−𝑚)

2
/2]2

𝑑𝑦, (4)

where ]2 = 𝛽2/2𝛼. For the asymptotic analysis, the rate of
mean reversion 𝛼 in the process 𝑦

𝑡
is large and its inverse 𝜖 =

1/𝛼 is the typical correlation of the process𝑦
𝑡
with 𝜖 > 0 being

a small parameter. We assume that the order of ]2 remains
fixed in scale as 𝜖 becomes zero. Hence, we get

𝛼 = O (𝜖
−1

) , 𝛽 = O (𝜖
−1/2

) , ] = O (1) . (5)

From these assumptions, we replace the stochastic differential
equation (SDE) (2) by

𝑑𝑦
𝑡
=

1

𝜖
(𝑚 − 𝑦

𝑡
) 𝑑𝑡 +

]√2

√𝜖
𝑑𝐵

(𝑦)∗

𝑡
. (6)

Note that the fast scale volatility factor has been considered
as a singular perturbation case. Also, the volatility �̃�

𝑡
has a

slowly varying factor. Here, we choose as follows:

𝑑�̂�
𝑡
= 𝑔 (�̂�

𝑡
) 𝑑𝑡 + ℎ (�̂�

𝑡
) 𝑑𝐵

(𝑧)∗

𝑡
, (7)

where 𝐵(𝑧)∗

𝑡
is a standard Brownian motion in the risk-

neutral probability 𝑃∗. We assume that Lipschitz and growth
conditions for the coefficients 𝑔(𝑧) and ℎ(𝑧) are satisfied,
respectively. For the asymptotic analysis, we use another
small parameter 𝛿 > 0 and then change time 𝑡 to 𝛿𝑡 in �̂�

𝑡
.

This means that 𝑧
𝑡

𝑑

= �̂�
𝛿𝑡
, so that this alteration replaces SDE

(7) by

𝑑𝑧
𝑡
= 𝛿𝑔 (𝑧

𝑡
) 𝑑𝑡 + √𝛿ℎ (𝑧

𝑡
) 𝑑𝐵

(𝑧)∗

𝑡
, (8)

where 𝐵(𝑧)∗

𝑡
is another standard Brownianmotion in the risk-

neutral probability 𝑃∗. Note that the slow scale volatility
factor has been considered as a regular perturbation situa-
tion. See, for example, Fouque et al. [11]. Consequently, the
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dynamics of the interest rate process 𝑟
𝑡
, intensity process 𝜆

𝑡
,

and stochastic volatility process �̃�
𝑡
are given by the SDEs

𝑑𝑟
𝑡
= (𝜃

𝑡
− 𝑎𝑟

𝑡
) 𝑑𝑡 + 𝜎𝑑𝐵

(𝑟)∗

𝑡
,

𝑑𝜆
𝑡
= (𝜃

𝑡
− 𝑎𝜆

𝑡
) 𝑑𝑡 + �̃�

𝑡
𝑑𝐵

(𝜆)∗

𝑡
,

�̃�
𝑡
= 𝑓 (𝑦

𝑡
, 𝑧

𝑡
) ,

𝑑𝑦
𝑡
=

1

𝜖
(𝑚 − 𝑦

𝑡
) 𝑑𝑡 +

]√2

√𝜖
𝑑𝐵

(𝑦)∗

𝑡
,

𝑑𝑧
𝑡
= 𝛿𝑔 (𝑧

𝑡
) 𝑑𝑡 + √𝛿ℎ (𝑧

𝑡
) 𝑑𝐵

(𝑧)∗

𝑡
,

(9)

under the risk-neutral probability 𝑃∗, where 𝑎, 𝑎, and 𝜎 are
constants, 𝜃

𝑡
and 𝜃

𝑡
are time-varying deterministic functions,

and the standard Brownian motions 𝐵(𝑟)∗

𝑡
, 𝐵(𝜆)∗

𝑡
, 𝐵(𝑦)∗

𝑡
, and

𝐵(𝑧)∗

𝑡
are dependent on each other with the correlation

structure given by

𝑑⟨𝐵
(𝑟)∗

, 𝐵
(𝜆)∗

⟩
𝑡

= 𝜌
𝑟𝜆
𝑑𝑡, 𝑑⟨𝐵

(𝑟)∗

, 𝐵
(𝑦)∗

⟩
𝑡

= 𝜌
𝑟𝑦
𝑑𝑡,

𝑑⟨𝐵
(𝑟)∗

, 𝐵
(𝑧)∗

⟩
𝑡

= 𝜌
𝑟𝑧
𝑑𝑡, 𝑑⟨𝐵

(𝜆)∗

, 𝐵
(𝑦)∗

⟩
𝑡

= 𝜌
𝜆𝑦
𝑑𝑡,

𝑑⟨𝐵
(𝜆)∗

, 𝐵
(𝑧)∗

⟩
𝑡

= 𝜌
𝜆𝑧
𝑑𝑡, 𝑑⟨𝐵

(𝑦)∗

, 𝐵
(𝑧)∗

⟩
𝑡

= 𝜌
𝑦𝑧
𝑑𝑡.

(10)

The zero-coupon defaultable bond price with the frac-
tional recovery assumption at time 𝑡 for an interest rate
process level 𝑟

𝑡
= 𝑟, an intensity process level 𝜆

𝑡
= 𝜆, a

fast volatility level 𝑦
𝑡
= 𝑦, and a slow volatility level 𝑧

𝑡
= 𝑧,

denoted by 𝑃(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇), is given by

𝑃 (𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇)

= 𝐸
∗

[𝑒
−∫

𝑇

𝑡
(𝑟𝑠+(1−𝑅)𝜆𝑠)𝑑𝑠 | 𝑟

𝑡
= 𝑟, 𝜆

𝑡
= 𝜆, 𝑦

𝑡
= 𝑦, 𝑧

𝑡
= 𝑧] ,

(11)

and then using the four-dimensional Feynman-Kac formula,
we obtain the Kolmogorov PDE

𝜕𝑃

𝜕𝑡
+ (𝜃

𝑡
− 𝑎𝑟)

𝜕𝑃

𝜕𝑟
+
1

2
𝜎
2
𝜕2𝑃

𝜕𝑟2
+ (𝜃

𝑡
− 𝑎𝜆)

𝜕𝑃

𝜕𝜆

+
1

2
𝑓
2

(𝑦, 𝑧)
𝜕2𝑃

𝜕𝜆2
+
1

𝜖
(𝑚 − 𝑦)

𝜕𝑃

𝜕𝑦
+
]2

𝜖

𝜕2𝑃

𝜕𝑦2
+ 𝛿𝑔 (𝑧)

𝜕𝑃

𝜕𝑧

+
1

2
𝛿ℎ

2

(𝑧)
𝜕2𝑃

𝜕𝑧2
+ 𝜌

𝑟𝜆
𝜎𝑓 (𝑦, 𝑧)

𝜕2𝑃

𝜕𝑟𝜕𝜆
+ 𝜌

𝑟𝑦
𝜎
]√2

√𝜖

𝜕2𝑃

𝜕𝑟𝜕𝑦

+ 𝜌
𝑟𝑧
𝜎√𝛿ℎ (𝑧)

𝜕2𝑃

𝜕𝑟𝜕𝑧
+ 𝜌

𝜆𝑦
𝑓 (𝑦, 𝑧)

]√2

√𝜖

𝜕2𝑃

𝜕𝜆𝜕𝑦

+ 𝜌
𝜆𝑧
𝑓 (𝑦, 𝑧)√𝛿ℎ (𝑧)

𝜕2𝑃

𝜕𝜆𝜕𝑧
+ 𝜌

𝑦𝑧

]√2

√𝜖
√𝛿ℎ (𝑧)

𝜕2𝑃

𝜕𝑦𝜕𝑧

− {𝑟 + (1 − 𝑅) 𝜆} 𝑃 = 0

(12)

with the final condition 𝑃(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇)|
𝑡=𝑇

= 1. Refer to
Øksendal [16].

3. Asymptotic Analysis of Zero-Coupon
Defaultable Bonds

In this section, we employ an asymptotic analysis for the
solution of the PDE (12) and give an approximate solution
for the zero-coupon defaultable bond price for the small
independent parameters 𝜖 and 𝛿.

The zero-coupon defaultable bond price function
𝑃(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇) consists of the Feynman-Kac formula
problems:

L𝑃 (𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇) = 0, 𝑡 < 𝑇,

𝑃(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇)
𝑡=𝑇 = 1,

(13)

where

L :=
1

𝜖
L

0
+

1

√𝜖
L

1
+L

2
+ √𝛿M

1
+ 𝛿M

2
+ √

𝛿

𝜖
M

3
,

(14)

andL
0
,L

1
,L

2
,M

1
,M

2
, andM

3
are satisfied by

L
0
= (𝑚 − 𝑦)

𝜕

𝜕𝑦
+ ]2

𝜕2

𝜕𝑦2
,

L
1
= √2𝜎]𝜌

𝑟𝑦

𝜕2

𝜕𝑟𝜕𝑦
+ √2𝑓 (𝑦, 𝑧) ]𝜌

𝜆𝑦

𝜕2

𝜕𝜆𝜕𝑦
,

L
2
=

𝜕

𝜕𝑡
+ (𝜃

𝑡
− 𝑎𝑟)

𝜕

𝜕𝑟
+ (𝜃

𝑡
− 𝑎𝜆)

𝜕

𝜕𝜆
+
1

2
𝜎
2
𝜕2

𝜕𝑟2

+
1

2
𝑓
2

(𝑦, 𝑧)
𝜕2

𝜕𝜆2
+ 𝜎𝑓 (𝑦, 𝑧) 𝜌

𝑟𝜆

𝜕2

𝜕𝑟𝜕𝜆

− {𝑟 + (1 − 𝑅) 𝜆} ,

M
1
= 𝜎ℎ (𝑧) 𝜌

𝑟𝑧

𝜕2

𝜕𝑟𝜕𝑧
+ 𝑓 (𝑦, 𝑧) ℎ (𝑧) 𝜌

𝜆𝑧

𝜕2

𝜕𝜆𝜕𝑧
,

M
2
= 𝑔 (𝑧)

𝜕

𝜕𝑧
+
1

2
ℎ
2

(𝑧)
𝜕2

𝜕𝑧2
,

M
3
= √2]ℎ (𝑧) 𝜌

𝑦𝑧

𝜕2

𝜕𝑦𝜕𝑧
.

(15)

Here, 𝛼L
0
is the infinitesimal generator of the OU process

𝑦
𝑡
, L

1
contains the mixed partial derivatives due to the
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correlation between 𝑟
𝑡
and 𝑦

𝑡
and between 𝜆

𝑡
and 𝑦

𝑡
, L

2
is

the operator of the correlated Hull and White model with
constant volatility at the volatility level 𝑓(𝑦, 𝑧), M

1
includes

the mixed partial derivatives due to the correlation between
𝑟
𝑡
and 𝑧

𝑡
and between 𝜆

𝑡
and 𝑧

𝑡
, M

2
is the infinitesimal

generator with respect to 𝑧
𝑡
, and M

3
contains the mixed

partial derivative due to the correlation between 𝑦
𝑡
and 𝑧

𝑡
.

Now, we use the notation 𝑃
𝑖,𝑗
for the 𝜖𝑖/2𝛿𝑗/2-order term,

for 𝑖 = 0, 1, 2, . . . and 𝑗 = 0, 1, 2, . . .. We first expand with
respect to half-powers of 𝛿 and then for each of these terms
we expand with respect to half-powers of 𝜖. This choice
is somewhat simpler than the reverse ordering. Hence, we
consider an expansion of 𝑃𝜖,𝛿:

𝑃
𝜖,𝛿

= 𝑃
𝜖

0
+ √𝛿𝑃

𝜖

1
+ 𝛿𝑃

𝜖

2
+ ⋅ ⋅ ⋅ , (16)

𝑃
𝜖

𝑘
= 𝑃

0,𝑘
+ √𝜖𝑃

1,𝑘
+ 𝜖𝑃

2,𝑘
+ 𝜖

3/2

𝑃
3,𝑘

+ ⋅ ⋅ ⋅ , (17)

for 𝑘 = 0, 1, 2, . . .. The expansion (16) leads to the leading-
order term 𝑃𝜖

0
and the next-order term 𝑃𝜖

1
given by the

solutions of the PDEs

(
1

𝜖
L

0
+

1

√𝜖
L

1
+L

2
)𝑃

𝜖

0
= 0, 𝑡 < 𝑇, (18)

with the terminal condition 𝑃𝜖

0
(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇)|

𝑡=𝑇
= 1 and

(
1

𝜖
L

0
+

1

√𝜖
L

1
+L

2
)𝑃

𝜖

1
= (M

1
+

1

√𝜖
M

3
)𝑃

𝜖

0
, 𝑡 < 𝑇,

(19)

with the terminal condition 𝑃𝜖

1
(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇)|

𝑡=𝑇
= 0,

respectively.

3.1. Leading-Order Term 𝑃
0,0
. We insert 𝑘 = 0 into (17) as

𝑃
𝜖

0
= 𝑃

0,0
+ √𝜖𝑃

1,0
+ 𝜖𝑃

2,0
+ 𝜖

3/2

𝑃
3,0

+ ⋅ ⋅ ⋅ . (20)

Applying the expanded solution (20) to (18) leads to

1

𝜖
L

0
𝑃
0,0

+
1

√𝜖
(L

0
𝑃
1,0

+L
1
𝑃
0,0
)

+ (L
0
𝑃
2,0

+L
1
𝑃
1,0

+L
2
𝑃
0,0
)

+ √𝜖 (L
0
𝑃
3,0

+L
1
𝑃
2,0

+L
2
𝑃
1,0
) + ⋅ ⋅ ⋅ = 0.

(21)

Theorem 1. The leading order term 𝑃
0,0

of the expansion (17)
with 𝑘 = 0 is independent of the fast scale variable 𝑦 and
further it has the affine representation

𝑃
0,0

(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) = 𝑒
𝐹(𝑡,𝑇)−𝐵(𝑡,𝑇)𝑟−(1−𝑅)𝐶(𝑡,𝑇)𝜆

, (22)

with 𝐵(𝑇, 𝑇) = 𝐶(𝑇, 𝑇) = 𝐹(𝑇, 𝑇) = 0, where 𝐵(𝑡, 𝑇), 𝐶(𝑡, 𝑇),
and 𝐹(𝑡, 𝑇) are given by

𝐵 (𝑡, 𝑇) =
1

𝑎
{1 − 𝑒

−𝑎(𝑇−𝑡)

} , 𝐶 (𝑡, 𝑇) =
1

𝑎
{1 − 𝑒

−𝑎(𝑇−𝑡)

} ,

𝐹 (𝑡, 𝑇)

= ln
𝑃
0,0
(0, 𝑇)

𝑃
0,0
(0, 𝑡)

− 𝐶(𝑡, 𝑇)
𝜕

𝜕𝑠
ln𝑃

0,0
(0, 𝑠)

𝑠=𝑡

−(𝐵(𝑡, 𝑇) − 𝐶(𝑡, 𝑇))
𝜕

𝜕𝑠
lnW(0, 𝑠)

𝑠=𝑡

+
𝜎2

4𝑎3
{(𝑒

−𝑎𝑇

− 𝑒
−𝑎𝑡

)
2

− 𝑎
2B2 (𝑡, 𝑇)}

+
𝜌
𝑟𝜆
𝜎𝜎 (𝑧)

𝑎𝑎 (𝑎 + 𝑎)
(1 − 𝑅)

× {(𝑎 + 𝑎) (𝑇 − 𝑡) − (𝑎𝐵 (𝑡, 𝑇) + 1) (𝑎𝐶 (𝑡, 𝑇) + 1) + 1}

+
�̆�
2

(𝑧)

4𝑎3
(1 − 𝑅) [(𝑒

−𝑎𝑇

− 𝑒
−𝑎𝑡

)
2

− 𝑎
2

𝐶
2

(𝑡, 𝑇)

− 𝑅 {2𝑎 (𝑇 − 𝑡) − (𝑎𝐶 (𝑡, 𝑇) + 3)

× (𝑎𝐶 (𝑡, 𝑇) − 1) − 3} ] ,

(23)

respectively. Here,

𝜎 (𝑧) := ⟨𝑓⟩ (𝑧) =
1

√2𝜋]2
∫
+∞

−∞

𝑓 (𝑦, 𝑧) 𝑒
−(𝑦−𝑚)

2
/2]2

𝑑𝑦,

�̆�
2

(𝑧) := ⟨𝑓
2

⟩ (𝑧) =
1

√2𝜋]2
∫
+∞

−∞

𝑓
2

(𝑦, 𝑧) 𝑒
−(𝑦−𝑚)

2
/2]2

𝑑𝑦,

(24)

and W(0, 𝑠) is the price of a zero-coupon default-free bond
according to Hull and White [17].

Proof. Multiply (21) by 𝜖 and then let 𝜖 → 0. This gives the
first two leading-order terms as

L
0
𝑃
0,0

= 0,

L
0
𝑃
1,0

+L
1
𝑃
0,0

= 0.
(25)

Recall that, because the infinitesimal operator L
0
is the

generator of the OU process 𝑦
𝑡
, the solution 𝑃

0,0
of (25) must

be a constant with respect to the 𝑦 variable; that is, 𝑃
0,0

=

𝑃
0,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇). Similarly, because 𝑃

0,0
does not rely on the

𝑦 variable, we get L
1
𝑃
0,0

= 0 and then L
0
𝑃
1,0

= 0; that is,
𝑃
1,0

= 𝑃
1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇).Thismeans that the first two terms𝑃

0,0

and 𝑃
1,0

do not depend on the current level 𝑦 of the fast scale
volatility driving the process 𝑦

𝑡
. In this way, we can continue

to eliminate the terms of order 1,√𝜖, 𝜖, . . .. For the order-1
term, we getL

0
𝑃
2,0

+L
1
𝑃
1,0

+L
2
𝑃
0,0

= 0.This PDE becomes

L
0
𝑃
2,0

+L
2
𝑃
0,0

= 0, (26)
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because L
1
𝑃
1,0

= 0. This PDE is a Poisson equation for 𝑃
2,0

with respect to the infinitesimal operatorL
0
. It is well-known

that a solution exists only ifL
2
𝑃
0,0

is centered with respect to
the invariant distribution of the stochastic volatility process
𝑦
𝑡
; that is,

⟨L
2
𝑃
0,0
⟩ = 0, 𝑡 < 𝑇 (27)

with the terminal condition 𝑃
0,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)|

𝑡=𝑇

= 1. Because
𝑃
0,0

does not rely on the 𝑦 variable, the solvability condition
becomes

⟨L
2
⟩ 𝑃

0,0
= 0. (28)

Here, ⟨L
2
⟩ is a partial differential operator given by

⟨L
2
⟩ =

𝜕

𝜕𝑡
+ (𝜃

𝑡
− 𝑎𝑟)

𝜕

𝜕𝑟
+ (𝜃

𝑡
− 𝑎𝜆)

𝜕

𝜕𝜆

+
1

2
𝜎
2
𝜕2

𝜕𝑟2
+
1

2
�̆�
2

(𝑧)
𝜕2

𝜕𝜆2
+ 𝜎𝜎 (𝑧) 𝜌

𝑟𝜆

𝜕2

𝜕𝑟𝜕𝜆

− {𝑟 + (1 − 𝑅) 𝜆} .

(29)

Finally, substituting (22) into (28), we directly obtain the
result of Theorem 1 using the results of Tchuindjo [7].

Note that in the stochastic volatility setting, we get the
leading order term 𝑃

0,0
, which is a generalization of the

constant volatility result obtained by Tchuindjo [7]. If 𝑓(𝑦, 𝑧)
is a constant function, then our results (22) reduce to those in
Tchuindjo’s study.

3.2. First Perturbation Term 𝑃
𝜖

1,0
. In this subsection, we

precisely calculate 𝑃𝜖

1,0
by using the result of Theorem 1.

Theorem 2. The correction term 𝑃
1,0

is independent of the
variable 𝑦 and 𝑃𝜖

1,0
:= √𝜖𝑃

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) is given by

𝑃
𝜖

1,0
(𝑡, 𝑟, 𝜆; 𝑇) = 𝐺 (𝑡, 𝑇) 𝑒

𝐹(𝑡,𝑇)−𝐵(𝑡,𝑇)𝑟−(1−𝑅)𝐶(𝑡,𝑇)𝜆

, (30)

with 𝐵(𝑇, 𝑇) = 𝐶(𝑇, 𝑇) = 𝐹(𝑇, 𝑇) = 𝐺(𝑇, 𝑇) = 0, where
𝐺(𝑡, 𝑇) is given by

𝐺 (𝑡, 𝑇) = − ∫
𝑇

𝑡

[𝑈
𝜖

1
{(1 − 𝑅)

2

𝐵 (𝑠, 𝑇) 𝐶
2

(𝑠, 𝑇)}

+ 𝑈
𝜖

2
{(1 − 𝑅) 𝐵

2

(𝑠, 𝑇) 𝐶 (𝑠, 𝑇)}

+𝑈
𝜖

3
{(1 − 𝑅)

3

𝐶
3

(𝑠, 𝑇)}] 𝑑𝑠,

𝑈
𝜖

1
:=

]√2

√𝛼
𝜌
𝑟𝑦
𝜎⟨𝜃



⟩ (𝑧) +
]√2

√𝛼
𝜌
𝜆𝑦

⟨𝑓𝜓


⟩ (𝑧) ,

𝑈
𝜖

2
:=

]√2

√𝛼
𝜌
𝑟𝑦
𝜎 ⟨𝜓



⟩ (z) ,

𝑈
𝜖

3
:=

]√2

√𝛼
𝜌
𝜆𝑦

⟨𝑓𝜃


⟩ (𝑧) .

(31)

Here, 𝐵(𝑡, 𝑇), 𝐶(𝑡, 𝑇), and 𝐹(𝑡, 𝑇) are given by (23).

Proof. The order-√𝜖 term in (21) leads toL
0
𝑃
3,0

+ L
1
𝑃
2,0

+

L
2
𝑃
1,0

= 0, which is a Poisson equation for 𝑃
3,0

with respect
to the infinitesimal operator L

0
whose solvability condition

is given by

⟨L
1
𝑃
2,0

+L
2
𝑃
1,0
⟩ = 0. (32)

From (26) and (28), we obtain

𝑃
2,0

= −L
−1

0
(L

2
− ⟨L

2
⟩) 𝑃

0,0
+ 𝑛 (𝑡, 𝑟, 𝜆, 𝑧) , (33)

for some function 𝑛(𝑡, 𝑟, 𝜆, 𝑧). Inserting (33) into (32), we
derive a PDE for 𝑃

1,0
as follows:

⟨L
2
⟩ 𝑃

1,0
= ⟨L

1
L

−1

0
(L

2
− ⟨L

2
⟩)⟩ 𝑃

0,0
, (34)

with the final condition 𝑃
1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)|

𝑡=𝑇

= 0. Because our
focus is only the first perturbation to 𝑃

0,0
, we reset the PDE

(34) with respect to 𝑃𝜖

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) := √𝜖𝑃

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) as

follows:

⟨L
2
⟩ 𝑃

𝜖

1,0
= A

𝜖

𝑃
0,0
,

A
𝜖

:=
1

√𝛼
⟨L

1
L

−1

0
(L

2
− ⟨L

2
⟩)⟩ .

(35)

From (15) and (29), we have

L
2
− ⟨L

2
⟩ =

1

2
(𝑓

2

(𝑦, 𝑧) − ⟨𝑓
2

⟩ (𝑧))
𝜕2

𝜕𝜆2

+ 𝜌
𝑟𝜆
𝜎 (𝑓 (𝑦, 𝑧) − ⟨𝑓⟩ (𝑧))

𝜕2

𝜕𝑟𝜕𝜆
.

(36)

Then, we introduce functions 𝜃 : 𝑅2 → 𝑅 and 𝜓 : 𝑅2 → 𝑅

defined by the solutions of

L
0
𝜃 (𝑦, 𝑧) =

1

2
(𝑓

2

(𝑦, 𝑧) − ⟨𝑓
2

⟩ (𝑧)) ,

L
0
𝜓 (𝑦, 𝑧) = 𝜌

𝑟𝜆
𝜎 (𝑓 (𝑦, 𝑧) − ⟨𝑓⟩ (𝑧)) ,

(37)

respectively, and obtain the operatorL𝜖 denoted by

L
𝜖

= 𝑈
𝜖

1

𝜕3

𝜕𝑟𝜕𝜆2
+ 𝑈

𝜖

2

𝜕3

𝜕𝑟2𝜕𝜆
+ 𝑈

𝜖

3

𝜕3

𝜕𝜆3
. (38)

Hence, we obtain (39) in the following form:

𝜕𝑃𝜖

1,0

𝜕𝑡
+ (𝜃

𝑡
− 𝑎𝑟)

𝜕𝑃𝜖

1,0

𝜕𝑟
+ (𝜃

𝑡
− 𝑎𝜆)

𝜕𝑃𝜖

1,0

𝜕𝜆
+
1

2
𝜎
2
𝜕2𝑃𝜖

1,0

𝜕𝑟2

+
1

2
�̆�
2

(𝑧)
𝜕2𝑃𝜖

1,0

𝜕𝜆2
+ 𝜌

𝑟𝜆
𝜎𝜎 (𝑧)

𝜕2𝑃𝜖

1,0

𝜕𝑟𝜕𝜆
− (𝑟 + (1 − 𝑅) 𝜆) 𝑃

𝜖

1,0

= − [𝑈
𝜖

1
{(1 − 𝑅)

2

𝐵 (𝑡, 𝑇) 𝐶
2

(𝑡, 𝑇)}

+ 𝑈
𝜖

2
{(1 − 𝑅) 𝐵

2

(𝑡, 𝑇) 𝐶 (𝑡, 𝑇)}

+𝑈
𝜖

3
{(1 − 𝑅)

3

𝐶
3

(𝑡, 𝑇)}] 𝑃
0,0
,

(39)

with the terminal condition 𝑃
𝜖

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)|

𝑡=𝑇

= 0. Finally,
substituting (30) into (39), we obtain the result of Theorem 2
by direct computation.
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3.3. First Perturbation 𝑃𝛿

0,1
. Using similar arguments to those

in Section 3.2, we will derive the first perturbation term 𝑃𝛿

0,1
.

We insert 𝑘 = 1 in (17) as

𝑃
𝜖

1
= 𝑃

0,1
+ √𝜖𝑃

1,1
+ 𝜖𝑃

2,1
+ 𝜖

3/2

𝑃
3,1

+ ⋅ ⋅ ⋅ . (40)

Substituting the expansions (20) and (40) into (19), we get

1

𝜖
L

0
𝑃
0,1

+
1

√𝜖
(L

0
𝑃
1,1

+L
1
𝑃
0,1
)

+ (L
0
𝑃
2,1

+L
1
𝑃
1,1

+L
2
𝑃
0,1
)

+ √𝜖 (L
0
𝑃
3,1

+L
1
𝑃
2,1

+L
2
𝑃
1,1
) + ⋅ ⋅ ⋅

=
1

√𝜖
M

3
𝑃
0,0

+ (M
1
𝑃
0,0

+M
3
𝑃
1,0
)

+ √𝜖 (M
1
𝑃
1,0

+M
3
𝑃
2,0
) + ⋅ ⋅ ⋅ .

(41)

Theorem 3. The correction term 𝑃
0,1

does not depend on the
variable 𝑦 and 𝑃𝛿

0,1
:= √𝛿𝑃

0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) is given by

𝑃
𝛿

0,1
(𝑡, 𝑟, 𝜆; 𝑇) = 𝐻 (𝑡, 𝑇) 𝑒

𝐹(𝑡,𝑇)−𝐵(𝑡,𝑇)𝑟−(1−𝑅)𝐶(𝑡,𝑇)𝜆

, (42)

with 𝐵(𝑇, 𝑇) = 𝐶(𝑇, 𝑇) = 𝐹(𝑇, 𝑇) = 𝐻(𝑇, 𝑇) = 0, where
𝐻(𝑡, 𝑇) is given by

𝐻(𝑡, 𝑇) = −∫
𝑇

𝑡

{𝑉
𝛿

1
𝐵 (𝑠, 𝑇) + 𝑉

𝛿

2
(1 − 𝑅)𝐶 (𝑠, 𝑇)} 𝑑𝑠,

𝑉
𝛿

1
= √𝛿𝜌

𝑟𝑧
𝜎ℎ (𝑧) ,

𝑉
𝛿

2
= √𝛿𝜌

𝜆𝑧
{ℎ

𝑧
(𝑧) ⟨𝑓⟩ (𝑧) + ℎ (𝑧) ⟨𝑓⟩

𝑧
(𝑧)} .

(43)

Here, 𝐵(𝑡, 𝑇), 𝐶(𝑡, 𝑇), and 𝐹(𝑡, 𝑇) are given by (23).

Proof. Multiply (41) by 𝜖 and let 𝜖 → 0. Then, we find the
first two leading-order terms as follows:

L
0
𝑃
0,1

= 0,

L
0
𝑃
1,1

+L
1
𝑃
0,1

= M
3
𝑃
0,0
.

(44)

Recall that, because L
0
is the infinitesimal generator of the

OU process 𝑦
𝑡
, the solution 𝑃

0,1
of (44) must be a constant

with respect to the 𝑦 variable; that is, 𝑃
0,1

= 𝑃
0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇).

The next order also generates L
0
𝑃
1,1

= 0. Because M
3
has

a derivative with respect to the 𝑦 variable and 𝑃
0,0

does not
rely on the 𝑦 variable, we get M

3
𝑃
0,0

= 0 and L
1
𝑃
0,1

= 0,
respectively, as remarked above. Then, 𝑃

1,1
does not depend

on the 𝑦 variable; that is, 𝑃
1,1

= 𝑃
1,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇). This means

that the first two terms 𝑃
0,1

and 𝑃
1,1

do not depend on the
current level 𝑦 of the fast scale volatility driving the process
𝑦
𝑡
. In this way, we can continue to eliminate terms of order

1,√𝜖, 𝜖, . . .. For the order-1 term, we haveL
0
𝑃
2,1

+L
1
𝑃
1,1

+

L
2
𝑃
0,1

= M
1
𝑃
0,0

+ M
3
𝑃
1,0
. This PDE becomes L

0
𝑃
2,1

+

L
2
𝑃
0,1

= M
1
𝑃
0,0
, because L

1
𝑃
1,1

= 0 and M
3
𝑃
1,0

= 0.
This PDE is a Poisson equation for 𝑃

2,1
with respect to the

infinitesimal operator L
0
. It is well-known that a solution

exists only if L
2
𝑃
0,1

= M
1
𝑃
0,0

is centered with respect to

the invariant distribution of the stochastic volatility process
𝑦
𝑡
. Because 𝑃

0,0
and 𝑃

0,1
do not depend on the 𝑦 variable, we

obtain

⟨L
2
⟩ 𝑃

0,1
= A

𝛿

𝑃
0,0
, 𝑡 < 𝑇, (45)

with the terminal condition 𝑃
0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)|

𝑡=𝑇

= 0, where

A
𝛿

= 𝜎ℎ
𝑧
(𝑧) 𝜌

𝑟𝑧

𝜕

𝜕𝑟
+ 𝜌

𝜆𝑧
(ℎ

𝑧
(𝑧) ⟨𝑓⟩ (𝑧)

+ℎ (𝑧) ⟨𝑓⟩
𝑧
(𝑧))

𝜕

𝜕𝜆
,

⟨𝑓⟩
𝑧
(𝑧) :=

𝜕

𝜕𝑧
⟨𝑓⟩ (𝑧) , ℎ

𝑧
(𝑧) :=

𝜕

𝜕𝑧
ℎ (𝑧) ,

(46)

respectively. Because we concentrate on only the first per-
turbation to 𝑃

0,0
, we reset the PDE (45) with respect to

𝑃𝛿

0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) := √𝛿𝑃

0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) as follows:

⟨L
2
⟩ 𝑃

𝛿

0,1
= √𝛿A

𝛿

𝑃
0,0
, 𝑡 < 𝑇, (47)

with the final condition 𝑃𝛿

0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)|

𝑡=𝑇

= 0. We then
obtain the operatorL𝛿 expressed as

L
𝛿

= 𝑉
𝛿

1

𝜕

𝜕𝑟
+ 𝑉

𝛿

2

𝜕

𝜕𝜆
. (48)

Hence, we obtain (45) as follows:

𝜕𝑃𝛿

1,0

𝜕𝑡
+ (𝜃

𝑡
− 𝑎𝑟)

𝜕𝑃𝛿

1,0

𝜕𝑟
+ (𝜃

𝑡
− 𝑎𝜆)

𝜕𝑃𝛿

1,0

𝜕𝜆
+
1

2
𝜎
2
𝜕2𝑃𝛿

1,0

𝜕𝑟2

+
1

2
�̆�
2

(𝑧)
𝜕2𝑃𝛿

1,0

𝜕𝜆2
+ 𝜌

𝑟𝜆
𝜎𝜎 (𝑧)

𝜕2𝑃𝛿

1,0

𝜕𝑟𝜕𝜆
− (𝑟 + (1 − 𝑅) 𝜆) 𝑃

𝛿

1,0

= − {𝑉
𝛿

1
𝐵 (𝑡, 𝑇) + 𝑉

𝛿

2
(1 − 𝑅)𝐶 (𝑡, 𝑇)} 𝑃

0,0
,

(49)

with the terminal condition 𝑃𝛿

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)|

𝑡=𝑇

= 0. Finally,
substituting (42) into (49), we obtain the result of Theorem 3
by direct computation.

Note that the group parameters 𝑈𝜖

1
, 𝑈𝜖

2
, 𝑈𝜖

3
, 𝑉𝛿

1
, and 𝑉𝛿

2
,

which contain model parameters, are needed for the pricing
of the zero-coupon defaultable bond and simplify the estima-
tion procedure. See Fouque et al. [15] for a general reference.

In summary, from (16), the asymptotic analysis of the
zero-coupon defaultable bond price gives

𝑃
𝜖,𝛿

(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇)

≈ 𝑃
0,0

(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) + 𝑃
𝜖

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) + 𝑃

𝛿

0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) ,

𝑡 < 𝑇,

(50)

with the final condition 𝑃𝜖,𝛿(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇)|
𝑡=𝑇

= 1 and

𝑃
0,0

(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) = 𝑒
𝐹(𝑡,𝑇)−𝐵(𝑡,𝑇)𝑟−(1−𝑅)𝐶(𝑡,𝑇)𝜆

,

𝑃
𝜖

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) = 𝐺 (𝑡, 𝑇) 𝑒

𝐹(𝑡,𝑇)−𝐵(𝑡,𝑇)𝑟−(1−𝑅)𝐶(𝑡,𝑇)𝜆

,

𝑃
𝛿

0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) = 𝐻 (𝑡, 𝑇) 𝑒

𝐹(𝑡,𝑇)−𝐵(𝑡,𝑇)𝑟−(1−𝑅)𝐶(𝑡,𝑇)𝜆

,

(51)
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Table 1: Effect of the recovery rate.

Recovery rate (𝑅) 0.1 0.2 0.3 0.5 0.7 0.8
Fast scale factor 0.35 0.09 −0.11 −0.29 −0.27 −0.20
Slow scale factor −0.43 −0.26 −0.10 0.24 0.57 0.73
Multiple scale factors −0.10 −0.20 −0.21 −0.03 0.34 0.58

where 𝑃
0,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇), 𝑃𝜖

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇), and 𝑃𝛿

0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)

are given by (22), (30), and (42), respectively. In terms of
accuracy of the approximation, we refer to the error estimate
obtained by Papageorgiou and Sircar [8].

3.4. Numerical Results. In this subsection, we conclude our
paper with some sensitivity analyses of themodel parameters.
The parameter values used to obtain the results shown in
Table 1 are 𝑎 = 0.2, 𝑎 = 0.3,𝑈𝜖

1
= 0.01,𝑈𝜖

2
= −0.03, 𝑈𝜖

3
= 0.04,

𝑉𝛿

1
= 0.02, 𝑉𝛿

2
= −0.03, 𝑡 = 0, and 𝑇 = 1. We calculate

the magnitude of mispricing with respect to the zero-coupon
defaultable bond as a percentage of the face value of the bond.
That is, we show that the zero-coupon defaultable bond tends
to be overpriced or underpriced in terms of the parameters
involved.The mispricing, as a percentage of the zero-coupon
defaultable bond price, caused by changes in the value of
the recovery rate is shown in Table 1. The second row shows
results when only the fast scale factor of the intensity (𝑉

𝛿

1
=

𝑉𝛿

2
= 0) is considered and the third row shows results

when only the slow scale factor (𝑈
𝜖

1
= 𝑈

𝜖

2
= 𝑈

𝜖

3
= 0) is

considered. The fourth row shows the results using multiple
scale factors. We can see from Table 1 that the mispricing of
the zero-coupon defaultable bondwith a fast scale factor does
not behave monotonically as the value of the recovery rate
increases, but the mispricing of the zero-coupon defaultable
bond with a slow scale factor monotonically increases with
the value of the recovery rate. Additionally, the mispricing of
the zero-coupon defaultable bond with multiple scale factors
does not behave monotonically as the value of the recovery
rate increases. From the above investigation, we note that the
mispricing of the zero-coupon defaultable bond takes various
forms depending on the recovery rate parameters involved.

Figures 1 and 2 show results for parameter values of 𝑎 =

0.2, 𝑎 = 0.3, 𝜎 = 0.1, 𝜎(𝑧) = 0.15, �̆�2(𝑧) = 0.18, 𝜌
𝑟𝜆

= −0.2,
𝑈𝜖

1
= −0.07, 𝑈𝜖

2
= 0.01, 𝑈𝜖

3
= −0.06, 𝑉𝛿

1
= 0.01, 𝑉𝛿

2
= −0.04,

𝑟 = 0.15, 𝜆 = 0.13, 𝑡 = 0, 𝑇 = 10, and 𝑅 = 0.4. These figures
illustrate the defaultable bond price and the corresponding
yield curve, respectively. Figures 1 and 2 have two types
of curve. Case 1 corresponds to constant volatility in the
intensity process, whereas Case 2 contains both fast and
slow scale factors. Figure 1 shows that the defaultable bond
prices with stochastic intensity become higher than those
with constant volatility as the time to maturity increases.
In addition, the hump-shaped yield curve, which matches
those in structural models [10], appears in Case 2 in Figure 2.
That is, the multiple time scales have both quantitative and
qualitative effects. Hence, Figures 1 and 2 show the significant
effect of multiple time scales in the stochastic intensity on
both defaultable bond prices and yields.
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Figure 1: Defaultable bond prices (source: KIS Pricing).
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Figure 2: Yield curves (source: KIS Pricing).

4. Credit Default Swap and Bond Option

In this section, we derive a formula for the CDS rate and
obtain another formula for options when the underlying
asset is a zero-coupon defaultable bond using the results of
Section 3.
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4.1. Credit Default Swap

4.1.1. Preliminaries. A CDS is a bilateral contract in which
one party (the protection buyer) pays a periodic, fixed
premium to another (the protection seller) for protection
related to credit events on a reference entity. If a credit event
occurs, the protection seller is obliged to make a payment
to the protection buyer to compensate him for any losses
that he might otherwise incur. Then, the credit risk of the
reference entity is transferred from the protection buyer to
the protection seller. In particular, Ma and Kim [6] studied
the problem of default correlation when the reference entity
and the protection seller can default simultaneously. We
assume the following.

(i) We consider a forward CDS rate, valuable after some
initial time 𝑡

0
with 0 ≤ 𝑡

0
< 𝑡

1
, to use the results of

Section 3.
(ii) Let 𝑇 be the time-to-maturity of a forward CDS

contract, 𝑡
1
< ⋅ ⋅ ⋅ < 𝑡

𝑁
= 𝑇 the premium payment

dates, andT = (𝑡
1
, . . . , 𝑡

𝑁
) the payment tenor.

(iii) We assume that, in a credit event, the bond recovers
a proportion 𝑅 of its face value, and the protection
seller provides the remaining proportion 1 − 𝑅 to the
protection buyer.

(iv) If the settlement takes place at a coupon date fol-
lowing the credit event occurring to the reference
entity, then we do not take into account this accrued
premium payment.

For a detailed explanation, refer to O’Kane and Turnbull [18].
Let us denote by 𝐶(𝑡, 𝑡

0
;T) the price of the forward CDS

rate. Note that the spread of a CDS rate is given by the spread
of a forward CDS when 𝑡

0
= 𝑡. Let us first consider the

case of the protection buyer. The premium leg is the series
of payments of the forward CDS rate until maturity or until
the first credit event 𝜏. Let us denote by𝐶𝑝𝑏(𝑡, 𝑡

0
;T) the price

of the protection buyer paying 1
(𝜏>𝑡)

at time 𝑡.This is given by

𝐶
𝑝𝑏

(𝑡, 𝑡
0
;T)

= 𝐶 (𝑡, 𝑡
0
;T)

×

𝑁

∑
𝑛=1

𝐸
∗

[𝑒
−∫

𝑡𝑛

𝑡
(𝑟𝑠+𝜆𝑠)𝑑𝑠 | 𝑟

𝑡
= 𝑟, 𝜆

𝑡
= 𝜆, 𝑦

𝑡
= 𝑦, 𝑧

𝑡
= 𝑧] .

(52)

Note that the payment made by the protection buyer is zero
if 𝜏 ≤ 𝑡. Here, we can easily solve (52) using the results of
Section 3 when 𝑅 = 0 (zero recovery). On the other hand, the
price 𝐶

𝑝𝑠(𝑡, 𝑡
0
;T) demanded by the protection seller at the

credit event time 𝜏 is given by

𝐶
𝑝𝑠

(𝑡, 𝑡
0
;T)

= (1 − 𝑅) 𝐸
∗

× [∫
𝑡𝑁

𝑡0

𝑒
−∫

𝑢

𝑡
(𝑟𝑠+𝜆𝑠)𝑑𝑠𝜆

𝑢
𝑑𝑢 | 𝑟

𝑡
= 𝑟, 𝜆

𝑡
= 𝜆, 𝑦

𝑡
= 𝑦, 𝑧

𝑡
= 𝑧] ,

(53)

with 𝑡 < 𝜏. Note that the payment demanded by the
protection seller is zero if 𝜏 ≤ 𝑡. Finally, from the no-arbitrage
condition, based on the pricing of each counterparty’s posi-
tion by substituting (52) and (53), we obtain the forward CDS
rate 𝐶(𝑡, 𝑡

0
;T) as follows:

𝐶 (𝑡, 𝑡
0
;T)

= (1 − 𝑅)

×
𝐸∗ [∫

𝑡𝑁

𝑡0

𝑒−∫
𝑢

𝑡
(𝑟𝑠+𝜆𝑠)𝑑𝑠𝜆

𝑢
𝑑𝑢 | 𝑟

𝑡
=𝑟, 𝜆

𝑡
=𝜆, 𝑦

𝑡
=𝑦, 𝑧

𝑡
= 𝑧]

∑
𝑁

𝑛=1
𝐸∗ [𝑒−∫

𝑡𝑛

𝑡
(𝑟𝑠+𝜆𝑠)𝑑𝑠 | 𝑟

𝑡
= 𝑟, 𝜆

𝑡
= 𝜆, 𝑦

𝑡
= 𝑦, 𝑧

𝑡
= 𝑧]

.

(54)

Now, we will calculate (53) using the asymptotic analysis.

4.1.2. Asymptotic Analysis of the CDS Rate. For the protection
seller payment, we put

�̆� (𝑡, 𝑟, 𝜆, 𝑦; 𝑇)

= 𝐸
∗

[∫
𝑇

𝑡

𝑒
−∫

𝑢

𝑡
(𝑟𝑠+𝜆𝑠)𝑑𝑠𝜆

𝑢
𝑑𝑢 | 𝑟

𝑡
= 𝑟, 𝜆

𝑡
= 𝜆, 𝑦

𝑡
= 𝑦, 𝑧

𝑡
= 𝑧] ,

(55)

and then

𝐶
𝑝𝑠

(𝑡, 𝑡
0
;T) = �̆� (𝑡, 𝑟, 𝜆, 𝑦; 𝑇) − �̆� (𝑡, 𝑟, 𝜆, 𝑦; 𝑡

0
) . (56)

Using the four-dimensional Feynman-Kac formula, we have
the Kolmogorov PDE

L
𝑝𝑠

�̆� (𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇) + 𝜆 = 0, 𝑡 < 𝑇,

�̆�(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇)
𝑡=𝑇

= 0,
(57)

where

L
𝑝𝑠

:=
1

𝜖
L

0
+

1

√𝜖
L

1
+L

𝑝𝑠

2
+ √𝛿M

1
+ 𝛿M

2
+ √

𝛿

𝜖
M

3
,

L
𝑝𝑠

2
=

𝜕

𝜕𝑡
+ (𝜃

𝑡
− 𝑎𝑟)

𝜕

𝜕𝑟
+ (𝜃

𝑡
− 𝑎𝜆)

𝜕

𝜕𝜆
+
1

2
𝜎
2
𝜕2

𝜕𝑟2

+
1

2
𝑓
2

(𝑦)
𝜕2

𝜕𝜆2
+ 𝜎𝑓 (𝑦) 𝜌

𝑟𝜆

𝜕2

𝜕𝑟𝜕𝜆
− (𝑟 + 𝜆) ,

(58)

where L
0
, L

1
, M

1
, M

2
, and M

3
are defined in Section 3.

Here, the operatorL𝑝𝑠

2
is equal to the operatorL

2
when 𝑅 =

0.
Now, we use the notation �̆�

𝑖,𝑗
for the 𝜖𝑖/2𝛿𝑗/2-order term

for 𝑖 = 0, 1, 2, . . . and 𝑗 = 0, 1, 2, . . .. We first expand with
respect to half-powers of 𝛿 and then for each of these terms
we expand with respect to half-powers of 𝜖. The expansion of
�̆�
𝜖,𝛿 is

�̆�
𝜖,𝛿

= �̆�
𝜖

0
+ √𝛿�̆�

𝜖

1
+ 𝛿�̆�

𝜖

2
+ ⋅ ⋅ ⋅ ,

�̆�
𝜖

𝑘
= �̆�

0,𝑘
+ √𝜖�̆�

1,𝑘
+ 𝜖�̆�

2,𝑘
+ 𝜖

3/2

�̆�
3,𝑘

+ ⋅ ⋅ ⋅ ,

(59)
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for 𝑘 = 0, 1, 2, . . .. The expansion (59) leads to the leading-
order term �̆�𝜖

0
and the next-order term �̆�𝜖

1
is defined by

(
1

𝜖
L

0
+

1

√𝜖
L

1
+L

𝑝𝑠

2
) �̆�

𝜖

0
= 0, 𝑡 < 𝑇, (60)

with the terminal condition �̆�𝜖

0
(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇)|

𝑡=𝑇
= 0 and

(
1

𝜖
L

0
+

1

√𝜖
L

1
+L

𝑝𝑠

2
) �̆�

𝜖

1
= (M

1
+

1

√𝜖
M

3
) �̆�

𝜖

0
, 𝑡 < 𝑇,

(61)

with the terminal condition �̆�
𝜖

1
(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇)|

𝑡=𝑇
= 0,

respectively. We insert 𝑘 = 0 in (59) as

�̆�
𝜖

0
= �̆�

0,0
+ √𝜖�̆�

1,0
+ 𝜖�̆�

2,0
+ 𝜖

3/2

�̆�
3,0

+ ⋅ ⋅ ⋅ . (62)

Applying the expanded solution (62) to (60) leads to

1

𝜖
L

0
�̆�
0,0

+
1

√𝜖
(L

0
�̆�
1,0

+L
1
�̆�
0,0
)

+ (L
0
�̆�
2,0

+L
1
�̆�
1,0

+L
𝑝𝑠

2
�̆�
0,0
)

+ √𝜖 (L
0
�̆�
3,0

+L
1
�̆�
2,0

+L
𝑝𝑠

2
�̆�
1,0
) + ⋅ ⋅ ⋅ = 0.

(63)

Using similar processes as in Section 3, we will calculate the
leading-order term �̆�

0,0
and the first perturbation term �̆�

1,0
.

That is, we let

⟨L
𝑝𝑠

2
⟩ �̆�

0,0
+ 𝜆 = 0, (64)

with the terminal condition �̆�
0,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)|

𝑡=𝑇

= 0 and

⟨L
𝑝𝑠

2
⟩ �̆�

𝜖

1,0
= A

𝑝𝑠

�̆�
0,0
, �̆�

𝜖

1,0
:= √𝜖�̆�

1,0
,

A
𝑝𝑠

:=
1

√𝛼
⟨L

1
L

−1

0
(L

𝑝𝑠

2
− ⟨L

𝑝𝑠

2
⟩)⟩ ,

(65)

with the terminal condition �̆�𝜖

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)|

𝑡=𝑇

= 0.
Let �̆�

0,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) be equal to the leading-order term

𝑃
0,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) in (22) with zero recovery; that is,

�̆�
0,0

(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) = 𝑒
𝐹(𝑡,𝑇)−𝐵(𝑡,𝑇)𝑟−𝐶(𝑡,𝑇)𝜆

, (66)

where 𝐵(𝑡, 𝑇),𝐶(𝑡, 𝑇), and 𝐹(𝑡, 𝑇) are given by (23).Then, the
solution of the inhomogeneous PDE (64) is given by

�̆�
0,0

(𝑡, 𝑟, 𝜆, 𝑧; 𝑇) = 𝜆∫
𝑇

𝑡

𝑃
0,0

(𝑠, 𝑟, 𝜆, 𝑧; 𝑇) 𝑑𝑠, (67)

with the terminal condition �̆�
0,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)|

𝑡=𝑇

= 0 and the
solution of the PDE (65) is given by

�̆�
𝜖

1,0
(𝑡, 𝑟, 𝜆; 𝑇)

= 𝜆∫
𝑇

𝑡

∫
𝑇

𝑠

[𝑈
𝜖

1
{𝐵 (𝑠, ℎ) 𝐶

2

(𝑠, ℎ)} + 𝑈
𝜖

2
{𝐵

2

(𝑠, ℎ) 𝐶 (𝑠, ℎ)}

+𝑈
𝜖

3
{𝐶

3

(𝑠, ℎ)}] �̆�
0,0

(𝑠, 𝑟, 𝜆, 𝑧; ℎ) 𝑑ℎ 𝑑𝑠,

(68)

where 𝑈𝜖

1
, 𝑈𝜖

2
, and 𝑈𝜖

3
are given by (30). Also, we insert 𝑘 = 1

in (59) as

�̆�
𝜖

1
= �̆�

0,1
+ √𝜖�̆�

1,1
+ 𝜖�̆�

2,1
+ 𝜖

3/2

�̆�
3,1

+ ⋅ ⋅ ⋅ . (69)

Substituting the expansions (62) and (69) into (61), we get

1

𝜖
L

0
�̆�
0,1

+
1

√𝜖
(L

0
�̆�
1,1

+L
1
�̆�
0,1
)

+ (L
0
�̆�
2,1

+L
1
�̆�
1,1

+L
𝑝𝑠

2
�̆�
0,1
)

+ √𝜖 (L
0
𝑃
3,1

+L
1
�̆�
2,1

+L
𝑝𝑠

2
�̆�
1,1
) + ⋅ ⋅ ⋅

=
1

√𝜖
M

3
�̆�
0,0

+ (M
1
�̆�
0,0

+M
3
�̆�
1,0
)

+ √𝜖 (M
1
�̆�
1,0

+M
3
�̆�
2,0
) + ⋅ ⋅ ⋅ .

(70)

Using similar processes as in Section 3, we will calculate the
first perturbation term �̆�𝛿

0,1
. That is, we let

⟨L
𝑝𝑠

2
⟩ �̆�

𝛿

0,1
= √𝛿M

1
�̆�
0,0
, �̆�

𝛿

0,1
:= √𝛿�̆�

0,1
, (71)

with the terminal condition �̆�
𝛿

0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)|

𝑡=𝑇

= 0. Then,
the solution of the PDE (71) is given by

�̆�
𝛿

0,1
(𝑡, 𝑟, 𝜆; 𝑇)

= 𝜆∫
𝑇

𝑡

∫
𝑇

𝑠

(𝑉
𝛿

1
𝐵 (𝑠, ℎ) + 𝑉

𝛿

2
𝐶 (𝑠, ℎ))

× �̆�
0,0

(𝑠, 𝑟, 𝜆, 𝑧; ℎ) 𝑑ℎ 𝑑𝑠,

(72)

with the terminal condition �̆�𝛿

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇)|

𝑡=𝑇

= 0, where
𝑉𝛿

1
and 𝑉𝛿

2
are given by (43). Therefore, combining (67),

(68), and (72), we derive an asymptotic expression for the
protection seller, which is given by

�̆�
𝑝𝑠

(𝑡, 𝑟, 𝜆, 𝑦; 𝑇)

≈ �̆�
0,0

(𝑡, 𝑟, 𝜆; 𝑇) + �̆�
𝜖

1,0
(𝑡, 𝑟, 𝜆; 𝑇) + �̆�

𝛿

0,1
(𝑡, 𝑟, 𝜆; 𝑇) .

(73)

4.2. Bond Option Pricing. We use 𝑇 and 𝑇
0
, 𝑡 ≤ 𝑇

0
< 𝑇,

to denote the maturity of the zero-coupon defaultable bond
and the maturity of the option written on that zero-coupon
defaultable bond, respectively. We assume that the option
becomes invalid when a credit event occurs before 𝑇

0
. Then,

the option price with the fractional recovery assumption,
denoted by𝑋(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇

0
, 𝑇), is given by

𝑋(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇
0
, 𝑇)

= 𝐸
∗

[𝑒
−∫

𝑇0

𝑡
𝑟𝑠𝑑𝑠𝑙 (𝑃 (𝑇

0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑦

𝑇0
, 𝑧

𝑇0
; 𝑇)) | 𝑟

𝑡
= 𝑟,

𝜆
𝑡
= 𝜆, 𝑦

𝑡
= 𝑦, 𝑧

𝑡
= 𝑧] ,

(74)
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under risk-neutral probability 𝑃∗, where the bond price
𝑃(𝑇

0
, 𝑟
𝑇0
, 𝜆

𝑇0
,𝑦
𝑇0
, 𝑧

𝑇0
; 𝑇) is

𝑃 (𝑇
0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑦

𝑇0
, 𝑧

𝑇0
; 𝑇)

= 𝐸
∗

[𝑒
−∫

𝑇

𝑇0

(𝑟𝑠+(1−𝑅)𝜆𝑠)𝑑𝑠 | 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑦

𝑇0
, 𝑧

𝑇0
] ,

(75)

and 𝑙(𝑃(𝑇
0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑦

𝑇0
, 𝑧

𝑇0
; 𝑇)) is the payoff function of the

option at time 𝑇
0
. Here, for simplicity, we assume that the

payoff function 𝑙 is at best linearly growing at infinity and is
smooth. In fact, the nonsmoothness assumption on 𝑙 can be
treated by a nontrivial regularization argument, as presented
in Fouque et al. [19].

From the four-dimensional Feynman-Kac formula, we
obtain 𝑋(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇

0
, 𝑇) as a solution of the Kolmogorov

PDE

𝜕𝑋

𝜕𝑡
+ (𝜃

𝑡
− 𝑎𝑟)

𝜕𝑋

𝜕𝑟
+
1

2
𝜎
2
𝜕
2

𝑋

𝜕𝑟2
+ (𝜃

𝑡
− 𝑎𝜆)

𝜕𝑋

𝜕𝜆

+
1

2
𝑓
2

(𝑦, 𝑧)
𝜕
2

𝑋

𝜕𝜆2
+
1

𝜖
(𝑚 − 𝑦)

𝜕𝑋

𝜕𝑦
+
]2

𝜖

𝜕
2

𝑋

𝜕𝑦2
+ 𝛿𝑔 (𝑧)

𝜕𝑋

𝜕𝑧

+
1

2
𝛿ℎ

2

(𝑧)
𝜕2𝑋

𝜕𝑧2
+ 𝜌

𝑟𝜆
𝜎𝑓 (𝑦, 𝑧)

𝜕2𝑋

𝜕𝑟𝜕𝜆
+ 𝜌

𝑟𝑦
𝜎
]√2

√𝜖

𝜕2𝑋

𝜕𝑟𝜕𝑦

+ 𝜌
𝑟𝑧
𝜎√𝛿ℎ (𝑧)

𝜕2𝑋

𝜕𝑟𝜕𝑧
+ 𝜌

𝜆𝑦
𝑓 (𝑦, 𝑧)

]√2

√𝜖

𝜕2𝑃

𝜕𝜆𝜕𝑦

+ 𝜌
𝜆𝑧
𝑓 (𝑦, 𝑧)√𝛿ℎ (𝑧)

𝜕2𝑋

𝜕𝜆𝜕𝑧
+ 𝜌

𝑦𝑧

]√2

√𝜖
√𝛿ℎ (𝑧)

𝜕2𝑋

𝜕𝑦𝜕𝑧

− {𝑟 + (1 − 𝑅) 𝜆}𝑋 = 0,

(76)

with the final condition 𝑋(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇
0
, 𝑇)|

𝑡=𝑇0

= 𝑙(𝑃(𝑇
0
,

𝑟
𝑇0
,𝜆

𝑇0
, 𝑦

𝑇0
, 𝑧

𝑇0
; 𝑇)). Hence, keeping the notation used in the

pricing of zero-coupon defaultable bonds with fractional
recovery in Section 3, but with a different terminal condition,
the option price 𝑋(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇

0
, 𝑇) contains the Feynman-

Kac formula problems:

L𝑋(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇
0
, 𝑇) = 0, 𝑡 < 𝑇

0
,

𝑋(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇
0
, 𝑇)

𝑡=𝑇0
= 𝑙 (𝑃 (𝑇

0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑦

𝑇0
, 𝑧

𝑇0
; 𝑇)) ,

(77)

with

𝑋 = 𝑋
𝜖

0
+ √𝛿𝑋

𝜖

1
+ 𝛿𝑋

𝜖

2
+ ⋅ ⋅ ⋅ ,

𝑋
𝜖

𝑘
= 𝑋

0,𝑘
+ √𝜖𝑋

1,𝑘
+ 𝜖𝑋

2,𝑘
+ 𝜖

3/2

𝑋
3,𝑘

+ ⋅ ⋅ ⋅ ,

(78)

for 𝑘 = 0, 1, 2 . . .. Using the assumed smoothness of the payoff
function 𝑙, the terminal condition (77) can be expanded as
follows:

𝑋(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇
0
, 𝑇)

𝑡=𝑇0

= 𝑙 (𝑃
0,0

(𝑇
0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑦

𝑇0
, 𝑧

𝑇0
; 𝑇))

(79)

+ 𝑃
𝜖

1,0
(𝑇

0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑦

𝑇0
, 𝑧

𝑇0
; 𝑇)

× 𝑙


(𝑃
0,0

(𝑇
0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑦

𝑇0
, 𝑧

𝑇0
; 𝑇))

(80)

+ 𝑃
𝛿

0,1
(𝑇

0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑦

𝑇0
, 𝑧

𝑇0
; 𝑇)

× 𝑙


(𝑃
0,0

(𝑇
0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑦

𝑇0
, 𝑧

𝑇0
; 𝑇)) ,

(81)

where 𝑃
0,0
, 𝑃𝜖

1,0
, and 𝑃

𝛿

0,1
are given by (22), (30), and (42),

respectively. Using a similar argument as in Section 3, the
terms of order 1/𝜖 and 1/√𝜖 have 𝑦-independence in 𝑋

0,0
,

𝑋
1,0
, and 𝑋

0,1
. The order-1 terms give a Poisson equation in

𝑋
2,0
, with which the solvability condition ⟨L

2
⟩𝑋

0,0
= 0 is

satisfied. From the solution calculated in Section 3.1, we have

𝑋
0,0

(𝑡, 𝑟, 𝜆, 𝑧; 𝑇
0
, 𝑇)

= 𝐸
∗

[𝑒
−∫

𝑇0

𝑡
𝑟𝑠𝑑𝑠ℎ (𝑃

0,0
(𝑇

0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑧

𝑇0
; 𝑇)) | 𝑟

𝑡
= 𝑟,

𝜆
𝑡
= 𝜆, 𝑧

𝑡
= 𝑧] ,

(82)

with the terminal condition (79), where
𝑃
0,0
(𝑇

0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑧

𝑇0
; 𝑇) is given by (22) at time 𝑡 = 𝑇

0
.

The order-√𝜖 terms give a Poisson equation in 𝑋
3,0
, with

which the solvability condition ⟨L
1
𝑋
2,0

+ L
2
𝑋
1,0
⟩ = 0. If

we put𝑋𝜖

1,0
= √𝜖𝑋

1,0
, then this solvability condition leads to

the PDE

⟨L
2
⟩𝑋

𝜖

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇

0
, 𝑇) = √𝜖A

𝜖

𝑋
0,0

(𝑡, 𝑟, 𝜆, 𝑧; 𝑇
0
, 𝑇) ,

𝑡 < 𝑇
0
,

(83)

with the terminal condition (80), where the infinitesimal
operator A𝜖 is given by (35). Hence, by applying the
Feynman-Kac formula to (82) and (83), we get the following
probabilistic representation of the first perturbation term:

𝑋
𝜖

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇

0
, 𝑇)

= 𝐸
∗

[𝑒
−∫

𝑇0

𝑡
𝑟𝑠𝑑𝑠𝑃

𝜖

1,0
(𝑇

0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑧

𝑇0
; 𝑇)

× 𝑙


(𝑃
0,0

(𝑇
0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑧

𝑇0
; 𝑇))

− ∫
𝑇0

𝑡

𝑒
−∫

𝑢

𝑡
𝑟𝑠𝑑𝑠A

𝜖

𝑋
0,0

× (𝑢, 𝑟
𝑢
, 𝜆

𝑢
, 𝑧

𝑢
; 𝑇

0
, 𝑇) 𝑑𝑢 | 𝑟

𝑡
=𝑟, 𝜆

𝑡
=𝜆, 𝑍

𝑡
= 𝑧] .

(84)
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The order-√𝛿 terms give a Poisson equation𝑋
2,1
, with which

the solvability condition ⟨L
2
𝑋
0,1
⟩ = ⟨A𝛿𝑋

0,0
⟩. If we put

𝑋𝛿

0,1
:= √𝛿𝑋

0,1
, then this solvability condition leads to the

PDE

⟨L
2
⟩𝑋

𝛿

0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇

0
, 𝑇) = √𝛿A

𝛿

𝑋
0,0

(𝑡, 𝑟, 𝜆, 𝑧; 𝑇
0
, 𝑇) ,

𝑡 < 𝑇
0
,

(85)

where the operator A𝛿 is obtained by (46). Hence, by
applying the Feynman-Kac formula to (82) and (85), we
have the following probabilistic representation of the first
perturbation term:

𝑋
𝛿

0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇

0
, 𝑇)

= 𝐸
∗

[𝑒
−∫

𝑇0

𝑡
𝑟𝑠𝑑𝑠𝑃

𝛿

0,1
(𝑇

0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑧

𝑇0
; 𝑇)

× 𝑙


(𝑃
0
(𝑇

0
, 𝑟
𝑇0
, 𝜆

𝑇0
, 𝑧

𝑇0
; 𝑇))

− ∫
𝑇0

𝑡

𝑒
−∫

𝑢

𝑡
𝑟𝑠𝑑𝑠A

𝛿

𝑋
0,0

× (𝑢, 𝑟
𝑢
, 𝜆

𝑢
, 𝑧

𝑢
; 𝑇

0
, 𝑇) 𝑑𝑢 | 𝑟

𝑡
= 𝑟, 𝜆

𝑡
= 𝜆, 𝑧

𝑡
= 𝑧] .

(86)

In summary, we have an asymptotic expression for the
zero-coupon defaultable bond option price with fractional
recovery, which is given by

𝑋(𝑡, 𝑟, 𝜆, 𝑦, 𝑧; 𝑇
0
, 𝑇)

≈ 𝑋
0,0

(𝑡, 𝑟, 𝜆, 𝑧; 𝑇
0
, 𝑇) + 𝑋

𝜖

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇

0
, 𝑇)

+ 𝑋
𝛿

0,1
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇

0
, 𝑇) ,

(87)

where 𝑋
0,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇

0
, 𝑇), 𝑋𝜖

1,0
(𝑡, 𝑟, 𝜆, 𝑧; 𝑇

0
, 𝑇), and 𝑋𝛿

0,1
(𝑡, 𝑟,

𝜆, 𝑧; 𝑇
0
, 𝑇) are given by (82), (84), and (86), respectively.

5. Final Remarks

In this paper, we have studied the effect of applying stochastic
volatility to the default intensity in zero-coupon defaultable
bonds. To model this, we considered the correlated Hull and
Whitemodel, developed by Tchuindjo [7], withmultiple time
scales in the stochastic volatility of the intensity process.
Using asymptotic analysis, we obtained approximate solu-
tions to price zero-coupon defaultable bonds, credit default
swap rates, and bond options when 𝜖 and 𝛿 are indepen-
dently small parameters. To understand multiple time scales,
we provided numerical examples to price the zero-coupon
defaultable bonds as well as the yield curve. This showed
how these multiple time scales can have both quantitative
and qualitative effects. In future work, we will provide an
efficient tool for calibrating the zero-coupon defaultable bond
intensity models from market yield spreads.
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