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#### Abstract

We introduce two new spectral wavelets algorithms for solving linear and nonlinear fractional-order Riccati differential equation. The suggested algorithms are basically based on employing the ultraspherical wavelets together with the tau and collocation spectral methods. The main idea for obtaining spectral numerical solutions depends on converting the differential equation with its initial condition into a system of linear or nonlinear algebraic equations in the unknown expansion coefficients. For the sake of illustrating the efficiency and the applicability of our algorithms, some numerical examples including comparisons with some algorithms in the literature are presented.


## 1. Introduction

The fractional calculus deals with derivatives and integrals to an arbitrary order (real or complex order). Fractional ordinary differential equations are crucial in many fields. For example, many physical phenomena in acoustics, damping laws and electroanalytical chemistry, neuron modeling, diffusion processing, and material sciences (see, e.g., [1-3]) are described by differential equations of fractional order.

The use of fractional differential and integral operators in mathematical models has gained great importance in recent years. Several forms of fractional differential equations have been proposed in standard models, and there has been significant interest in developing numerical schemes for their solutions. There are numerous methods that deal with these types of equations; some of these methods are Laplace transform [4], Adomian decomposition method (ADM) [5], variational iteration method (VIM) [6], fractional difference method (FDM) [7], a quadrature tau method [8], and a shifted Jacobi spectral method [9].

Spectral methods are a class of techniques used extensively in various fields such as applied mathematics and scientific computing (see, e.g., [10-12]). These methods aim to find numerical solutions to different kinds of differential equations. They are used in solving ordinary, partial, and
fractional differential equations. When spectral methods are used, the numerical solution is assumed as an expansion in terms of certain special functions which are called "basis functions." A great advantage of spectral methods is that they take on a global approach unlike finite element methods which use a local approach. There are three well-known versions of spectral methods, namely, tau, collocation, and Galerkin methods (see, e.g., [13]). The choice of the suitable spectral method suggested for solving the given equation depends certainly on the type of the differential equation and on the type of the boundary conditions governed by it.

The ultraspherical polynomials have received considerable attention in recent decades, from both theoretical and practical points of view (see, e.g., [14]). Some authors are interested in employing these polynomials for solving various kinds of differential equations. In this respect, Elgindy and Smith-Miles in [15] treated boundary value problems and integral and integrodifferential equations using ultraspherical integration matrices. Moreover, Doha and Abd-Elhameed employed ultraspherical polynomials for solving one- and two-dimensional second-order differential equations [16]. In addition, the same authors in [17] developed some accurate spectral solutions for the parabolic and elliptic partial differential equations based on the ultraspherical tau method.

The use of wavelets in solving ordinary and fractional differential equations has attracted a large number of authors. For example, in a huge number of articles, Legendre and Chebyshev wavelets are employed for treating ordinary differential equations as well as fractional differential equations (see, e.g., [18-20]). To the best of our knowledge, no articles deal with the application of ultraspherical wavelets in handling fractional-order differential equations. This motivates our interest in such kind of wavelets hoping to employ them in various practical applications. Another motivation is that the Chebyshev and Legendre wavelets can be deduced as special cases of the ultraspherical wavelets.

The fractional-order Riccati differential equation is one of the important fractional-order differential equations. This equation has applications in various disciplines, such as random processes, optimal control, and diffusion problems. We refer the interested readers in the fundamental theories of this equation and its applications to the book of Reid [21].

The main objective in this paper is to introduce two efficient spectral algorithms based on using ultraspherical wavelets for solving fractional-order Riccati differential equation. The two algorithms, namely, ultraspherical wavelets tau method (UWTM) and ultraspherical wavelets collocation method (UWCM), are implemented and presented for handling both of linear and nonlinear fractional-order Riccati differential equations.

The paper is organized as follows. Section 2 is concerned with presenting some necessary definitions and mathematical preliminaries of the fractional calculus theory which are required for establishing our results. Also, in this section, some properties of ultraspherical polynomials and their shifted ones are presented. Section 3 is devoted to constructing the ultraspherical wavelets. In Section 4, some new spectral wavelets solutions for fractional-order Riccati differential equations are developed based on employing the ultraspherical wavelets which were constructed in Section 3. In Section 5, the convergence of the suggested ultraspherical wavelets expansion is carefully investigated. Some numerical examples and discussions are given in Section 6 aiming to illustrate the efficiency, simplicity, and applicability of the suggested algorithms. Some conclusions are given in Section 7.

## 2. Preliminaries

2.1. Basic Definitions of Fractional Calculus. This section is concerned with presenting some notations, definitions, and preliminary facts of the fractional calculus theory which will be useful throughout this paper.

Definition 1. The Riemann-Liouville fractional integral operator $I^{\alpha}$ of order $\alpha$ on the usual Lebesgue space $L^{1}[0,1]$ is defined as

$$
I^{\alpha} f(t)= \begin{cases}\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} f(\tau) d \tau, & \alpha>0 \\ f(t), & \alpha=0\end{cases}
$$

The operator $I^{\alpha}$ has the following properties:
(i) $I^{\alpha} I^{\beta}=I^{\alpha+\beta}$,
(ii) $I^{\alpha} I^{\beta}=I^{\beta} I^{\alpha}$,
(iii) $\left(I^{\alpha} I^{\beta} f\right)(t)=\left(I^{\beta} I^{\alpha} f\right)(t)$,
(iv) $I^{\alpha}(t-a)^{\nu}=\frac{\Gamma(v+1)}{\Gamma(v+\alpha+1)}(t-a)^{\nu+\alpha}$,
where $f \in L^{1}[0,1], \alpha, \beta \geqslant 0$, and $v>-1$.
Definition 2. The Riemann-Liouville fractional derivative of order $\alpha>0$ is defined by

$$
\begin{equation*}
\left(D^{\alpha} f\right)(t)=\left(\frac{d}{d t}\right)^{n}\left(I^{n-\alpha} f\right)(t), \quad n-1 \leqslant \alpha<n, n \in \mathbb{N} \tag{3}
\end{equation*}
$$

The following well-known properties for the operator $D^{\alpha}$ are useful:

$$
\begin{gather*}
D^{\alpha} C=0, \quad C \text { is a constant, } \\
D^{\alpha} t^{\beta}= \begin{cases}0, & \text { for } \beta \in \mathbb{N}_{0}, \beta<\lceil\alpha\rceil \\
\frac{\Gamma(\beta+1)}{\Gamma(\beta+1-\alpha)} t^{\beta-\alpha}, & \text { for } \beta \in \mathbb{N}_{0}, \beta \geq\lceil\alpha\rceil\end{cases} \tag{4}
\end{gather*}
$$

where the ceiling notation $\lceil\alpha\rceil$ denotes the smallest integer greater than or equal to $\alpha$ and $\mathbb{N}_{0}=\{0,1,2, \ldots\}$. Recall that, for $\alpha \in \mathbb{N}$, the fractional-differential operator coincides with the usual differential operator of integer-order. Similar to integer-order differentiation, also $D^{\alpha}$ is a linear operator; that is,

$$
\begin{equation*}
D^{\alpha}(\lambda f(t)+\mu g(t))=\lambda D^{\alpha} f(t)+\mu D^{\alpha} g(t) \tag{5}
\end{equation*}
$$

where $\lambda$ and $\mu$ are constants.
Definition 3. The Caputo definition of fractional differential operator is given by

$$
\begin{array}{r}
\left(D_{*}^{\alpha} f\right)(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-\tau)^{n-\alpha-1} f^{(n)}(\tau) d \tau  \tag{6}\\
\alpha>0, \quad t>0
\end{array}
$$

where $n-1 \leqslant \alpha<n, n \in \mathbb{N}$.
The operator $D_{*}^{\alpha}$ satisfies the following two basic properties for $n-1 \leqslant \alpha<n$ :

$$
\begin{gather*}
\left(D_{*}^{\alpha} I^{\alpha} f\right)(t)=f(t) \\
\left(I^{\alpha} D_{*}^{\alpha} f\right)(t)=f(t)-\sum_{k=0}^{n-1} \frac{f^{(k)}\left(0^{+}\right)}{k!}(t-a)^{k}, \quad t>0 \tag{7}
\end{gather*}
$$

For more details on mathematical properties of fractional derivatives and integrals, see, for example, [4, 22].
2.2. Some Properties of Ultraspherical Polynomials and Their Shifted Ones. The ultraspherical polynomials (a special type of Jacobi polynomials) associated with the real parameter ( $\lambda>-1 / 2$ ) are a sequence of orthogonal polynomials defined on $(-1,1)$, with respect to the weight function $w(x)=(1-$ $\left.x^{2}\right)^{\lambda-1 / 2}$. The orthogonality relation is given by

$$
\begin{align*}
& \int_{-1}^{1}\left(1-x^{2}\right)^{\lambda-1 / 2} C_{m}^{(\lambda)}(x) C_{n}^{(\lambda)}(x) d x \\
& \quad= \begin{cases}\frac{\sqrt{\pi} n!\Gamma(\lambda+1 / 2)}{(2 \lambda)_{n}(n+\lambda) \Gamma(\lambda)}, & m=n \\
0, & m \neq n\end{cases} \tag{8}
\end{align*}
$$

where

$$
\begin{equation*}
(2 \lambda)_{n}=\frac{\Gamma(n+2 \lambda)}{\Gamma(2 \lambda)} \tag{9}
\end{equation*}
$$

It should be noted here that the ultraspherical polynomials $C_{n}^{(\lambda)}(x)$ are normalized such that $C_{n}^{(\lambda)}(1)=1$. This normalization is characterized by an advantage that the polynomials $C_{n}^{(0)}(x)$ are identical with the Chebyshev polynomials of the first kind $T_{n}(x), C_{n}^{(1 / 2)}(x)$ are the Legendre polynomials $L_{n}(x)$, and $C_{n}^{(1)}(x)$ is equal to $(1 /(n+1)) U_{n}(x)$, where $U_{n}(x)$ are the Chebyshev polynomials of the second kind.

The polynomials $C_{n}^{(\lambda)}(x)$ may be generated by using the recurrence relation

$$
\begin{array}{r}
(n+2 \lambda) C_{n+1}^{(\lambda)}(x)=2(n+\lambda) x C_{n}^{(\lambda)}(x)-n C_{n-1}^{(\lambda)}(x),  \tag{10}\\
n=1,2,3, \ldots
\end{array}
$$

with the initial values $C_{0}^{(\lambda)}(x)=1$ and $C_{1}^{(\lambda)}(x)=x$.
For more properties and relations of ultraspherical polynomials, see, for instance, [23].

The shifted ultraspherical polynomials $\widetilde{\mathrm{C}}_{n}^{(\lambda)}(x)=$ $C_{n}^{(\lambda)}(2 x-1)$ are a sequence of orthogonal polynomials defined on $(0,1)$, with respect to the weight function $\widetilde{w}(x)=\left(x-x^{2}\right)^{\lambda-1 / 2}$; that is,

$$
\begin{align*}
& \int_{0}^{1}\left(x-x^{2}\right)^{\lambda-1 / 2} \widetilde{C}_{m}^{(\lambda)}(x) \widetilde{C}_{n}^{(\lambda)}(x) d x \\
&= \begin{cases}\frac{\pi 2^{1-4 \lambda} \Gamma(n+2 \lambda)}{n!(n+\lambda)(\Gamma(\lambda))^{2}}, & m=n \\
0, & m \neq n\end{cases} \tag{11}
\end{align*}
$$

They also may be generated by using the recurrence relation

$$
\begin{array}{r}
(n+2 \lambda) \widetilde{C}_{n+1}^{(\lambda)}(x)=2(n+\lambda)(2 x-1) \widetilde{C}_{n}^{(\lambda)}(x)-n \widetilde{C}_{n-1}^{(\lambda)}(x), \\
n \tag{12}
\end{array}=1,2,3, \ldots,
$$

with the initial values $\widetilde{C}_{0}^{(\lambda)}(x)=1$ and $\widetilde{C}_{1}^{(\lambda)}(x)=2 x-1$.
All relations and properties of ultraspherical polynomials can be easily transformed to give the corresponding relations and properties of the shifted ultraspherical polynomials.

Now, the following integral formula (see [23]) is needed:

$$
\begin{equation*}
\int C_{n}^{(\lambda)}(x) w(x) d x=\frac{-2 \lambda\left(1-x^{2}\right)^{\lambda+1 / 2}}{n(n+2 \lambda)} C_{n-1}^{(\lambda+1)}(x), \quad n \geqslant 1 \tag{13}
\end{equation*}
$$

Also, the following theorem is essential in investigating the convergence analysis for the suggested ultraspherical wavelets expansion.

Theorem 4 (Bernstein-type inequality; see [24]). The following inequality holds for ultraspherical polynomials:

$$
\begin{align*}
(\sin \theta)^{\lambda}\left|C_{n}^{(\lambda)}(\cos \theta)\right|< & \frac{2^{1-\lambda} \Gamma(n+3 \lambda / 2)}{\Gamma(\lambda) \Gamma(n+1+\lambda / 2)}  \tag{14}\\
0 & \leqslant \theta \leqslant \pi, \quad 0<\lambda<1
\end{align*}
$$

## 3. Construction of Ultraspherical Wavelets

Wavelets constitute a family of functions constructed from dilation and translation of single function called the mother wavelet. When the dilation parameter $a$ and the translation parameter $b$ vary continuously, we have the following family of continuous wavelets:

$$
\begin{equation*}
\psi_{a, b}(t)=|a|^{-1 / 2} \psi\left(\frac{t-b}{a}\right) \quad a, b \in \mathbb{R}, a \neq 0 \tag{15}
\end{equation*}
$$

We define the ultraspherical wavelets $\psi_{n m}^{(\lambda)}(t)=\psi(k, n, m, \lambda, t)$ as they have five arguments: $k, n$ can be assumed to be any positive integer, $m$ is the order for the ultraspherical polynomial, $\lambda$ is the known ultraspherical parameter, and $t$ is the normalized time. Explicitly, they are defined on the interval $[0,1]$ as
$\psi_{n m}^{(\lambda)}(t)= \begin{cases}2^{k / 2} \xi_{m} C_{m}^{(\lambda)}\left(2^{k-1} t-n+1\right), & t \in\left[\frac{n-1}{2^{k-1}}, \frac{n}{2^{k-1}}\right], \\ 0, & \text { otherwise },\end{cases}$
where $m=0,1, \ldots, M-1, n=1,2, \ldots, 2^{k-1}$, and

$$
\begin{equation*}
\xi_{m}=2^{\lambda} \Gamma(\lambda) \sqrt{\frac{m!(m+\lambda)}{2 \pi \Gamma(m+2 \lambda)}} \tag{17}
\end{equation*}
$$

Remark 5. It is worth noting here that $\psi_{n m}^{(1 / 2)}(t)$ is identical to Legendre wavelets $[25,26], \psi_{n m}^{(0)}(t)$ is identical to first kind Chebyshev wavelets [27,28], and $\psi_{n m}^{(1)}(t)$ is identical to second kind Chebyshev wavelets [29, 30].

Now, consider a function $f(t)$ defined on $[0,1]$ and suppose that $f(t)$ may be expanded in terms of the ultraspherical wavelets as

$$
\begin{equation*}
f(t)=\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{n m} \psi_{n m}^{(\lambda)}(t) \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n m}=\left(f(t), \psi_{n m}^{(\lambda)}(t)\right)_{\widetilde{w}}=\int_{0}^{1}\left(t-t^{2}\right)^{\lambda-1 / 2} f(t) \psi_{n m}^{(\lambda)}(t) d t \tag{19}
\end{equation*}
$$

Also, we can assume that the function $f(t)$ can be approximated in terms of ultraspherical wavelets as

$$
\begin{equation*}
f(t) \approx \sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n m} \psi_{n m}^{(\lambda)}(t) \tag{20}
\end{equation*}
$$

## 4. Spectral Solutions of Fractional-Order Riccati Differential Equation

In this section, with the aid of the ultraspherical wavelets expansion together with the two well-known spectral methods, namely, tau and collocation methods, we numerically solve the following fractional-order Riccati differential equation:

$$
\begin{array}{r}
D^{\alpha} u(t)=p(t) u(t)^{2}+q(t) u(t)+r(t), \\
t \in(0,1), \quad 0<\alpha \leqslant 1 \tag{21}
\end{array}
$$

subject to the initial condition

$$
\begin{equation*}
u(0)=B \tag{22}
\end{equation*}
$$

The following lemma is needed for developing the wavelets solutions of fractional-order Riccati differential equation.

Lemma 6. The fractional derivative of order $\alpha \in(\nu-1, \nu)$ of the ultraspherical wavelets (16) is given by

$$
D^{\alpha} \psi_{n m}^{(\lambda)}(t)=\left\{\begin{array}{l}
\frac{2^{1+(\alpha-\nu+1 / 2) k} \xi_{m}}{\Gamma(\alpha-v)}\left(\frac{d}{d t}\right)^{\nu}  \tag{23}\\
\quad \times \int_{0}^{2^{k-1} t-n+1} \frac{\left(\widetilde{C}_{m}^{(\lambda)}(\tau)\right.}{\left(2^{k-1} t-n+1-\tau\right)^{\alpha-\nu+1}} d \tau \\
\quad t \in\left[\frac{n-1}{2^{k-1}}, \frac{n}{2^{k-1}}\right] \\
0, \quad \text { otherwise. }
\end{array}\right.
$$

Proof. The result can be immediately obtained by applying the operator defined in (3) on the ultraspherical wavelets $\psi_{n m}^{(\lambda)}(t)$ defined in (16).
4.1. Case I: Linear Fractional-Order Riccati Differential Equation. In this subsection, we consider (21) in case of $p(t)=0$; that is, our aim is to discuss the following fractional-order Riccati linear differential equation:

$$
\begin{equation*}
D^{\alpha} u(t)=q(t) u(t)+r(t), \quad t \in(0,1), 0<\alpha \leqslant 1, \tag{24}
\end{equation*}
$$

subject to the initial condition (22).
Now, assume that the approximate solution of (24) can be expanded in terms of the ultraspherical wavelets as

$$
\begin{equation*}
u_{k, M, \lambda}(t)=\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n m} \psi_{n m}^{(\lambda)}(t) \tag{25}
\end{equation*}
$$

and if we substitute (25) into (24), then the residual of this equation is given by

$$
\begin{equation*}
R(t)=\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n m}\left(D^{\alpha} \psi_{n m}^{(\lambda)}(t)-q(t) \psi_{n m}^{(\lambda)}(t)\right)-r(t) . \tag{26}
\end{equation*}
$$

The application of the typical tau method (see, e.g., [13]) implies that

$$
\begin{equation*}
\int_{0}^{1} R(t) \psi_{n m}^{(\lambda)}(t) d t=0, \quad(n, m) \in \Lambda, \tag{27}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda=\left\{1,2, \ldots, 2^{k-1}\right\} \times\{0,1, \ldots, M-1\}-\left\{\left(2^{k-1}, M-1\right)\right\} \tag{28}
\end{equation*}
$$

Moreover, the use of the initial condition (22) yields

$$
\begin{equation*}
\sum_{n=1}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n m} \psi_{n m}^{(\lambda)}(0)=B \tag{29}
\end{equation*}
$$

Equations (27) and (29) generate a set consisting of $\left(2^{k-1} M\right)$ equations in the unknown expansion coefficients, $\left\{c_{n m}: 1 \leq\right.$ $\left.n \leq 2^{k-1} ; 0 \leq m \leq M-1\right\}$. This system of equations can be solved with the aid of any suitable solver such as GaussSeidel method (see, [31]). Hence, the unknown components of the vector $C$ can be obtained, and accordingly the required spectral wavelets solution $u_{k, M, \lambda}(t)$ given by (25) can be obtained.
4.2. Case II: Nonlinear Fractional-Order Riccati Differential Equation. In this subsection, we aim to handle the following nonlinear fractional-order Riccati differential equation:

$$
\begin{array}{r}
D^{\alpha} u(t)=p(t) u(t)^{2}+q(t) u(t)+r(t) \\
t \in(0,1), \quad 0<\alpha \leqslant 1, \quad p(t) \neq 0, \tag{30}
\end{array}
$$

subject to the initial condition (22).
Assume that the approximate solution of (30) can be expanded in terms of the ultraspherical wavelets as in (25). Substitution of (25) into (30) enables one to write the residual of (30) as

$$
\begin{gather*}
R(t)=\sum_{n=0}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n m} D^{\alpha} \psi_{n m}^{(\lambda)}(t)-p(t)\left(\sum_{n=0}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n m} \psi_{n m}^{(\lambda)}(t)\right)^{2} \\
-q(t)\left(\sum_{n=0}^{2^{k-1}} \sum_{m=0}^{M-1} c_{n m} \psi_{n m}^{(\lambda)}(t)\right)-r(t) \tag{31}
\end{gather*}
$$

The application of the collocation method (see, e.g., [13]) implies that

$$
\begin{equation*}
R\left(t_{i}\right)=0, \quad i=1,2, \ldots, 2^{k-1} M-1 \tag{32}
\end{equation*}
$$

where the points $t_{i}, i=1,2, \ldots, 2^{k-1} M-1$ are selected to be the first $\left(2^{k-1} M-1\right)$ roots of $C_{2^{k-1} M}^{(\lambda)}(t)$. Equations (29) and (32) generate a set of $\left(2^{k-1} M\right)$ equations in the unknown expansion coefficients $\left\{c_{n m}: 1 \leq n \leq 2^{k-1} ; 0 \leq m \leq\right.$ $M-1\}$. This system of equations can be solved with the aid of Newton's iterative method (see [32]), to obtain the unknown components of the vector $C$, and hence the required spectral wavelets solution $u_{k, M, \lambda}(t)$ given by (25) can be obtained.

## 5. Convergence Analysis

In this section, we state and prove the following important theorem which ascertains that the ultraspherical wavelets expansion of a function $f(x)$ with bounded second derivative converges uniformly to $f(x)$.

Theorem 7. A function $f(t) \in L_{\widetilde{\omega}}^{2}[0,1], \widetilde{\omega}=\left(t-t^{2}\right)^{\lambda-1 / 2}$, $0<\lambda<1$, can be expanded as an infinite series of ultraspherical wavelets, which converges uniformly to $f(x)$, provided $\left|f^{\prime \prime}(t)\right| \leqslant L$. Explicitly, the expansion coefficients in (20) satisfy the inequality

$$
\begin{equation*}
\left|c_{n m}\right|<\frac{4 L(1+\lambda)^{2}(m+1+\lambda)^{2}}{(m-2)^{4} n^{5 / 2}}, \quad \forall n \geqslant 1, m>2 \tag{33}
\end{equation*}
$$

Proof. From relations (16) and (19), one can write

$$
\begin{align*}
c_{n m}= & 2^{k / 2} \xi_{m, \lambda} \\
& \times \int_{(n-1) / 2^{k-1}}^{n / 2^{k-1}} f(t) C_{m}^{(\lambda)}\left(2^{k} t-2 n-1\right) \omega\left(2^{k} t-n\right) d t, \tag{34}
\end{align*}
$$

and the integration of the right hand side of (34) by parts with the aid of relation (13) yields

$$
\begin{align*}
c_{n m}= & \frac{2^{(6-k) / 2} \lambda \xi_{m, \lambda}}{m(m+2 \lambda)} \\
& \times \int_{(n-1) / 2^{k-1}}^{n / 2^{k-1}} f^{\prime}(t) C_{m-1}^{(\lambda+1)}\left(2^{k} t-2 n-1\right)\left(2^{k} t-n\right)  \tag{35}\\
& \times\left(1-2^{k} t+n\right) \omega\left(2^{k} t-n\right) d t
\end{align*}
$$

If we integrate (35) by parts again, and make use of the substitution: $2^{k} t-2 n-1=\cos \theta$, then the coefficient $c_{n m}$ takes the form

$$
\begin{align*}
& c_{n m} \\
& =\frac{\sqrt{2}(\lambda)_{2} \xi_{m, \lambda}}{2^{2 \lambda+(5 k-5) / 2}(m-1)_{2}(m+2 \lambda-1)_{2}} \\
& \quad \times \int_{0}^{\pi} f^{\prime \prime}\left(\frac{1+2 n+\cos \theta}{2^{k}}\right) C_{m-2}^{(\lambda+2)}(\cos \theta)(\sin \theta)^{2 \lambda+4} d \theta \tag{36}
\end{align*}
$$

Now, assuming that $m>2$, taking into account the assumption $\left|f^{\prime \prime}(t)\right| \leqslant L$, and with the aid of Theorem 4, we obtain

$$
\begin{align*}
&\left|c_{n m}\right| \\
& \leqslant \frac{\sqrt{2}\left|(\lambda)_{2} \xi_{m, \lambda}\right|}{2^{2 \lambda+(5 k-5) / 2}(m-1)_{2}(m+2 \lambda-1)_{2}} \\
& \times \int_{0}^{\pi}\left|f^{\prime \prime}\left(\frac{1+2 n+\cos \theta}{2^{k}}\right)\right|\left|C_{m-2}^{(\lambda+2)}(\cos \theta)\right|(\sin \theta)^{2 \lambda+4} d \theta \\
& \leqslant \frac{\sqrt{2} L|\lambda|(1+\lambda)\left|\xi_{m, \lambda}\right|}{2^{2 \lambda+(5 k-5) / 2}(m-1)_{2}(m+2 \lambda-1)_{2}} \\
& \times \int_{0}^{\pi}\left|C_{m-2}^{(\lambda+2)}(\cos \theta)\right|(\sin \theta)^{2 \lambda+4} d \theta \\
&<\left(\sqrt{2 \pi} L|\lambda|(1+\lambda)\left|\xi_{m, \lambda}\right| \Gamma\left(m+1+\frac{3 \lambda}{2}\right) \Gamma\left(\frac{3+\lambda}{2}\right)\right) \\
& \times\left(2^{3 \lambda+(5 k-5) / 2}(m-1)_{2}(m+2 \lambda-1)_{2}\right. \\
&\left.\quad \times \Gamma(\lambda+2) \Gamma\left(m+\frac{\lambda}{2}\right) \Gamma\left(2+\frac{\lambda}{2}\right)\right)^{-1} . \tag{37}
\end{align*}
$$

Knowing that $\lambda>0, n<2^{k-1}$, and with the aid of relation (17), we get

$$
\begin{align*}
& \left|c_{n m}\right| \\
& <\frac{2 L|\lambda|(1+\lambda) \Gamma((3+\lambda) / 2) \Gamma(m+1+3 \lambda / 2) \sqrt{m!(m+\lambda)}}{4^{\lambda} \Gamma(2+\lambda / 2) \Gamma(m+\lambda / 2) \sqrt{\Gamma(m+2 \lambda)}(m-2)^{4} n^{5 / 2}} \\
& <\frac{4 L(1+\lambda)^{2} \Gamma(m+1+3 \lambda / 2) \sqrt{m!(m+\lambda)}}{\Gamma(m+\lambda / 2) \sqrt{\Gamma(m+2 \lambda)}(m-2)^{4} n^{5 / 2}} \\
& <\frac{4 L(1+\lambda)^{2}(m+1+\lambda)^{2}}{(m-2)^{4} n^{5 / 2}} . \tag{38}
\end{align*}
$$

This completes the proof of the theorem.

Note. It is to be noted here that, for large values of $m$ and $n$, and making use of the well-known Stirling's formula (see, [33]), it can be easily shown that $\left|c_{n m}\right|$ is of $\mathcal{O}\left(n^{-5 / 2} m^{-2}\right)$.

## 6. Numerical Results and Comparisons

In this section, we apply the presented algorithms in Section 4, for obtaining numerical solutions for linear and nonlinear fractional-order Riccati differential equations. In addition, we compare our spectral ultraspherical algorithms with some other numerical algorithms that exist in the literature aiming to demonstrate the efficiency and rapid convergence of the proposed algorithms.

TABLE 1: Comparison between UWCM, GEM, and LAPM for Example 8 for $\alpha=1$.

| $t$ | GEM | LAPM | UWCM | Exact solution | LAPM error | UWCM error |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.1000000000 | 0.1102952044 | 0.1102951969 | 0.1102951969 | $7.5 \cdot 10^{-9}$ | $1.4 \cdot 10^{-12}$ |
| 0.2 | 0.2419000000 | 0.2419783394 | 0.2419767996 | 0.2419767996 | $1.5 \cdot 10^{-6}$ | $2.7 \cdot 10^{-12}$ |
| 0.3 | 0.3580039000 | 0.3951442714 | 0.3951048487 | 0.3951048487 | $3.9 \cdot 10^{-5}$ | $4.9 \cdot 10^{-12}$ |
| 0.4 | 0.5167880007 | 0.5682377001 | 0.5678121663 | 0.5678121663 | $4.2 \cdot 10^{-4}$ | $6.8 \cdot 10^{-12}$ |
| 0.5 | 0.6934386 | 0.7588607194 | 0.7580143934 | 0.7580143934 | $8.4 \cdot 10^{-4}$ | $9.1 \cdot 10^{-12}$ |

Table 2: Comparison between UWCM, HPM, and VIM for Example 8 for $\alpha=1 / 2,3 / 4$.

| $t$ |  | $\alpha=1 / 2$ |  | $\alpha=3 / 4$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | HPM | VIM | UWCM | HPM | VIM | UWCM |
| 0.1 | 0.321730 | 0.592833 | 0.580926 | 0.216866 | 0.245446 | 0.244563 |
| 0.3 | 0.940941 | 1.174069 | 1.12057 | 0.654614 | 0.710050 | 0.710318 |
| 0.5 | 1.549439 | 1.473790 | 1.45668 | 1.132763 | 1.149016 | 1.15155 |
| 0.7 | 2.066523 | 1.646302 | 1.63391 | 1.594278 | 1.491949 | 1.49335 |
| 0.9 | 2.396839 | 1.756349 | 1.75008 | 1.962239 | 1.730575 | 1.73018 |

Example 8. Consider the nonlinear Riccati differential equation (see, [34-36])

$$
\begin{gather*}
D^{\alpha} u(t)=1+2 u(t)-u(t)^{2},  \tag{39}\\
t \in(0,1], \quad u(0)=0, \quad 0<\alpha \leq 1 .
\end{gather*}
$$

The exact solution for (39), when $\alpha=1$, is given by

$$
\begin{equation*}
u(t)=\sqrt{2} \tanh \left(\sqrt{2} t-\tanh ^{-1}\left(\frac{1}{\sqrt{2}}\right)\right)+1 \tag{40}
\end{equation*}
$$

In Table 1, we compare the numerical solution resulting from the application of UWCM, for the case that corresponds to $\lambda=k=1, M=10$, with the generalized Euler method (GEM) and Laplace-Adomian-Padé method (LAPM) [34], while in Table 2, we compare the solution resulting from the application of UWCM, for the case that corresponds to $\lambda=$ $0, k=2, M=4$, with the two solutions resulting from the application of homotopy perturbation method (HPM) developed in [35] and the variational iteration method (VIM) developed in [36]. In addition, Figure 1 illustrates different solutions for Example 8 in case of $k=\lambda=\alpha=1$ for various values of $M$.

Example 9. Consider the nonlinear Riccati differential equation (see, [36, 37])

$$
\begin{gather*}
D^{\alpha} u(t)=1-u(t)^{2},  \tag{41}\\
t \in(0,1], \quad u(0)=0, \quad 0<\alpha \leq 1 .
\end{gather*}
$$

The exact solution of (41), when $\alpha=1$, is $u(t)=\tanh t$. In Table 3, the maximum absolute error $E$ is listed for the case that corresponds to $\alpha=k=1$, and for various values of $M$, while in Table 4, we give a comparison between the numerical solution resulting from the application of UWCM, for the case that corresponds to $\lambda=1 / 2, k=2$, $M=5$, with the two numerical solutions resulting from the


Figure 1: Different solutions of Example 8.
application of the two methods, namely, variational iteration method (VIM) and second kind Chebyshev wavelets method (CUWM) developed, respectively, in $[36,37]$.

Remark 10. It is worth noting here that the results displayed in Table 3 show that the best absolute error resulting from the application of UWCM does not exceed $\left(3 \times 10^{-16}\right)$, while the best error resulting from the application of the two methods, namely, VIM and CUWM developed in [36, 37], does not exceed $\left(1.5 \times 10^{-7}\right)$. Moreover, the results presented in Table 4 appear to agree closely where the UWCM deviates somewhat, because of the expected high accuracy of the UWCM if compared with the results obtained by VIM and CUWM $[36,37]$.

Remark 11. The results of Table 3 ascertain that the results that correspond to the first kind of Chebyshev wavelets expansion (in case of $\lambda=0$ ) are not always better than the other ultraspherical wavelets expansions (see, [17, 38]).

Table 3: Maximum absolute error $E$ for Example 9.

| $\lambda$ | $M$ | $E$ | $M$ | $E$ | $M$ | $E$ | $M$ | $E$ | $M$ | $E$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  | $2.76 \cdot 10^{-6}$ |  | $3.72 \cdot 10^{-8}$ |  | $5.17 \cdot 10^{-11}$ |  | $1.44 \cdot 10^{-13}$ | $2.22 \cdot 10^{-16}$ |  |
| $1 / 2$ |  | $3.77 \cdot 10^{-6}$ |  | $5.09 \cdot 10^{-9}$ |  | 11 | $1.32 \cdot 10^{-11}$ |  | $3.26 \cdot 10^{-14}$ | 17 |
| 0 | 5 | $3.03 \cdot 10^{-6}$ |  | $1.28 \cdot 10^{-8}$ |  | $2.90 \cdot 10^{-11}$ |  | $7.24 \cdot 10^{-14}$ | $10^{-16}$ |  |
| -0.49 |  | $5.34 \cdot 10^{-6}$ |  | $1.87 \cdot 10^{-8}$ |  | $5.72 \cdot 10^{-11}$ |  | $3.80 \cdot 10^{-14}$ | $4.44 \cdot 10^{-16}$ |  |

TAble 4: Comparison between UWCM, VIM, and CUWM for Example 9 for $\alpha=1 / 2,3 / 4$.

| $t$ | VIM | $\alpha=1 / 2$ |  | $\alpha=3 / 4$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 0.436839 | CUWM | 0.436737 | UWCM | VIM | CUWM |

Example 12. Consider the composite fractional oscillation equation (see, [36])

$$
\begin{equation*}
D^{1 / 4} u(t)+u(t)=t^{2}+\frac{2}{\Gamma(11 / 4)} t^{7 / 4}, \quad u(0)=0 \tag{42}
\end{equation*}
$$

The exact solution for (42) is $u(t)=t^{2}$. We apply the UWTM for problem (42), for the case that corresponds to $k=1, M=$ 3. In detail, the approximate solution $u_{1,3, \lambda}(t)$ is given by

$$
\begin{align*}
u_{1,3, \lambda}(t) & =c_{1,0} \psi_{1,0}^{(\lambda)}(t)+c_{1,1} \psi_{1,1}^{(\lambda)}(t)+c_{1,2} \psi_{1,2}^{(\lambda)}(t) \\
& =c_{0} C_{0}^{(\lambda)}(t)+c_{1} C_{1}^{(\lambda)}(t)+c_{2} C_{2}^{(\lambda)}(t) \\
& =c_{0}+c_{1}(2 t-1)+c_{2}\left(\frac{1+2 \lambda-8(1+\lambda)\left(t-t^{2}\right)}{1+2 \lambda}\right), \tag{43}
\end{align*}
$$

where, $c_{i}=c_{1, i} \xi_{i}, \xi_{i}$ is as given in (17), $i=0,1,2$.
In virtue of (27), the solution of the resulting linear system is

$$
\begin{equation*}
c_{0}=\frac{3+2 \lambda}{8+8 \lambda}, \quad c_{1}=\frac{1}{2}, \quad c_{2}=\frac{1+2 \lambda}{8+8 \lambda} \tag{44}
\end{equation*}
$$

and consequently

$$
\begin{align*}
u(t)= & \frac{3+2 \lambda}{8+8 \lambda}+\frac{1}{2}(2 t-1) \\
& +\frac{1+2 \lambda}{8+8 \lambda}\left(\frac{1+2 \lambda-8(1+\lambda)\left(t-t^{2}\right)}{1+2 \lambda}\right)=t^{2} \tag{45}
\end{align*}
$$

which is the exact solution.

## 7. Conclusions

This paper is concerned with presenting and implementing new algorithms for obtaining numerical spectral solutions for fractional-order Riccati differential equations. These methods are essentially based on employing the ultraspherical
wavelets along with the application of the two spectral methods, namely, tau and collocation methods. The developed algorithms are applicable and easy in implementation and of high efficiency. The obtained numerical results indicate that the first kind of Chebyshev wavelets expansion is not always better than the other ultraspherical wavelets expansions.
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