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This paper deals with the mathematical analysis of a retarded partial integrodifferential equation that belongs to the class of
thermostatted kinetic equations with time delay. Specifically, the paper is devoted to the proof of the existence and uniqueness
of mild solutions of the related Cauchy problem. The main result is obtained by employing integration along the characteristic
curves and successive approximations sequence arguments. Applications and perspective are also discussed within the paper.

1. Introduction

The derivation and analysis of mathematical frameworks have
recently gained much attention in the applied sciences and
specifically for the modeling of complex phenomena occur-
ring in biology, chemistry, vehicular traffic, crowd/swarm
dynamics, economics, and social systems. At the origin
of complex dynamics, there are interactions that occur in
nonlinear fashion and randomly among the elements (parti-
cles, cells, and pedestrians) composing the complex system
[1]. Complex systems are also characterized by emergent
properties, which are properties of the system as a whole
which do not exist at the individual element level.

Different ordinary differential equations and partial dif-
ferential equations have been derived with the aim of obtain-
ing an accurate description of complex phenomena. More-
over, thermostatted kinetic frameworks have been developed
for the mathematical modeling of complex systems in physics
and life sciences [2-5]. The goal of the thermostatted kinetic
models is the possibility of modeling the interactions among
the particles at the microscopic scale. In particular, these
frameworks allow modeling the ability of the particles to
express strategies.

The present paper deals with further developments of
the thermostatted kinetic theory proposed in [6]. Specifi-
cally, this paper is devoted to the mathematical analysis of
a partial integrodifferential equation with thermostat and
time delay that belongs to the class of the thermostatted
kinetic theory frameworks. The paper focuses on the proof
of the existence and uniqueness of mild solutions of the
related Cauchy problem. The main result is obtained by
employing integration along the characteristic curves and
successive approximations sequence arguments. Applications
and perspective are also discussed within the paper.

The time delay is introduced in order to take into account
the fact that most of the emerging behaviours occurring in
complex systems at a certain time are strictly related to the
interactions among the particles of the system at a previous
time. In the pertinent literature, mathematical models with
time delays have been proposed only in ODE-based models;
see, among others, [7-16]. The introduction of the time delay
has provoked the onset of fluctuations and Hopf bifurcation;
see [17-20].

It is worth stressing that, to the best of our knowledge,
this is the first time that time delay is introduced into a
thermostatted partial integrodifferential equation (kinetic).
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The contents of the present paper are developed through
four more sections, which follow this introduction. In detail,
Section 2 deals with the retarded partial integrodifferential
equation and the related Cauchy problem; Section 3 is con-
cerned with some preliminary results that are needed for the
proof of the main result that is outlined in Section 4. Finally,
Section 5 is devoted to a critical analysis of the proposed
mathematical equation including research perspective and
applications.

2. The Retarded Integrodifferential Equation

This paper is devoted to the result about the existence and
uniqueness of a solution of the following Cauchy problem:

o,f (t,u) + Fo, (f(t,u)(l —uJD uf(t,u)du))

=nl [f f] 6w, @

f(())u) =f0 (u)>

where f = f(t,u) : [0,+00) x D, — R is the unknown
function, f, = f(t—7,u) : [-1,+00)x D, — R",F,y € R",
and J[ f, f,1 = JLf; f,1(t, u) is the following integral operator:

TS =] ot ) £ (t)

ux u

x f(t-7,u")du,du’ (2)

~ ftw ID Flt-ru)du',

with /(u,,u",u) : D, x D, x D, — R", r the time delay,
and f, the initial datum.
In the partial integrodifferential equation with time delay

oftu)+Fo, | f(t,u)|1—u| uf(t,u)du

t (rem(i-n], woman)) -
=] [f f:] G w),

JUf f1@6u) = GLUf, f1(t,u) — L[f, f,](t,u) is the conser-

vative interaction operator, which is splitted into the gain
(of particles into state u) operator G[f, f.] = GLf, f,1(t,u)
and the loss (of particles into state u) operator L[f, f,] =

LI, £, )t w):
G f]

= JD " oA (uy,u*su) f(tu,) f(t-1,u")du,du’,
N (4)
LUf fel = f (tu) ,[Duf(t_f’l/l*) du®. (5)

Bearing all of the above in mind, and under suitable inte-
grability assumptions on f, the pth-order moment of f is
defined as follows:

E,[f](®) = L uf f(t,u)du, peN. (6)

u

Abstract and Applied Analysis

In particular, the zero-order, first-order, and second-order
moments represent the density (mass), mean activation
(linear momentum), and activation energy (kinetic energy),
respectively. The term

T [f]=Fo, (f(t,u) (1 ~u JDM uf (t,u) du)) )

is a damping operator that allows the control of the activation
energy. This term is based on the Gaussian isokinetic thermo-
stat (the interested reader is referred, among others, to [21-
23]).

In what follows, we assume that f(¢,u) = 0 for (t,u) €
[-7,0] x D, (initial function).

3. Preliminary Results

This section is concerned with some preliminary results that
are at the basis of the main result of the present paper.

Lemma 1. The gain operator (4) satisfies, for all functions f
and g, the following identity:

G[f’f‘l’] _G[g’gr] = G[f_g>f‘r] +G [g’f‘r _g‘r] - (8)
Proof. It is obtained by straightforward calculations. O

The main result is based on the following assumptions on
the probability density function &/.

(A,) The probability density function & satisfies, for all
u,,u* € D,, the following identity:

J A (u,,u"u)du=1, 9)
Du
which models the conservation of particles.

(A,) The probability density function & is an even func-
2 P y y
tion with respect to u; then, in particular,

I ud (u,,u",u)du = 0. (10)
D,

u

(A3) The probability density function & satisfies, for all
u,,u* € D,, the following identity:

J ol (u,,u*,u)du = u’. (1)
D,

*

u

Lemma 2. Ifthe function o satisfies assumptions (9), (10), and
(11), then

|, G £ () du

= <JDu f(tu) du) <JDM ft-1u) du),

J PG L] W du=0, peN,  (13)
J WG f, f.] (t,u)du
D (14)

= (JD uzf(t,u)du> <JDuf(t—T,u)du).

u

(12)
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Proof. Condition (9) implies

| clrflewa
D,

- JDu (jDuxDu )

xf(t —T,u*)du*du*>du

B JDuxDu (JD o (e, ) du>

u

x f(tu,) f(t-7u")du,du”

= (JDuf(t,u*)du*> (JDuf(t—‘r,u*)du*>.

Bearing in mind condition (10), we have

(15)

J PGS, f.] (8 u) du

u

:LW%LMwwfwﬂmn

u

xf(t-7,u")du,du’ > du (10

:J <J uzPHgi(u*,u*,u)du)
p,xp, \JD

x f(tu,) f(t-7u")du,du” =0.

Finally, condition (11) implies

JD WG [f, f.] (t,u)du

u

- J-Du a <«|-Du><Du o (u,u',u) f (tu,)

xf(t —T,u*)du*du*)du

=J (J uzd(u*,u*,u)du>
D,xD, \JD,

u

x f(tu,) f(t-ru")du,du”

J . u f(tou,) f(t—7,u")du,du’

u

= (JD uif(t,u*)du*> (JDuf(t—T,u*)du*>.

“ (17)
Therefore, the proof of the lemma is concluded. O

Bearing the previous lemma in mind, the evolution
equation for the lst-order moment of f is stated in the
following results.

Theorem 3. Assume that assumptions (9), (10), and (11)
hold. If there exists a nonnegative solution f of the partial
integrodifferential equation (3) such that f(t,u) = 0 asu €
0D, then the Ist-order moment E,[f](t) is solution of the
following delayed first-order nonlinear ordinary differential
equation:

%[El [F1) = F[E [f10) - (B[] 0)]
—nE, [f1®O B [f]E-1).

Proof. The integral operator J[ f, f,] can be written as follows:

][f’f‘r] (t)u) = G[f;ff] (t,u)
—f(t,u)J ft-7u")du".

(18)

(19)

Multiplying both sides of J[f, f,] by u, integrating over D,,,
and considering (10), we have

[ Wl £] e d

== <JD uf (t,u) du> (JD f —T,u)du) (20)

=-E [fIOE[flt-7).

Since

JDu ud, <f (t,u) <1 —-u J-Du uf (t,u) du)) du o
= (B [/1®0) - [f]®),

then we have the proof. O

Corollary 4. Assume that assumptions (9), (10), and (11) hold.
If there exists a nonnegative solution f of the Cauchy problem
(1) such that

(1) Eolf1() = Ep[fIt-7) =1,
(ii) f(t,u) =0asu € D,

then the Ist-order moment E [ f1(t) reads as follows:
B () =E [f](®
Ef (E; - EY) - E; (Ef - ED) e (W ea/Pe - (22)

(E; ~ ) - (Ef - ED (V7

where

. Nt \/;12 + 4F?
Efl=—""7"7+—",

E° = E, [f] 0) = JD uf du.

u



Proof. The proof is obtained by coupling the delayed differ-
ential equation (18) with the initial condition E, [ f](0) = E(l).
IfE) = Ef or E) = Ej, then we have E,[f](t) = E for all
t > 0. Otherwise, the unique solution is function (22). O

Theorem 5. Let p be an odd number and t > 0. Assume
that assumptions (9), (10), and (11) hold. Then, the pth-

order moment of f satisfies the following delayed ordinary
differential equation:

d
E[Ep [f] (t)

= ~E, [£1 ) [pFE, [£] 0) + i [ £] (6 - 1)) @Y
+ pFE, [f]®).
Proof. The proof follows by multiplying both sides of (3) by

u?, taking into account assumptions (9), (10), and (11), and
performing integration by parts on the thermostat term. [J

According to Corollary 4, (3) can be rewritten as follows:

Of + F(1-up()0,f +(n-FB(®) f=G[f [ (t,b(t),)
25

and, after integrating along the characteristics, (25) reads as
follows:

& o (- FBO) fy =Gul£ ] w,  @9)

where
futu) = f (LU (tu),
(27)
Gy [f fe]l tu) =G [f, f] &, U (t,w),
being
U (t,u) = ¢, (u) = ue @ + Fe 0 r M ds,
t ’ (28)
0 =F | pods
u=¢, (U) =0 - F Jt Mds. (29)
0

Bearing all of the above in mind, the integral form of (26) is
fo ) = e £, (0,u)
+e M J: "G, [, f.] (o u) da, (30)
vt € [0,T],

where A(t) = [, (7 - EB(s))ds = nt — A(1).
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4, Existence of Mild Solutions

Definition 6. A function f is said to be a mild solution
to the Cauchy problem (1) on the time interval [0,T] if
ft,) e Ll(Du, du) and f is solution to the following integral
equation:

fuw) =, [f f](tw), (31
where
cho [f’f‘r] (t’u)
= e_A(t)fO ((Pt_1 (M)) (32)

t
&0 [ MG £] (g i ) de

Lemma?7. Let{f (")(t, u)},, be the following successive approx-
imations sequence:
=0,
1 1 (33)
Fu) =@ [F50, f" D] ), n> 1

where f, is a nonnegative function such that Ey[ f1(t) = 1.
Then, {f"(t,u)}, admits, as n goes to infinity, a nonnegative
limit f(t,-) € Ll(Du,du) such that Ey[ f1(t) = 1.

Proof. Since f, is a nonnegative function, then f™(t,u) > 0,
Vn > 1. Moreover,

[P ww=f (0 @) 20= fV 0w, Y
and B[ fP](t) = e < 1.

We now prove by induction that the sequence { f™(z,)},,
is monotone, and specifically

P tu > f"V(t,u, VYueD,Vn=1,  (35)
and E [ f](#) < 1.

Assume as the induction hypothesis that, for some n > 3,
we have f®V > £ and E, [ f"V](¢) < 1. Then,

f(n) _ f('l—l)
N0 Lt A (G [f(n—l)’ fT(nq)] _G [f(n—Z),f‘En—Z)])

X (oc, Poo ;! (u)) da.
(36)

Taking into account property (8), equation (36) thus reads as
follows:

o A®) J ' MO (G [0 - f0d, 0]
0

+G [f(n—Z))f‘Sn—l) _ fin—Z)])d“)

(37)
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and by using the induction hypothesis we conclude that the
sequence { f ™ (t,+)},, is monotone. Moreover,

J £ (¢, u) du
Dﬂ

t
ey J e J G [f(”_l), fT("_l)] (o, u) do du.
DM

0

(38)
Taking into account property (12), we have
E /"] 0
t
=e "y J e"E, [f("_l)] () (39)
0

x E, [f("_l)] (e — 1) da,

and by using the induction hypothesis we have
t
E, [f(n)] t)<e™ +ne™ J e“da=1. (40)
0

Bearing all of the above in mind, we conclude that the
sequence {f(”)(t, -)},, has a nonnegative limit f(t,-) € Ll(Du)
such that f™ — f,asn — oo. Then, the Levi theorem
implies that f satisfies the following equation:

£ [f] ()
: (41
R R A A G

whose unique solution is E,[ f](t) = 1. Therefore, the lemma
is completely proved. O

The main result of this paper is the following.

Theorem 8. Let f, be a given nonnegative function such that
Eolfo]l = 1. Then, there exists a unique nonnegative mild
solution

f€C((0,00);L' (D,,du)) (42)
to the Cauchy problem (1).

Proof. Since Lemma 7 states that f solves (31), in order to
prove that f is a mild solution of (1), it is enough to show that
E,[f1(t) = B(¢). In order to prove that E,[ f](t) = B(t), we
consider the following successive approximations sequence:

g (tu) = fo (),
(43)
(n-1) _(n-1)

g(m(t,u):cbfo[g > 9, ](t,u), n>1,

or the following equivalent form of (43):

g™ (t,9, ()

t
- S+ [ G0, ) (g ) dos
(44)

The assumption on f, implies that the zero-order moment
[Eo[g(l)](t) = 1. Assume now as induction hypothesis that
[Eo[g("_l)](t) = 1, for some n > 2. Integrating both sides of
(44) over D,, with respect to u, and using (28), we obtain

e J g™ (t,u) du
D,

u

- jD fo (u) du 45)

t
+ J e J G [g(”fl),gg*l)] (o, 1) dx du.
0 D

u

Taking into account property (12) and by using the induction
hypothesis, the right-hand side of (45) thus reads as follows:

e J g(") (t,u) du
DM
, (46)
0

= J fo W) du + nJ "da ="
D,

Therefore, for all t > 0, we have E, [g(")](t) =1.
Multiplying both sides of (44) by u, and integrating over
D,, with respect to u, we have

J ug(") (t,u) du

u

t
_ efA(t)J. J A, [g(n—l),gin—l)]
D, Jo (47)

X (oc, Pao; (u)) dadu
+e 0 J uf, (got_l (u)) du.
D,

Taking into account (12), (13) and repeating the computations
developed in [6], it is easy to prove by induction on # that

E, [g(”)] ) = JD ug(n) tu)du=p(t). (48)

Multiplying both sides of (44) by u* and integrating over D,
with respect to u, we have

e JD u’g" (., (u)) du

u

t
= J J eA(tx)MZG [g(n—l))gin—l)] ((x’ 0u (u)) dodu (49)
D, Jo

u

+ J u2f0 (u) du,
D14
and according to [6] it is easy to prove by induction on # that

E, [g(n)] (t) = JD uzg(n) (t,u)du = 1. (50)



LetY ={ueD,: f(t,u) > g"(t,u)}. Then,

J, 17 =" au
Du
(1)

= ZL (f—g(”))du— JDu (f—g("))du.

Since E, [ f1(t) = E, [g(")](t) = 1 and by construction f" <
g", we have

[ -l

:ZL(f—g("))duSZJDM (f = £)du — o,
n — 00.
(52)

Therefore, g(”) — fin L'(D,, du), and since E, [g(”)](t) is
bounded, then E, [ f](¢) = B(¢).

We now prove the uniqueness of the solution. Let f(£, )
be any solution to (31). The positivity of the operators G and

®; implies that, for all n, F™t,u) < f(t,u), and then

ft,u) < f(t,u). Since Eo[f1(t) = Eo[f1(t) = 1, we thus
have f = f. O

Corollary 9. Let f, be a given nonnegative function such that
(1) Eolfol = 1;
(ii) jDu [ul® fo (1) du < oco.

Then, the mild solution f of the Cauchy problem (1) belongs to
M (D,,) where

A (D) ={f =f(tu):[0,00)xD, — R"
(53)
such that E, [f] () = E, [f] () = 1}.

Proof. Itis sufficient to remember (24) and note that assump-
tion (ii) implies that

J |u|3g(”) (t,u) du < oo, (54)

u

which allows us to conclude that E, [ f](t) = 1. O

5. Applications and Research Perspectives

The main goal of the present paper refers to the proof of the
global existence of mild solutions of a thermostatted partial
integrodifferential equation with time delay. As already men-
tioned in Section 2, this equation can be proposed for the
modeling of complex systems in nature and society where
only the interactions at the microscopic scales are affected
by time delay. Specifically, the partial integrodifferential
equation with time delay

o,f (t,u) = Fo, <f(f, u) (1 —u JDM uf () du)) (55)

=0l [f. f,] (tw)
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can be proposed as a general mathematical framework for the
modeling of complex systems composed by a large number
of interacting particles and subjected to the external force
field F. The overall state of the system is described by the
distribution function f (statistical description). Particles are
able to express a specific function; this ability of the particles
is modeled by the variable u € D, ¢ R. Moreover, # is the
encounter rate between particles with states u, (or u) and
u”. Finally, of is the probability density that a particle with
state u, ends up into the state u after the interaction with
the particle with state u*. The action of the external force
field is controlled by the thermostat term that, as shown in
Section 4, maintains constant the first-order and the second-
order moments (number density and activation energy of the
system).

From the applications viewpoint, we consider a simple
model for the evolution of malignancy in tumor cells. Specif-
ically, we assume that the variable 4 models the magnitude
of the malignancy of tumor cells and o is a delta Dirac
function (deterministic output m(u,,u") of a pair interac-
tion) depending on the microscopic state of the interacting
particles:

A (u,u"u)=8w-m(u,,u)), (56)

and finally we assume that the malignancy of tumor cells
increases when cells interact with each other with rate #.
Accordingly, we have

m(u,u")=u, +e¢ (57)

where € is a positive parameter. Bearing all of the above in
mind, the integral operator J[ f, f,] reads as follows:

JAF = u-e- few] [ fle-rwdu 8)

and then delayed equation (55) now reads as follows:

3, f (t,u) + Fo, (f(t, W (1 —u L uf (t,1) du))
' (59)
=n[f(tu-e) - f(tu)] jDuf(t—T,u)du.

However, thermostatted equation (55) does not include
the role of the space and velocity variables; then, applications
refer to the modeling of complex phenomena that are homo-
geneous in space and velocity. The mathematical analysis
performed in the present paper has to be thus generalized
for taking also into account the dynamics described by these
variables. Moreover, (55) refers to complex systems where
the mutual interactions do not produce modification in the
number density (conservative interactions).

Research perspectives include the possibility of per-
forming an asymptotic analysis by parabolic (low-field) and
hyperbolic (high-field) scalings (see [24-34]) with the aim
of obtaining the dynamics of the system at the macroscopic
scale. This is a work in progress and results will be presented
in due course.
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