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Under new assumptions, which do not contain any information about the solution set, the upper and lower semicontinuity of the
solution mapping to a class of parametric generalized weak Ky Fan inequality are established by using a nonlinear scalarization
technique. These results extend and improve the recent ones in the literature. Some examples are given to illustrate our results.

1. Introduction

It is well known that the Ky Fan inequality is a very general
mathematical model, which embraces the formats of sev-
eral disciples, as equilibrium problems of economics, game
theory, (vector) optimization problems, (vector) variational
inequality problems, and so on (see [1, 2]). In the literature,
existence results for various types of Ky Fan inequalities have
been investigated intensively; for example, see [3-5] and the
references therein. The stability analysis of solution mappings
for parametric Ky Fan inequalities is another important
topic in the vector optimization theories and applications.
Recently, there have been many results on the continuity,
especially the lower semicontinuity, of the solution mappings
for parametric (generalized) Ky Fan inequalities in the lit-
erature; for example, see [6-22], where the (generalized) Ky
Fan inequalities are called vector equilibrium problems or
generalized systems.

Among many methods for dealing with the lower semi-
continuity and continuity of the solution mappings for
(generalized) Ky Fan inequalities, the linear scalarization
technique is a kind of efficient approach. Recently, Cheng
and Zhu [8] investigated the upper semicontinuity and lower
semicontinuity of the solution mappings to parametric weak
vector variational inequalities in finite-dimension Euclidean
spaces by the linear scalarization method. By following the
ideas in [8] and based on a theorem of Berge [23] saying
that the union of a family of lower semicontinuous set-valued

mappings is lower semicontinuous, Gong [9], Chen et al. [13],
and Li et al. [15] have extended the lower semicontinuity
results of Cheng and Zhu [8] to parametric generalized weak
Ky Fan inequalities under a suitable strict cone-monotonicity
assumption. Li and Fang [16], Peng et al. [18], Chen and
Huang [19], and Wang and Li [17] have used the linear scalar-
ization approach to improve the lower semicontinuity results
in [9, 13, 15] by weakening the strict cone-monotonicity
assumption. However, the key assumption in [16, 18, 19]
involves the information on the solution set.

It is worth noting that the linear scalarization approach
to the semicontinuity of solution mappings in [8, 9, 13, 15-
19] requires (generalized) cone-convexity of the objective
mappings or strict cone-monotonicity. To avoid using these
assumptions, nonlinear scalarization approaches have been
applied for discussing the stability analysis in parametric
generalized Ky Fan inequalities. Namely, Sach [20] has used
some nonlinear scalarization functions (generalized versions
of Gerstewizt’s function) to discuss the lower semicontinuity
of the solution mappings of parametric generalized weak Ky
Fan inequalities. Sach and Tuan [21] also applied the func-
tions to discuss some more generalized cases and obtained
the upper and lower semicontinuity of the solution mappings
to the problems.

However, the results in [20, 21] require that the objec-
tive mappings of the discussed problems have compact or
cone-closed values, since the definition and propositions of
the nonlinear functions defined in [20, 21] require these
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assumptions. It may restrict its application scope. Further-
more, the assumptions in [20, 21] involve information about
the solution set. Obviously, it is not reasonable from the
practical point of view. In this paper, we are interested in
the study of the semicontinuity of the solution mapping to
a class of parametric generalized weak Ky Fan inequality with
moving cones. To avoid using the assumptions involving the
information about the solution set, we establish some new
assumptions and obtain the upper and lower semicontinuity
of the solution mapping to the parametric generalized weak
Ky Fan inequality by using a nonlinear scalarization function
defined in [24], which is different from the nonlinear scalar-
ization functions defined in [20, 21].

The rest of the paper is organized as follows. In Section 2,
we recall some basic concepts and preliminary results. In
Section 3, under some new assumptions, which do not
involve any information about the solution set, we give some
sufficient conditions for the upper and lower semicontinuity
of the solution mapping to the parametric generalized weak
Ky Fan inequality. Meanwhile, some examples are provided
to illustrate our main results.

2. Preliminaries

Throughout this paper, let T and X be Hausdorff topological
spaces, and let A; : T x K = K,i = 0,1, be set-valued
mappings with nonempty values. Let Y be a locally convex
topological vector space,let C : TxXxX = Y be aset-valued
mapping such that each value of C is a proper, closed, and
convex cone with nonempty interior, andlet F: Tx X x X =
Y be a set-valued mapping with nonempty values. For each
t € T, we consider the following parametric generalized weak
Ky Fan inequality with moving cones:

problem (PGWKEFI): find a point x € X such that x €
Ay(t,x) and, for ally € A, (¢, x),

F(t,x,n) cY\-intC(t,x,1). (1)

For each t € T, we denote by S(t) the solution set of problem
(PGWKEFI). Throughout this paper, we assume that S(t) # 0
forallt € T.In this paper, we will discuss the upper and lower
semicontinuity of the solution mapping S(:) as a set-valued
mapping from the set T to X.

Suppose that G : T = X is a set-valued mapping, and
t € T is given.

Definition 1 (see [25]). (i) G is called lower semicontinuous
(Ls.c)att ifand only if, for any open set V ¢ X with VNG(A) #
0, there exists a neighborhood N (t) of  such that G(t)NV # 0,
forall t € N(t).

(ii) G is called upper semicontinuous (u.s.c) at ¢ if and
only if, for any open set V € X with G(f) € V, there exists a
neighborhood N (¢) of f such that G(t) € V, for all t € N(¥).

We say G(-) is L.s.c (resp., u.s.c) on T' if and only if it is L.s.c
(resp., w.s.c) at each t € T. G(-) is said to be continuous on T
if and only if it is both L.s.c and u.s.con T.
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Proposition 2 (see [25,26]). (i) Gis Ls.c at t if and only if, for
any net {t,} € T witht, — t and any X € G(t), there exists a
net {x,} € G(t,) such that x,, — X.

(i) If G has compact values (i.e., G(t) is a compact set for
eacht € T), then Gisu.s.catt ifand only if, for any net {t,} € T
witht, — tand any x, € G(t,), there exist x € G(t) and a
subnet {xﬁ} of {x,}, such that xXg — X.

Definition 3 (see [24]). Lete : T x X x X — Y be a vector-
valued mapping and, for any (£, x,7) € T x X x X, e(t, x,7) €
int C(t, x, 7). The nonlinear scalarization function & : T x X x
X xY — Risdefined by

E(t,x,m;z) =min{A e R:z € de(t,x,17) —C(t,x,n)}.
()

Proposition 4 (see [24]). The function & defined in
Definition 3 satisfies the following propositions:

(i) &t x,m32) < r © z € re (t,x,1) — int C(t, x, 7);
(ii) &(t,x,m;2) > r © z ¢ re (t, x,1) — int C(¢, x, 7).

3. Semicontinuity of Solution Mapping

In this section, we discuss the upper and lower semicontinuity
of the solution mapping S(-) as a set-valued mapping from the
set T to X.

Lemma 5. Let ¥ : T = X be a set-valued mapping with
nonempty values and let f : T x X — R be a function. Let
S:T = X be defined by

S ={xeq®): f(t,x) >0} 3)

and let t, € domS. Assume that

(i) ¥ is u.s.c and compact valued at t;

(ii) for any x, € W(t,) any nets {t,} witht, — t, and
{x.} with x, — xo, if f(t;,x,) < 0 = Fa, s.t.
Sftoy>Xa,) <O.

Then S(-) is u.s.c at to-

Proof. Suppose that S(-) is not u.s.c at t,. Then there exist an
open set V C X satisfying S(t,) € V, nets {t,} with t, — ¢,
and x,, € S(t, ), such that x,, ¢ V, Va.

Since x, € Y(t,) and ¥(-) is u.s.c with compact values
at t,, by Proposition 2(ii), there exist x, € w(t,) and a
subnet {xﬁ} of {x,} such that xg — X, Since x, ¢ V,
xg ¢ Vand x, ¢ V. In particular, x, ¢ S(t,); that is,
f(to»x,) < 0.Byassumption (ii), there exists an index f3, such
that f (tﬁo’ xﬁo) < 0. This contradicts the above condition that
x, € S(t,) for all . O

The example is given to illustrate that assumption (ii) of
Lemma 5 is essential.
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Example 6. Let T = [0,1] and X = R. For each t € T, let
W(t) = [-1,2]. Let t, = 0. For each (t,x) € T x X, we define

-x(x-1),
—(t+x)(x-2),

ift =t

ift eT\t,. “)

f&w={

It is easy to check that assumption (i) is satisfied. One has
§(t0) = [0,1], S(t) = [-t,2], t € (0,1]. Hence S(-) is not
u.s.c at t,. It is equally clear that assumption (ii) is violated.
Indeed, there exist x, = 3/2 and nets {t,} < (0,1/2) with
t, — tyand {x,} c (1,2) with x, — x,; one has f(t,,x,) =
-xo(xg — 1) = —(3/4) < 0. However, for all «, one has
F(t,x,) = —(t, + x,)(x, —2) > 0. Hence, assumption (ii) of
Lemma 5 is essential.

Remark 7. Obviously, for each x,, € §/(#,), assumption (ii) can
be ensured by the upper semicontinuity of the real function

f(,-) at (t,, x,). Therefore, we can get Corollary 8. It is worth
noting that Corollary 8 is just Lemma 4.1 of [21]. Therefor,
Lemma 5 improves Lemma 4.1 of [21].

Corollary 8. Let ¢ : T = X be a mapping with nonempty
values and let f : T x X — R be a function. Let S : T = X
be defined by

St ={xeqt): f(tx) 20} )
and let t, € dom S. Assume that
(i) ¥ is w.s.c and compact valued at t;
(ii) for each x, € (t,) f is w.s.c at (ty, x;).

Then S(-) is u.s.c at to

Lemma9. Lety : T = X be a mapping with nonempty values
andlet f : TxX — Rbeafunction. LetS : T = X be defined
by

St ={xeq): f(tx) 20} (6)
and let t, € dom S. Assume that

(i) wis Ls.c at ty;

(ii) for any x, € y(t,) any nets {t,} witht, — t, and
() with x, — x if f(tg%) = 0 = Fatg, sit.
f(t%,x%) > 0.

Then S(-) is Ls.c at to

Proof. Suppose that S(-) is not ls.c at t,. Then, by
Proposition 2(i), there exist a net {t,} with t, — ¢,
and x, € S(t,) such that, for any x, € S(t,), we have
X, P X

From x, € S(t,), we have x, € W/(t,). As /(-) is Ls.c at t,,
there exists x, € ¥(t,) such that X, — x,. By the above
contradiction assumption, there must exist subnet {Eﬁ} C

{x4} such that Vf with x; ¢ §(tﬁ); that is,

f(tp%5) <. (7)

Since x, € S(t,), we have f(ty,x,) > 0. By assumption (i),

there exists an index f, such that f(tg,Xg) > 0, which
contradicts (7). Thus S(-) is Ls.c at to- O

The following example is given to illustrate that assump-
tion (ii) of Lemma 9 is essential.

Example 10. Let T = [0,1], X = R. Foreach t € T, let y(t) =
[-1,1]. Let t, = 0. For each (¢, x) € T x X, we define

1\ .
]?(t,x)=<lx(x+§>’ ift=t,, ®)

tx, if t € T\ t,.

It is easy to check that assumption (i) is satisfied. It follows
from a direct computation that §(t0) = [-1,-(1/2)] U [0,1]
and S(t) = [0,1], ¢t € (0,1]. Hence S() is not Ls.c at to. It
is equally clear that assumption (ii) is violated. Indeed, there
exist x, = —(1/2) and nets {t,} < (0,1/2) witht, — ¢, and
{x,} C (~1,0) with x, — x,; one has f(t, x,) = x,(x +
(1/2)) = 0. However, for all «, one has f(t“,xa) = t,x, < 0.
Thus, assumption (ii) of Lemma 5 is essential.

Remark 11. (i) In [21], Sach and Tuan used a key assumption
H, or H,, which includes the information on the solution set,
to obtain the continuity of set-valued mapping S(-). The main
advantage of assumption (ii) in Lemma 9 is that it does not
require any information on solution set S(t) foreach t € T.
(ii) Obviously, for each x, € ¥(t,), assumption (ii) can
be ensured by the lower semicontinuity of the real function

f('a ) at (t()7 x())-
Now we give an example for illustrating Lemma 9.

Example 12. Let T = [0,1] and X = R. For each t € T, let
¥(t) = [-1,2]. Let t, = 1. For each (t,x) € T x X, we define

2, ift=t, x=1,
ftx)=1x-1, ift=t,, x#1, (9)
—(x—-t)(x-2), ifteT\t,.

It is easy to check that assumptions (i) and (ii) are satisfied.
From a direct computation, we have §(t0) =[1,2] and S(¢) =
[t,2], t € (0,1]. Hence S(-) is Ls.c at t,- However, the real
function f(-,-) is not lower semicontinuity at (t,, x,), where
xo =1 € ylty).

By Remark 11(ii), we can get the following corollary.

Corollary 13. Let ¥ : T = X be a mapping with nonempty

values and let f : T x X — R be a function. Let S : T = X
be defined by

St ={xeqg®): f(t,x) >0} (10)

and let t, € domS. Assume that
(i) wisLs.cat ty
(ii) for each x, € (ty) f is Ls.c at (t,, x,).



Then S(-) is Ls.c at to

For each (¢, x) € T x X, we set

f(t,x)=inf inf

neA,(t,x) zEF(t,x,n)E (t) e Z) ’ (11)
Denote by y(t) the fixed points of A(t,-):
v()={xeX:xeA,(tx)}. (12)

In the sequel, we always assume that t, € dom S.
As a direct consequence of Lemma 5 and Proposition 4,
we can get the following results on the semicontinuity of S(-).

Theorem 14. Suppose the following conditions are satisfied:

(i) v is u.s.c and compact valued at t;

(ii) for any x, € y(t,) any nets {t,} witht, — t, and
{x.} with x, — x, if f(t;,x,) < 0 = 3, s.t.
Sty xq,) <O.

Then S(-) is u.s.c at t,,.

Proof. For eacht € T, we prove the following equation:

St)={xew(t): f(t,x)=0}. (13)
First, we prove
Sit)c{xew(t): f(t,x)=0}. (14)

Indeed, for each t € T and x € S(t), x € A,(t, x) and for all
n € A,(t, x), we have

F(t,x,n) cY\—-intC (¢, x,7). (15)

It implies that inf,cp( ., (£, x,1152) > 0 forallyy € A, (¢, x)
by Proposition 4(ii); that is, f(,x) > 0. Since y(t) = {x € X :
x € Ay(t,x)}, x € y(t). By the arbitrariness of x € S(t), we
have S(t) € {x € y(t) : f(t,x) = 0}.

Let A = {x € w(t) : f(t,x) > 0}. For each t € T, we need
to prove A € S(¢). Indeed, for each ¢t € T and x € A, we have
xeyt)={xeX:xeAy(tx)}and

WGIIAI}(ft,x) zeéggﬂ)g (t’ o1 z) =0. (16)
Thus x € Ay(t,x) and for all ¥ € A,(t,x), for any z €
F(t,x,n) such that z ¢ —intC(t, x,#) by Proposition 4(ii),
that is, F(t,x,1) ¢ Y \ —intC(t,x,7), Vi € A,(t, x). Thus,
x € S(t) and (13) holds. By virtue of Lemma 5 and (13), we get
that S(-) is u.s.c at ¢,,. ]

The following is given to illustrate that Theorem 14 holds,
but Theorem 3.1 of [19] is not applicable.

Example 15. Let T = [0,1], X = R,and Y = R?. For each
(t,x,1) € TxXxX,letC(t, x,1) = Ri.For each (t,x) € TxX,
A (t,x) =[0,1]. Foreacht € T, let y(t) = [-1,1]. Let t, = 0.
For each (t,x,%) € T x X x X, we define

[-3,1] x [0,1],
x—t,x] x [-1,y],

if t =t,,

1
ift €T\t a7

Bt - |
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It is easy to check that assumptions (i)-(ii) are satisfied. It
follows from a direct computation that S(¢,) = [-1,1] and
S(t) = [t, 1], for each t € T. Thus S(-) is u.s.c at t,. However,
for each (x,7) € y(t) = [-1,1] x [0, 1], the mapping F(-, x, )
is not Ri—lower semicontinuity at t,. Indeed, (x,7) € y(t) =
[-1,1] x [0, 1]; there exists z, = (=3,0) € F(ty, x,%) and a
neighborhood U, = (0, 1/2) x (0, 1/2) of O such that for any
neighborhood, U(t,) of t,,

F(t,xn)n(zo+Uy-R3) =0, VteU(t,)nT. (18)
Therefore, our result is applicable, but Theorem 3.1 of [19] is
not applicable, since assumption (iii) in Theorem 3.1 of [19]
does not hold.

Theorem 16. Suppose the following conditions are satisfied:

(i) yisls.catty

(ii) for any x, € y(t,), any nets {t,} witht, — t, and
{x.} with x, — xq, if f(tp,x,) =2 0 = Fa, s.t.
Sty xq,) 2 0.

Then S(-) is Ls.c at t,,.

Proof. Similar to the proofs of Theorem 14, we have
S ={xewy®): f(tx)=0}. (19)

Therefore, by virtue of Lemma 9, we get that S(-) is Ls.c at ¢,,.
O

Remark 17. (i) In [20, 21], the authors used some key assump-
tions (assumption (ii) of Theorem 5.1in [20] and assumption
(ii) of Theorem 4.2 in [21]), which include information on
the solution set, to obtain the lower semicontinuity of the
solution mapping S(-). In [16, 18, 19], the authors used some
assumptions, which also include information on the solution
set. The main advantage of assumption (ii) in Theorem 16 is
that it does not require any information on solution set S()
foreacht € T.

(ii) The lower semicontinuity results on the problem
(PGWKEFI) in [9, 13] require the cone-strict monotonicity
of the mapping F. However, Theorem 16 does not use the
assumption.

(iii) The results of [21] must require that the mapping
F is bounded. However, Theorem 16 does not require the
assumption.

(iv) In [17], Wang and Li used a key assumption H to
obtain the lower semicontinuity of the solution mapping S(-)
of the problem (PGWKEFI). Assumption (ii) of Theorem 16 is
different from assumption H in Theorem 3.3 of [17].

(v) In [9, 13, 16-19], the authors used the assumption that
F(.,-,-) is lower semicontinuity on t, x X x X. However,
Theorem 16 does not use the assumption.

Now we give an example to show cases (ii)-(v) of
Remark 17.

Example 18. Let T = [0,1], X = R,and Y = R2. For each
(t,x,1) € TxXxX,letC(t, x,n) = Ri.For each (t,x) € TxX,
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A, (t,x) =[0,2]. Foreacht € T, let y(t) = [-1,1]. Let t, = 0.
For each (t,x,7) € T x X x X, we define

if t = t,,
ift e T\t,.
(20)

~ {,,l_x}x[—l,l],
F(t,x,n) = {[—1,x+1] x [1+1,+00),

It is easy to check that assumptions (i)-(ii) are satisfied.
Obviously, F is not L.s.c on t, x X x X and is also not bounded
on (0,1] x X x X. It follows from a direct computation that
S(ty) = [-1,0], S(t) = [-1,1], for each t € T\ {t,}. Thus S(-)
is Ls.c at t,.

However, for any x € y(t,) = [-1,1], 71 € A,(ty,x) =
[0, 2] with x # 7, we have

F(to, x,n) + F (to, 1, x)

(21)
= {0} x [-2,2] ¢ —intC (5, x,77) = —int R;

that is, F(t,,-,-) is not cone-strictly monotone on w(t,) x
Usey(,) A1(to x). Therefore, Theorem 16 is applicable, but
Theorem 4.1 of [9] and Theorem 3.1 of [13] are not applicable.

Since there exists f, = (1,1) € Ri \ {ORi} with
inf ep, vy =1 — X —1=0=n = x; that s, the assumption
H in Theorem 3.3 of [17] does not hold, Theorem 3.3 of [17]
is also not applicable.

4. Concluding Remarks

In this paper, we have obtained the upper and lower semi-
continuity of the solution mapping to a class of parametric
generalized weak Ky Fan inequality. The novelty of the present
paper consists in the following aspects.

(i) In order not to use the convexity of generalized
convexity assumption, we adopt a nonlinear scalariza-
tion approach to obtain the solution mapping to problem
(PGWKEFI). To avoid using the assumption that the objective
mapping F is bounded or compact, we applied a nonlinear
scalarization function defined in [24], which is different from
ones in [20, 21].

(ii) In [16, 18-21], the authors used some key assumptions
(including the information on the solution set) to get the
upper and lower semicontinuity of the solution mapping of
problem (PGWKFI). However, we also obtained the upper
and lower semicontinuity of the solution mapping of problem
(PGWKFI) under some new assumptions, which do not
include any information on the solution set.

(iii) The idea of the present paper is also suitable to
consider the semicontinuity of the solution mapping to the
following parametric generalized weak Ky Fan inequality:

find a point x € X such that x € A,(t,x) and, for all
n € Al(t) x))

F(t,x,n)NY \ —intC(t, x,7) # 0. (22)
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