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A reaction-diffusion cancer network regulated by microRNA is considered in this paper. We study the asymptotic behavior of
solution and show the existence of global uniformly bounded solution to the system in a bounded domain Q ¢ R". Some estimates
and asymptotic compactness of the solutions are proved. As a result, we establish the existence of the global attractor in L* (Q)xL*(€})
and prove that the solution converges to stable steady states. These results can help to understand the dynamical character of cancer
network and propose a new insight to study the mechanism of cancer. In the end, the numerical simulation shows that the analytical

results agree with numerical simulation.

1. Introduction

In this paper, we discuss the asymptoti cbehavior of solu-
tions for reaction-diffusition equations which studied by
Aguda et al. [1] and Shen et al. [2]. The system describes can-
cer network regulated by microRNA (miRNA). MicroRNAs
are an abundant class of small noncoding RNA that function
to regulate the activity and stability of specific mRNA targets
through posttranscriptional regulatory mechanism and play
a role of repressing translation of mRNA or degrading
mRNAs. Recent studies show that miRNAs play a central
role in many biological (cellular) processes, including devel-
opmental timing, cell proliferation, apoptosis, metabolism,
cell differentiation, somitogenesis, and tumour-genesis. In
addition, there is diffusion when molecules interact (see, e.g.,
[2-6]), so we should consider the diffusion process and its
dynamical behavior.

In order to understand further the miR-17-92 involved
in the network with Myc and E2F, we would investigate the
cancer network [1, 2] with diffusion term and consider the
attractor system of cancer network with diffusion as follows:

ou
e =D, Au-du+ f(u,v),
ov

5 = D,Av + ku — yv,

x€Q, t>0,

xeQ, t>0,

ou ov
a—&—o, XGBQ,

u(x,0)=uy(x), v(x0)=vy(x), x €Q,

)

and here Q is an open bounded subset of R" with the
boundary of class C*. f(u,v) are two real smooth nonlinear
functions for u,v € [0, +00) satisfying the following condi-
tions:

(i) there exists A > 0 such that f(u,v) < )Lluz +A,vas
u=0,v=0;

(ii) there exists M;, M, > 0 such that |fl:| < M, |fV'| <
M, for all u, v € [0, +00).

To our knowledge, the long time behavior of solution for
reaction-diffusion system has been studied by several authors
(see [7-15]). But for different nonlinear reaction function,
there are some different extra difficulties. We will study the
existence of global attractor for the system (1) in L2(Q) x
L*(Q). The key point to our method relies on the regularity
and estimates on solutions which show that the solutions are
uniformly bounded in L2(Q) x L*(Q).

We construct a local solution of system (1) by the
semigroup method and fixed-point theorem and then discuss
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its regularity by priori estimate method. We study the asymp-
totic behavior of solution and show the existence of global
uniformly bounded solution to the system in a bounded
domain Q) ¢ R". Some estimates and asymptotic compactness
of the solutions are proved. As a result, we establish the
existence of global attractor in L2(Q) x L*(Q) and prove that
the solution converges to stable steady states. In the end, we
apply these results to the cancer network model and give
the numerical test. The numerical simulation shows that the
analytical results agree with numerical simulation. This paper
is more motivated from the mathematical point of view than
from the biological one, but it will help to get more insights
in the understanding of the behavior of the problem.

For readers’ convenience, the following standard result on
attractor is first presented here (see, e.g., [8, 9, 13, 14]).

Proposition 1. Suppose that X is a metric space and S(t),so
is a semigroup of continuous operators in X. If S(t),so has
a bounded absorbing set and is asymptotically compact, then
S(t),sq possesses a global attractor which is a compact invariant
set and attracts every bounded set in X.

Definition 2. The semigroup S(t) is asymptotically compact;

that is, if u, is bounded in X and t, — oo, then S(t,)u, is
precompact in X.

2. Preliminary

Some well-known inequalities and embedding results that
will be used in the sequel are presented.

Lemma 3 (see [9]). If p,q > 1 and p(n — q) < ngq, then, for
r € (0, p),

1- 1,
lutlroy < cllullyu -l Yue WH(Q), (@)

where a = ((n/r) - (n/p))/(1 - (n/q) + (n/r)) € (0,1).

Lemma 4 (see [9]). Let 1 < g < p < coand f € LYQ). Then

“emf“p < (4ﬂt)f(n/2)((1/q)f(l/[)))"f"q’
||(—A + 1)ﬁetApr < Ct—ﬁ—(n/z)((l/q)—(llp»e(l—u)t"f"q (3)

p#4q

where 3 > 0, u > 0, and c is a positive constant depending
only on p,q, Q. (etAf)(x) = IQ G(x - y,t) f(y)dy and G(x, )
is the Green function of the heat equation (0u/ot) — Au = 0,
x € Q, t > 0 with the homogeneous Neumann boundary
condition.
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Lemma 5 (see [10]). Let A, = -A and D(AP) = {p e
Wb 109/0N|aq = O; then

D((AP+1)‘;>;>W"P(Q), ifﬁ>%,
p((a,+1)) =@, ifzﬁ—%>520, (4)

"(A + 1)ﬁe_t(A+l)u“LP < Cf—ﬁ"u”u’(o)'

Q)

Lemma 6 (see [12]). Suppose H' is an interpolation space of
H% and H"', where 0 < s < s; < 00,0 <0 < 1l,ands =
(1—0)s, + 0Osy, then

1-0 ¢
Il < ell-lggeo -l s> (5)

and here H*(Q)), s > 0, denotes the fractional Sobolev space in
Q.

In this paper, we denote the standard Sobolev spaces by
H’and H = L*(Q). Forany 1 < p < 0o, we denote the norm
of LP(Q) by || - lI»- In general, || - || x denotes the norm of any
Banach space X.

3. Local Existence and Uniqueness

The local existence of a solution to system (1) is discussed in
this section.

Theorem 7. Suppose 0 < uy(x) € L3(Q), 0 < vo(x) € L2(Q);
then there is a T < oo (depending on initial data) such that
there exists a unique nonnegative solution (u(x,t), v(x,t)) to
(1) in [0, T] and

uveC([0,T];L2 () )C* (0, T . (6)

Proof. Choose T' € (0,1) and R > 0 to be fixed. In Banach
space X = C°([0,T]; L*(Q))) x C°([0, T]; L*(€2)), we define a
bounded closed set

S:={wv) € X||(w)lx <R}. (7)
Let
Yy (u,v) (f))
, V) () =
““M)<%mwm

t
euy - J IN[=8, + f (u,v)] ds
0

t
etm*l)vo + J e IGDy (5) ds
0

(8)
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Next, we prove y is a contractive mapping from S into
itself for T small enough and R sufficiently large. By Lemma 4,
then

ds

t
—(t-s)A
et &, L "e ul,

||1//1 (u, V)”Lz < “e_tAuO (x)

des

t
AN S ICIORTE)
0
< Juole + 0, | s

+ Lt (t =) "D £ (u(s), v ()] ds,
©)

where A = -A. Forn < 3,1 - (n/4) > 0, and f(:(t -
5)” PO £ (us), ()l pds < cRT' ™% Hence

vy @)z < luo (%)||2 + 8, RT + cRTH. (10)
By Lemma 5, for any ¢ € [0,T),

lva )2 < e vy (0] + Lt e Dus)| . ds
< o )]z +¢ Lt eI (9)pds
< o )5 + R L e 9 g
< v Ol +eR(1-¢7).
(1)

Equations (10) and (11) imply that ¢S < S for any fixed
positive R large enough and T small enough. Now we
show that y is a contractive operator from S to S. For any
(u,v),(w,v) € S,and for all t € [0, T),

ly1 () =y, @9)] 2

< cd, J: "ef(H)A (u— ﬁ)“des

+ Jt le % (f wv) - f @)
0

<cd,Tl(u, v) = (4, V)l

des

M j 1) — (@ )l ds
0 (12)
< (60, T + MT) ||(u, v) = (@ V)| x>

lva (. v) =y, @ )2

<c Jot e A (e 5) - (5))

des

t
<c J e Nu(s) — w (s)|l 2ds
0

<c(1-¢")lww) - @)l

Equation (12) implies that y is a contractive mapping if
T is sufficiently small. By Banach’s fixed point theorem, there
exists a unique fixed point (u,v) € X which is just a local
solution to (1) in X.

Note that, for any given smooth function v, u = 0 is the
subsolution of the following problem:

Z—?:Au—6u+f(u,v), xe€Q, t>0,
on
u(x,0) =uy(x), x€Q,

and for any given smooth function u, v = 0 is the subsolution
of the following problem:

0

—V—Av+v=u, xeQ, t>0,

ot
@ =0, xe€0Q, (14)
on

v(x,0)=vy(x), x e Q.

By the comparison principle, for any t € [0,T,,.) and x € Q,
u(x,t) > 0; w(x,t) > 0.

Now, we discuss the regularity of the solution to (1). From
the above analysis, u(t, x), v(x, t) is bounded in L*(Q) for any
t € [0, T]. From the semigroup representation of the solution
to (1) and Lemmas 3 and 4, for any q € (2,n/(n — 2)] and
T € (0,T), there exists « = 1 — (1/2)(1 — (1/gq)) > 0 such that

t—(7/2))A

luCe Ol < |l Au )|,

t
—(t—s)A d
ref I
t
8J —(t-s)A d
+ . “e u(s)“m s
7\~ (/2)((1/2)=(1/9))
< C<t - 5) ety (O 2
t
Y IR
(t/2)

t
N ‘SJ (t = ) AR (1 s
0

By CT_(n/z)((l/Z)—(l/q))||uT/2 (x)"L2

* (t‘ 5)“ [;A * ﬁ(“ 5)"/2]

x sup |lull2,
T/2<s<t

(15)

which implies that [|u(x, )[4 is bounded for any t € [, T].



If n = 3, repeating the above process, we choose 3/(2 +
3€) < gy < 3/2 for any small enough € > 0 and q € [2, 1/e),
then there exists &; = 1 — (1/2)((1/q,) — (1/9)) such that

ﬂ,z e 2% e m)

qus

t
<c J , (t - S)*(H/Z)((l/qo)*(l/q))HuZHLqO ds
T

(16)

t
<ch J (t _ S)—("/z)((l/%)_(l/q»”u"LZqO ds
/2

cA
< —@t-9)" sup |l 2a0-
o) T/2<s<t

From the above analysis, for any p > 2, [u(x,t)[4(n < 3)
is uniformly bounded for any t € [7,T]. On the other hand,

~(x/2)(8-D) T

A-1)
i u(s)ds, for any

since v(x,t) = e
7 € (0, T], we deduce that

VT/Z +

—(t—(1/2))(A+1

Wl < Jle e (),

t
—(t=s)(A+1)
+L/2 'le AT u(s)"Lpds

7\~ (/2)((1/2)-(1/p))
< ( ) vr/z(x)"L2

- =
2

0
+ec J e*(t*S)(t _ S)*(”/Z)((l/q)*(l/P))"u (s)||qu$
0

)—(n/Z)((l/Z)—(l/P))

<¢(r + ¢ (p) sup [lu (),

T<s<t

17)

where2 <g<p<oo,y=1--(#n/2)(1/9) - (1/p)), and
I'(-) is the Gamma function. It can be proved that

u,v e C°((0,T]; L™ (). (18)

There exist p, f, ¢, satistying p > n, 1/2 > 3 > n/2p such
that, for any small enough constant# > 0O and t € [7 +#,T),

llee (x, )|l o < "e_(t_T)AuT (x)”d, +cé Lt ”e_(t_S)Au“Cods

+ Jt "e_(H)Af (u(s),v (s))”d,ds

< "(A +1)Pe 4y, (x)“u,

+cd Jt "(A + 1)Pe =94y (s)"Lpds

+ r "(A + l)ﬁe’(t’s)Af (u(s), v(s))“yds

< B 0t )

t
+ c8sup [[u]l 2 j = 5)—ﬁ—(ﬂ/2)((1/2)—(1/17))dS

TS<t T

t
+cAsup ||u 4 J (t —s)Peds,

T<s<t T

(19)
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where ¢ = (n/2)((1/2) — (1/p)) < 1 — B, which implies
that u € C°((0, T];C°(Q)). By semigroup techniques and
Schauder estimates, we see that

u(x,t),v(xt) € C([0,T];L* () () C* (@ (0, T]).
(20)

It easy to know that
wveC’([0,T];L7 (@) [ C° (0. T]: Hy (), (D)

and here we denote that HY, = {u € H'(Q);0u/on =
0, on 0Q)}. O

4. Global Solution and Some
A Priori Estimates

In this section, the global-in-time existence of a solution to
system (1) is proved. The following a priori estimates will play
a crucial role in the proof of our result.

Lemma 8. Suppose that 0 < u, € L*(Q), 0 < v, € L*(Q), and
(u,v) is a local solution to (1) in [0, T] satisfying

u,veC([0,T); L7 () ()€ (0, T]; H' () )
22
(€ (0, T]; HY (),

then, for any T > 0,

la Oz + v O < e (ct + (luoll72 + [vol2))
0<t<T,

lu @l + v Ol <C, T<t<T,

(23)

where C depends only on Q, u_, v,, and v, > 0.

Proof. In the process of the proof, we denote any positive
constant by ¢ which may change from line to line and let T
be a small enough constant. O

Step 1. Taking the inner product of the first equation of (1)
with u in L*(€2), by Young’s inequality, for any & > 0, there is
a constant ¢, such that

Ll @1

J |Vul*dx + SJ uldx
2 dt Q Q

= J f(uv)udx (24)
Q

< sJ [u*dx + ¢ 1Qf.
Q
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Taking the inner product of the second equation of (1)
with v in LZ(Q), for any ¢, > 0,
2
vl |

ST a4 Jﬂ |Vv|*dx + y JQ [v|>dx

=k, J uvdx (25)
Q

2
ek 1
<12 J |u|2dx+ 5 J |v|2dx.
2 Ja 2k281 Q

If these parameters meet the conditions, 4y8 > k,, then there
are ¢, & such that v; = min{d — ¢ - (sf/Z),Zy - (l/sf)} > 0.
From (24) and (25),

d (vl + lu®)li:)
dt

+0, (J [v|2dx + J |Vv|2dx (26)
Q Q

+J [u*dx + J |Vu|2dx> <c
Q Q
By the Poincaré inequality,

J |Vul*dx > CJ wdx, J Vv’ dx > CJ [v|*dx.
Q Q Q Q
(27)

Gronwall’s lemma implies that

lu @12 + v @Ol < c+ e (Juoli + [vol )
(28)
te[0,T].

Step 2. From the analysis in Step L, [lu(t)llz, vl is
uniformly bounded in [0, T'].
Taking the inner product on both sides of the second

equation with —Av, for any ¢, > 0,

1AV
2 dt

+ J |Av]*dx + J V> dx
Q Q

= J Vu-Vvdx (29)
Q

1 1
< - J IVv*dx + = J |Vul*dx.
2 Ja 2 Ja
Taking the inner product of the first equation of (1) with —Au
in L*(Q)), then
1 d|Vul?,
2 dt

+ j |Aul*dx + J |Vul*dx
Q Q
= J (f,Vu-Vu+ f,Vv-Vu)dx
! (30)
<M, J |Vul*dx + M, J Vv - Vu|dx
Q Q

M M
< (Ml + —2> J [Vul*dx + —2 J |Vv|*dx.
2 Q 2 Ja

By Lemma 6, there exist 0 = 1/2, sy = 0, and s; = 2 such that
J;) [Vul*dx < c||u||f{1

2(1-6 20 31
< el Jul2% (3D

< cllullzlull e

Since [|u;> is bounded, for any &, > 0, there is a constant ¢,
such that

2

clull2llull e < & llAully: + Ce,- (32)
With the same analysis, it easy to know that there exist ; > 0,
¢, such that

L [Vul*dx < & "AV"iz +¢,- (33)

From the above analysis and (29) and (30), we choose
&,, & small enough; then there exists positive constant v, =

1/2>0,¢,, > 0such that
1d (IVVIE + 1Vl g
3 ( Ldt L ) + v, J (|V1/|2 + |Vu|2)dx
! (34)
M2 MZCS}
<o (M+ )+ S <
By Gronwall’s lemma,
Wi + Wl < ey + € (el + o) 5)
35

te(r,T].

In this section, we denote any positive constant by c whose
value may change from line to line. Equations (30), (35) and
the choice of T' (in Theorem 7) depending on ||ull @ t
[voll;2(qy> then (u(x, T), w(x, T)) € S; it is clear by a standard
argument that the solution (¢, w) to (1) can be extended up

to some T, ,, < 0o. With the same method as in the proof of

Lemma 8, for any finite T, ,,,

ot (T2 + 1Y (Tl < € €7 (ol + olz2)
"” (Tmax)“H1 + ”V (Tmax)”H1 < C’
(36)
which implies that T, ,, = +00. The global existence of the

solution to (1) is obtained as the following theorem.

Theorem 9. Suppose that nonnegative functions u, € L*(Q),
vy € L*(Q); then there is a unique nonnegative global solution
(u,v) to (1) satisfying

u,v € C([0,00);L* () []C" ((0,00); L7 ()
(€ ((0,00);H' (),

e ()13 + v O < ™ (ct + (o 72 + [vol7))
t>0,

luOlgp + v Ollep <C, t>T) +1,

(37)



where C depends only on Q, ur, vy, and Ty = (1/
V) In(llugl2 + lwylI72).

5. Global Attractor

The existence of a global attractor to system (1) is given in this
section.
From the estimates in Lemma 8, there exists fixed con-
stant M > 0 and T} = (1/v) In(llugll72 + Iv72) such that
w2 + VOl < M, t>T,. (38)
Denote the set B = {(,v) € L*(Q) x L*(Q) : [, v)ll 22 <
M;u > 0,v > 0} where M is the constant in (38). The results
of Theorem 9 imply that the existence of a dynamical system
{S(t)}4=o which maps V' = {(u,v) : (u,v) € L>*xL5u>0v>
0} into itself and satisfying (u(t), v(t)) = S(t)(uy, v,)- Since B
is bounded, by Lemma 8, there exists T'((B) depending only on
B and |Q] such that
S(t)BcB, t>=T(B), (39)
which implies that B is a bounded absorbing set of the
semigroup {S(t)},5o-
Next, by the Sobolev embedding theorem, the asymptoti-

cal compactness of the semigroup {S(¢)},5, is shown and then
the existence of a global attractor to system (1) is given.

Theorem 10. Assume that f(u,v) satisfying hypothesis. Then
the problem (1) has a global attractor which is a compact
invariant set and attracts every bounded set in V.

Proof. If (u,,v,) is bounded in V, assume that there exists
R such that ||(u,,v,)l,, < R. Then by Lemma 8, there is a
constant T} (R) (depending on R) such that

W" (@), v" @) =St (w,v,) CB, t=T;(R), (40)
where B is the absorbing set given in (39) andn = 1, 2,.... For

any sequence t, (t, — +ooasn — 00), there is N(R) such
that, for any n > N(R), t,, > T;(R) + 1, and

(" (t,), V" (t,))
=S (tn - Tl (R) - 1) (S (Tl (R) + 1) (un’vn)) .

(41)

Since the two embedding H LQ) — L*(Q) are compact,
from the estimates in Theorem 9, it is clear that {u/"(¢,)} lies
in a compact set in L*(Q) and {+"'(¢,)} lies in a compact set in
L*(Q)). Hence, {S(t,)(w,,v,)|q : n=1,2...} is precompact in
L*(Q) x L*(Q), which implies that {S(t)},5, is asymptotically
compact. We have obtained the bounded absorbing set of
{S(t)} ;5. Then by Proposition 1, we obtain the existence of the
global attractor to (1).

From the estimates in Theorem 9, it is easy to know
that the solution of system (1) is exponential decay in space
L*(Q) x L*(Q) if the forcing term f is zero. So the global
attractor reduces to the single point (0,0). O
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6. Conclusions and Discussion

In this paper, by the semigroup method and fixed-point
theorem, we construct a local solution of system (1) and
then discuss its regularity by a priori estimate method. We
also study the asymptotic behavior of solution and show
the existence of global uniformly bounded solution to the
system in a bounded domain Q C R". Some estimates and
asymptotic compactness of the solutions are proved. To prove
the compactness of the semigroup, we used the fact that
Sobolev embedding is compact in bounded domains. As a
result, we establish the existence of the global attractor in
L*(Q) x L*(Q) and prove that the solution converges to stable
steady states if the forcing term f is zero.

The hypothesis of the nonlinear function can be more
general. For the case of unbounded domains or partly
dissipative system, the dynamical system (1) is not compact.
Then, using the similar idea in [11], we should decompose the
semigroup into two parts such that one part asymptotically
tends to zero and the other part is compact. But the lack of
compactness of Sobolev embedding introduces some extra
difficulties. In general, the space domain should be bounded
in a biological process.

The arguments in the previous sections can be applied
to more general reaction diffusion systems. As we discussed
in the introduction, in order to understand further the miR-
17-92 involving in the network with Myc and E2F, scientists
plan to model this network with mathematical model. By
using the mathematical model, the researchers can detect the
key points regulating main properties of biological system
and find the methods to solve the different diseases. In order
to explain the cancer mechanism induced by miR-17-94,
Agudaetal. [1] gave the ODE model and investigated different
possible designs of the silencing mechanism exerted by miR-
17-94; the network is described by the following equations:

op _ kip®

GV RN VA
ot ‘X+a+p2+bm P

(42)

om
E:ﬁ+k2p—ym.

Shen et al. [2] modified the system and added the diffusion
to the system and obtained the reaction-diffusing system as
follows:

Fp kip?

o X7 a+p*+bm 0p+DiAp.
(43)
aa—r:l =B+ k,p—ym+D,Am,
where p(x,t) represents the density of the protein module
(Myc and the E2Fs) and m(x, t) denotes the miRNA cluster.
«, B, 6, a, b, and k; are nonnegative parameters. Let b, =
(1/p)(B + (k,a/d)), by the translation transformation u =
p — («/8), v = m — by, the cancer network system (43) is

changed into a special case of system (1).
From the estimates in Theorem 9, it is easy to know

that the solution of system (1) is exponential decay in
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FIGURE 1: The spotted patterns prevail over the two-dimensional space. And [(a)-(d)] are, respectively, at time 0, 10, 500, 1000. Parameter
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values and initial perturbation, respectively, are § = 0.3, y = 0.2, 0.1 sin(xy), 0.1 cos(xy).

space L2(Q) x L*(Q) if the forcing term f is zero. So the
global attractor reduces to the single point (0,0). Since the
translation transformation u = p — («/6), v = m — b, which
means that the solutions of the cancer network converges
to stable steady states as k; = 0. From the analysis of the
local solution in Section 3, the solution of the system (43) is
nonnegative for any nonnegative initial value. Then, for k; #0
condition, we have 0 < k; pz/ (a+ p2 +bm) < k. Let

Po = suppy (x), m,y = supm, (x),
xeQ xeQ)

(44)
= ipo: o infmo (o

Then there are a supersolution p(x,t) and a subsolution
p(x, 1) to the first equation of the system (43) which read as

follows:

Plat) =2 J(;kl + (ﬁo _— ;kl ) e,

_« )\ st
pen=Ge(g-5)e"

where p(x, t) and B(x, t) are the solutions of the two following
equations, respectively:
dp (x,t)

7 =a+k, -6p(x,t), t>0,

p(x,0)=p, =0,

(45)



dg(x, t)

7 =(x—6£(x,t),

t>0,

(46)

By comparison principle, we see the solution of the system
(43) p(x,t) satisfying p(x,t) < p(x,t) < p(x,t) for any ¢ > 0.
So B

a a+k;

lim p(x,8) = C, (x) € [5, 5

; (47)

which implies that there exists a sufficiently large T such that
a/é < p(x,t) < (o + k;)/0 for t > T. With the same
analysis, we know that there exist a supersolution 71(x, t) and
a subsolution m(x, t) to the second equation of the system
(43) which read as follows:

m(x,t) = b, + (my - by) e
(48)
m(x,t) = by + (my —by) e ",

where b, = (1/y)(B + (k,a/8)) and by = b, + (k,k,/J). Then
we have that

Jlim m (x,1) = C, (x) € [by, ] (49)

The above analysis means that the attractor of the system (43)
is a stable steady states or limit cycle.

Next, we will give the numerical test to the gene network
model. The gene network model is simulated numerically in
two spatial dimensions. Our numerical simulations employ
the zero-flux boundary conditions. We set time step and
space step as 0.02 and 1 and select coefficients of diffusion
(Dy,D,) = (1,1); we choose parameters (a,b) = (1,1),
(ky, ky, 2, B) = (1,0.1,6, ).

The numerical simulation shows that the behavior of the
solution to system (43) is a stable steady states or limit cycle
(see Figures 1(c) and 1(d)). The numerical simulations agree
with analytical results.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgments

This work is supported by National Natural Science Founda-
tion of China (11272277 and 11301455), Foundation of Henan
Educational Committee (13A110737 and 13A110756), Program
for New Century Excellent Talents in University (NCET-
10-0238), the Key Project of Chinese Ministry of Education
(211105), Innovation Scientists and Technicians Troop Con-
struction Projects of Henan Province (134100510013), and
Innovative Research Team in University of Henan Province
(13IRTSTHNO19).

Abstract and Applied Analysis

References

(1] B. D. Aguda, Y. Kim, M. G. Piper-Hunter, A. Friedman, and
C. B. Marsh, “MicroRNA regulation of a cancer network:
consequences of the feedback loops involving miR-17-92, E2F,
and Myc,” Proceedings of the National Academy of Sciences of the
United States of America, vol. 105, no. 50, pp. 19678-19683, 2008.

[2] J. Shen, L. Chen, and K. Aihara, “Self-induced stochastic
resonance in a cancer network of microRNA regulation,” in
Lecture Notes in Operations Research, vol. 13, pp. 251-257, 2010.

[3] V. Ambros, “The functions of animal microRNAs,” Nature, vol.
431, no. 7006, pp. 350-355, 2004.

(4] J. D. Murray, Mathematical Biology. I An Introduction, vol. 17
of Interdisciplinary Applied Mathematics, Springer, 3rd edition,
2002.

[5] S. Kondo and T. Miura, “Reaction-diffusion model as a frame-
work for understanding biological pattern formation,” Science,
vol. 329, no. 5999, pp. 1616-1620, 2010.

[6] A.L. Gartel and E. S. Kandel, “miRNAs: little known mediators
of oncogenesis,” Seminars in Cancer Biology, vol. 18, no. 2, pp.
103-110, 2008.

[7] X. Chen and W. Liu, “Global attractor for a density-dependent
sensitivity chemotaxis model,” Acta Mathematica Scientia B, vol.
32, no. 4, pp. 1365-1375, 2012.

[8] R.Temam, Infinite-Dimensional Dynamical Systems in Mechan-
ics and Physics, vol. 68, Springer, New York, NY, USA, 2nd
edition, 1997.

[9] A. Friedman, Partial Differential Equations, Holt, Rinehart and
Winston, New York, NY, USA, 1969.

[10] A. Pazy, Semigroups of Linear Operators and Applications to
Partial Differential Equations, vol. 44, Springer, New York, NY,
USA, 1983.

[11] A.Rodriguez-Bernal and B. Wang, “Attractors for partly dissi-
pative reaction diffusion systems in R",” Journal of Mathematical
Analysis and Applications, vol. 252, no. 2, pp. 790-803, 2000.

[12] K. Osaki, T. Tsujikawa, A. Yagi, and M. Mimura, “Exponential
attractor for a chemotaxis-growth system of equations,” Non-
linear Analysis: Theory, Methods & Applications, vol. 51, pp. 119-
144, 2002.

[13] A. V. Babin and M. I. Vishik, “Attractors of partial differential
evolution equations in an unbounded domain,” Proceedings of
the Royal Society of Edinburgh A: Mathematics, vol. 116, no. 3-4,
pp. 221-243, 1990.

[14] X. Chen and J. Shen, “Global attractor for a chemotaxis model
with reaction term,” Journal of Applied Mathematics, vol. 2013,
Article ID 536381, 8 pages, 2013.

[15] L. E. Payne and B. Straughan, “Decay for a Keller-Segel chemo-
taxis model,” Studies in Applied Mathematics, vol. 123, no. 4, pp.
337-360, 2009.



