<table>
<thead>
<tr>
<th>No.</th>
<th>Author</th>
<th>Title</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ganelius, T.</td>
<td>Sequences of analytic functions and their zeros</td>
<td>1–50</td>
</tr>
<tr>
<td>2</td>
<td>Nagell, T.</td>
<td>On a special class of Diophantine equations of the second degree</td>
<td>51–65</td>
</tr>
<tr>
<td>3</td>
<td>Hemm, O.</td>
<td>Notes on the Diophantine equation $y^2 - k = x^3$</td>
<td>67–77</td>
</tr>
<tr>
<td>4</td>
<td>Hellsten, U.</td>
<td>The reality of the eigenvalues of certain integral equations</td>
<td>79–87</td>
</tr>
<tr>
<td>5</td>
<td>Stolt, B.</td>
<td>Weitere Untersuchungen zur Gruppenaxiomatik</td>
<td>89–101</td>
</tr>
<tr>
<td>6</td>
<td>Nagell, T.</td>
<td>On the Diophantine equation $x^2 + 6D = y^3$</td>
<td>103–112</td>
</tr>
<tr>
<td>7</td>
<td>Stolt, B.</td>
<td>Über irreduzible Axiomensysteme, die eine endliche abstrakte Gruppe bestimmen</td>
<td>113–116</td>
</tr>
<tr>
<td>8</td>
<td>Stolt, B.</td>
<td>On the Diophantine equation $u^3 - Dv^3 = \pm 4N$, Part III</td>
<td>117–132</td>
</tr>
<tr>
<td>9</td>
<td>Rist, E.</td>
<td>Comparison of tests for non-parametric hypotheses</td>
<td>133–163</td>
</tr>
<tr>
<td>10</td>
<td>Götlind, E.</td>
<td>Some groups of order $p^r q^t$ with Abelian subgroups of order $p^t$ contained in the central</td>
<td>165–169</td>
</tr>
<tr>
<td>11</td>
<td>Stolt, B.</td>
<td>Zur Axiomatik endlicher Gruppen</td>
<td>171–180</td>
</tr>
<tr>
<td>12</td>
<td>Hörmander, L.</td>
<td>Sur la fonction d’appui des ensembles convexes dans un espace localement convexe</td>
<td>181–186</td>
</tr>
<tr>
<td>13</td>
<td>Stolt, B.</td>
<td>Über gewisse Axiomensysteme, die abstrakte Gruppen bestimmen</td>
<td>187–191</td>
</tr>
<tr>
<td>14</td>
<td>Fjellstedt, L.</td>
<td>Bemerkungen über gleichzeitige Lösbarkeit von Kongruenzen</td>
<td>193–197</td>
</tr>
<tr>
<td>15</td>
<td>Jung, J.</td>
<td>On linear estimates defined by a continuous weight function</td>
<td>199–209</td>
</tr>
<tr>
<td>16</td>
<td>Nagell, T.</td>
<td>Sur quelques problèmes dans la théorie des restes quadratiques et cubiques</td>
<td>211–222</td>
</tr>
<tr>
<td>17</td>
<td>Fjellstedt, L.</td>
<td>On a class of Diophantine equations</td>
<td>223–227</td>
</tr>
<tr>
<td>18</td>
<td>Stolt, B.</td>
<td>Zur Axiomatik endlicher Gruppen II</td>
<td>229–238</td>
</tr>
<tr>
<td>19</td>
<td>Hanner, O.</td>
<td>On the uniform convexity of $L^p$ and $l^p$</td>
<td>239–244</td>
</tr>
<tr>
<td>20</td>
<td>Riesel, H.</td>
<td>A note on the prime numbers of the forms $N = (6a + 1) 2^{2n-1} - 1$ and $M - (6a - 1) 2^{2n} - 1$</td>
<td>245–253</td>
</tr>
<tr>
<td>21</td>
<td>Björck, G.</td>
<td>Distributions of positive mass, which maximize a certain generalized energy integral</td>
<td>255–269</td>
</tr>
<tr>
<td>22</td>
<td>Fjellstedt, L.</td>
<td>Einige Sätze über lineare Kongruenzen</td>
<td>271–274</td>
</tr>
<tr>
<td>23</td>
<td>Stolt, B.</td>
<td>Über eine besondere Halbgruppe</td>
<td>275–286</td>
</tr>
<tr>
<td>24</td>
<td>Fjellstedt, L.</td>
<td>A theorem concerning the last quadratic residue and non-residue</td>
<td>287–291</td>
</tr>
<tr>
<td>25</td>
<td>Kjellberg, B.</td>
<td>A note on an inequality</td>
<td>293–294</td>
</tr>
<tr>
<td>26</td>
<td>Kjellberg, B.</td>
<td>A note on a problem of Boas</td>
<td>295–299</td>
</tr>
<tr>
<td>27</td>
<td>Lech, C.</td>
<td>On the associativity formula for multiplicities</td>
<td>301–314</td>
</tr>
<tr>
<td>28</td>
<td>Lyttkens, S.</td>
<td>The remainder in Tauberian theorems II</td>
<td>315–349</td>
</tr>
<tr>
<td>29</td>
<td>Carlitz, L.</td>
<td>Some theorems on polynomials</td>
<td>351–353</td>
</tr>
<tr>
<td>30</td>
<td>Christofferson, S.</td>
<td>Über eine Klasse von kubischen diophantischen Gleichungen mit drei Unbekannten</td>
<td>355–364</td>
</tr>
</tbody>
</table>
The number of zeros of $P_n(z)$ in the sector
$$\alpha \leq \text{arg } z < \beta$$
is called $N_n(\alpha, \beta)$. We say that the zeros of (the polynomials in) the sequence are equi-distributed if
$$N_n(\alpha, \beta) = \frac{\beta - \alpha}{2\pi} n + o(n)$$for all $\alpha$ and $\beta$ satisfying $0 < \beta - \alpha < 2\pi$. Evidently this property of the sequence may depend on the choice of origin.

In his paper [4] Carlson also showed that every power series representing an entire function of infinite order has a sequence of partial sums whose zeros are equi-distributed.

A theorem useful for the study of equi-distribution was published by Erdős and Turán in 1950 [6]:

Let $N(\alpha, \beta)$ be the number of roots of
$$a_0 + a_1z + \cdots + a_n z^n = 0$$in the sector
$$\alpha \leq \arg z < \beta.$$Then
$$|N(\alpha, \beta) - \frac{\beta - \alpha}{2\pi}| \leq c \sqrt{n \cdot \log P}$$where
$$P = \frac{|a_0| + |a_1| + \cdots + |a_n|}{\sqrt{|a_0 a_n|}}$$and $c$ is a numerical constant.

They showed that the theorem is true with $c=16$ and that Szegő’s result easily follows from it.

From another point of view, the theorem of Jentzsch tells us that every boundary point of the domain of uniform convergence for the partial sums of a power series is a limit-point of zeros of the partial sums. This, of course, is not true for general sequences of polynomials. Ostrowski [16, 1922] and Szegő [21, 1922] have given supplementary conditions sufficient to ensure that the boundary points of the domain of uniform convergence for a sequence of polynomials are limit-points of their zeros.

1.2. Let us consider a sequence of polynomials converging uniformly in a neighborhood of the origin to a limit-function, not identically zero, and let us suppose that all the zeros of the polynomials belong to a given set $E$.

In connection with the results mentioned in the beginning of 1.1, it seems natural to ask: For which sets $E$ is it true that every sequence of this type converges uniformly at every point of the plane (to an entire function)? A related problem is treated in the dissertation of Korevaar [11, 1950] and a review of results in this field is given by Obrębnik [15, 1942]. As we have remarked above, the existence of a zero-free sector with vertex at the origin is sufficient in the case of partial sums. For general sequences we have to make more far-
reaching assumptions. As a typical example we quote the following theorem of Lindwart and Pólya [13, 1914]:

If a sequence of polynomials converges uniformly in a domain containing the origin, to a limit-function, not identically zero, and if every polynomial has all its zeros in the half-plane

\[ |\text{arg } z| \leq \frac{\pi}{2}, \]

then the sequence converges uniformly in every bounded domain, the limit being, therefore, an entire function. The order of this function does not exceed 2.

If we put \( z = e^x \) in a polynomial \( P(z) = \sum_{n=0}^{\infty} a_n z^n \) we get an exponential polynomial \( E(z) = P(e^z) = \sum_{n=0}^{\infty} a_n e^{nz} \). Only a few of the theorems quoted above have been generalized to the wider class of exponential polynomials \( \sum_{n=0}^{\infty} a_n e^{\lambda z} \), with arbitrary real \( \lambda \). That a theorem corresponding to Jentzsch's is true for the sections of Dirichlet series has been proved by Knopp (the result is communicated in [9]). Examples showing the distribution of zeros of some exponential polynomials are given in a paper by Turán [14, 1948], where he proves that information on the distribution of zeros of the partial sums of the series for Riemann's \( \zeta \)-function may increase our knowledge of the distribution of the zeros of the function.

1.3. In this paper we study various types of distributions of zeros for sequences of polynomials and exponential polynomials more general than partial sums of a series.

In the following section, we derive some formulas for zeros of analytic functions which will be used in the sequel. Conditions for equi-distribution of zeros of sequences of polynomials and the corresponding problem for exponential polynomials are studied in the third section. We also prove a theorem on conjugate harmonic functions which gives a simple proof of the theorem of Erdős and Turán with an improved value of the constant \( c \). In section 5 we study the number of zeros of exponential polynomials in rectangular regions and give another generalization of the theorem of Erdős and Turán.

In the sixth section we consider sequences of analytic functions and characterize the distribution of the zeros in terms of certain functions of which

\[ \lim_{n \to \infty} \frac{1}{n} \log |P_n(z)| \]

in the polynomial case is a typical representative. We generalize a recent result of Rosenbluom [17] by proving a theorem which yields the above-mentioned theorem of Carlson, if applied to the partial sums of functions of positive order.

In section 7, we prove a theorem of the same type as that of Lindwart and Pólya but with weaker conditions on the zero-free region.
Some formulas concerning the distribution of zeros of analytic functions

2.1. In the sequel we will use various formulas related to the well-known theorem of Jensen. We have collected them in this section and give the proofs in such a way that the relations between them become apparent.

The theorem of Jensen reads as follows. If \( f(z) \) is analytic for \( |z| < r \) and \( |f(0)| = 1 \) then

\[
\sum_{r_{j} \in \tau} \log \frac{r}{r_{j}} = \frac{1}{2\pi} \int_{0}^{2\pi} \log |f(re^{i\theta})| \, d\theta
\]

where \( r_{1}, r_{2}, \ldots, r_{n} \) are the moduli of the zeros of \( f(z) \) in the circle \( |z| < r \), a zero of order \( p \) being counted \( p \) times.

A well-known method of proof is based upon Green's formula

\[
\int_{\partial D} (G \cdot \Delta H - H \cdot \Delta G) \, dz \, dy = \int_{\partial D} \left( \frac{\partial G}{\partial n} - H \frac{\partial G}{\partial n} \right) \, ds
\]

which is valid if \( G \) and \( H \) are continuous and have continuous derivatives of the first two orders in \( D \) and on its boundary \( C \) (\( \partial \) denotes differentiation along the outward normal).

Let \( G(z, \zeta) \) be the Green's function for \( D \), singular at \( \zeta \), and put \( H = \log |f(z)| \), where we suppose that \( f(z) \) is analytic in \( D \). An application of (2.1.2) gives

\[
\sum_{z_{j} \in \tau} G(z_{j}, \zeta) + \log |f(\zeta)| + \frac{1}{2\pi} \int_{\partial D} \log |f(z)| \frac{\partial G}{\partial n} \, ds = 0.
\]

We must exclude from \( D \) small circles around \( \zeta \) and around the zeros \( z_{j} \) of \( f(z) \) when we apply (2.1.2); the integrals over the corresponding contours give the first two terms in (2.1.3). If \( D \) is the circle \( |z| < r \) and if we put \( \zeta = 0 \), we obtain (2.1.1), as Green's function for the circle is

\[
G_{C}(z, \zeta) = \log \frac{r^{2} - z \bar{\zeta}}{r(z - \zeta)}.
\]

We now give the corresponding formula for a sector. Suppose that \( \zeta \) is real. The Green's function for the region \( S(\lambda; R) \) defined by

\[
|z| \leq R, \quad \arg z \leq \frac{\pi}{2\lambda}
\]

and singular at \( \zeta \) is

\[
G_{S}(z, \zeta) = -\log \left| \frac{z^\lambda - \zeta^\lambda}{z^{\lambda^{2}} + \zeta^{\lambda^{2}}} \frac{R^{\lambda^{2}} + z^{\lambda^{2}}}{R^{\lambda^{2}} + \zeta^{\lambda^{2}}} \right|
\]
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as is found by the conformal mapping of $S(\lambda; R)$ on the unit circle $|w| \leq 1$ by the transformation
\[ w = \frac{Z^2 + 2Z - 1}{Z^2 - 2Z - 1}, \quad Z = \left( \frac{r}{R} \right)^{\frac{1}{\lambda}}. \]

Calculation of the normal derivatives in (2.1.3) gives

\[ \log |f(\zeta)| + \sum_{\zeta, \zeta^2 - \zeta \neq 0} G_\zeta(z, \zeta) = 2\frac{\lambda}{\pi} R^2 \xi^4 (R^{2\lambda} - \zeta^{2\lambda}) \int_0^{\frac{\pi}{2\lambda}} \cos \lambda \theta \cdot \log |f(R e^{i\theta})| d\theta \]
\[ + \frac{\lambda}{\pi} \int_0^R \left[ \frac{\zeta^{2\lambda} + \zeta^{2\lambda}}{R^{2\lambda} + \zeta^{2\lambda}} \right] \log \left| f \left( q e^{\frac{\pi i}{2\lambda}} \right) \right| f \left( q e^{-\frac{\pi i}{2\lambda}} \right) d\theta. \]

Some special cases of this formula will be noted.

a) If $|f(z) - z| = o(|z|^\mu)$ when $z \to 0$, we divide by $\zeta^4$. Letting $\zeta$ tend to 0, we find $(z_\zeta = r, e^{i\theta})$
\[ \sum_{z, \zeta^2 - \zeta \neq 0} \left( \frac{R^4}{\zeta^4} - \frac{r^4}{R^4} \right) \cos \lambda \theta = \]
\[ = \frac{\lambda}{\pi} \int_0^{\frac{\pi}{2\lambda}} \cos \lambda \theta \cdot \log |f(R e^{i\theta})| d\theta + \frac{\lambda}{2\pi} \int_0^R \left( \frac{R^4}{\zeta^4} - \frac{r^4}{R^4} \right) \log \left| f \left( q e^{\frac{\pi i}{2\lambda}} \right) \right| f \left( q e^{-\frac{\pi i}{2\lambda}} \right) d\theta \]
which is a formula used by CARLSON in his investigations of sections of power series [4].

b) Let $f(z)$ be analytic in the sectors $S(\alpha; R)$ for all $R$ and suppose that there is a $\mu < \alpha$ such that
\[ \lim_{\theta \to \frac{\pi}{2\lambda}} \frac{1}{\theta} \log |f(q e^{i\theta})| = 0 \]
for $|\theta| \leq \frac{\pi}{2\lambda}$. Letting $R$ tend to infinity we find that

\[ (2.1.5) \quad \log |f(\zeta)| + \sum_{\zeta, \zeta^2 - \zeta \neq 0} \log \left| \frac{\zeta^{2\lambda} + \zeta^{2\lambda}}{\zeta^{2\lambda} - \zeta^{2\lambda}} \right| = \frac{\lambda}{\pi} \int_0^R \left[ \frac{\zeta^{2\lambda} + \zeta^{2\lambda}}{\zeta^{2\lambda} - \zeta^{2\lambda}} \right] \log \left| f \left( q e^{\frac{\pi i}{2\lambda}} \right) \right| f \left( q e^{-\frac{\pi i}{2\lambda}} \right) d\theta. \]

We now suppose that $f(z)$ is a polynomial $P(z)$. Equation (2.1.5) is multiplied by $\zeta^{-1}$ and integrated with respect to $\zeta$ from 0 to $R$. When $R$ tends to infinity we obtain the following result:
If \( P(z) \) is a polynomial of degree \( n \) with zeros \( z_\nu = r_\nu e^{i\theta_\nu} \), then

\[
\sum_{|\theta_\nu|<\pi} (p - |\theta_\nu|) = \frac{n \theta^2}{2\pi} + \frac{1}{2\pi} \int_0^\infty \log \left| \frac{P(e^{i\varphi}) P(e^{-i\varphi})}{P(e^{i\varphi})^2} \right| \frac{d\varphi}{\varphi}.
\]

A simpler proof is obtained by observing that, according to the factorization theorem for polynomials, formula (2.1.6) is equivalent to the corresponding formula for \( P_1(z) = 1 - \frac{z}{z_1} \). Putting \( r = \frac{\theta}{|z_1|} \) we find that we must prove that \((0 \leq |\theta_\nu| \leq \pi)\)

\[
\int_0^\infty \log \left( 1 + 2r \cos \theta_\nu + r^2 \right) \frac{dr}{1 + 2r \cos \theta_\nu + r^2} = \theta_\nu^2 - \theta_\nu^2.
\]

That is easily done, for example, by differentiating with respect to \( \theta_\nu \).

2.2. In order to study also exponential polynomials we give formulas for the strip \( B \), defined by \(|\text{Im}(z)| \leq b\), and corresponding to (2.1.5) and (2.1.6).

The function \( w = e^{\frac{z}{2\lambda}} \) maps \( B \) on the sector \(|\text{arg} \ w| \leq \frac{\pi}{2\lambda}\). From the formula (2.1.5) (in the \( w \)-plane) one obtains

\[
(2.2.1) \quad \log |f(z)| + \sum_{z_\nu \in B} \log \left( \frac{\frac{\pi}{e^{g_b} + e^{\frac{\pi}{\lambda}}}}{\frac{\pi}{e^{g_b} - e^{\frac{\pi}{\lambda}}}} \right) = \frac{1}{2b} \int_{-\infty}^{\infty} \log \left| \frac{f(x + ib)}{f(x - ib)} \right| dx
\]

if, for example, \( f(z) \) is of finite order; \( z_\nu \) are the zeros of \( f(z) \). (The same transformation applied to (2.1.4) gives a result of which a special case is used in 5.5.)

For an exponential polynomial

\[ E(z) = a_0 e^{\lambda_0 z} + a_1 e^{\lambda_1 z} + \cdots + a_n e^{\lambda_n z} \]

in which \( \{\lambda_\nu\} \) are real numbers satisfying

\[ \lambda_n > \lambda_{n-1} > \cdots > \lambda_1 > \lambda_0 = 0 \]

and \( a_0 a_n \neq 0 \), we deduce, corresponding to (2.1.6), the formula

\[
(2.2.2) \quad \sum_{|\theta_\nu|<\pi} (b - |\theta_\nu|) = \frac{n \theta^2}{2\pi} + \frac{1}{2\pi} \int_{-\infty}^\infty \log \left| \frac{E(x + ib) E(x - ib)}{E(x)^2} \right| dx,
\]

where \( z_\nu = x_\nu + iy_\nu \) are the zeros of \( E(z) \).
To obtain a proof of this formula in the manner sketched in the text preceding (2.1.6), we apply (2.2.1) to

$$E_1(z) = \frac{E(z)}{a_0}$$

and to

$$E_2(z) = \frac{E(z)}{a_n} e^{-b \sqrt{z}}.$$ 

We put $b = \frac{\pi}{2}$ and observe that the general result is afterwards obtained by a simple transformation from the formula in this special case. The formula for $E_1(z)$ is integrated with respect to $\zeta$ from $-\infty$ to 0, and that for $E_2(z)$ from 0 to $\infty$.

Thus we obtain

$$\int_{-\infty}^{0} \log |E_1(\zeta)| d\zeta + \sum_{l \in \mathbb{Z}} \int_{-\infty}^{0} \log \left| \frac{e^{\zeta} + e^{\zeta}}{e^{\zeta} - e^{\zeta}} \right| d\zeta = \frac{1}{\pi} \int_{-\infty}^{\infty} \arctg e^{-\zeta} \cdot \log \left| E_1 \left( x + i \frac{\pi}{2} \right) E_1 \left( x - i \frac{\pi}{2} \right) \right| dx$$

and

$$\int_{0}^{\infty} \log |E_2(\zeta)| d\zeta + \sum_{l \in \mathbb{Z}} \int_{0}^{\infty} \log \left| \frac{e^{\zeta} + e^{\zeta}}{e^{\zeta} - e^{\zeta}} \right| d\zeta = \frac{1}{\pi} \int_{-\infty}^{\infty} \arctg e^{\zeta} \cdot \log \left| E_2 \left( x + i \frac{\pi}{2} \right) E_2 \left( x - i \frac{\pi}{2} \right) \right| dx.$$

If

$$\frac{2}{\pi} \int_{-\infty}^{\infty} \arctg e^{\zeta} \cdot \log |E_1(x)| dx$$

is subtracted from both members of (2.2.3 a) and

$$\frac{2}{\pi} \int_{-\infty}^{\infty} \arctg e^{\zeta} \cdot \log |E_2(x)| dx$$

from those of (2.2.3 b), we find, after addition of these formulas, that

$$\sum_{l \in \mathbb{Z}} \int_{-\infty}^{0} \log \left| \frac{e^{\zeta} + e^{\zeta}}{e^{\zeta} - e^{\zeta}} \right| d\zeta = \frac{1}{2} \int_{-\infty}^{\infty} \log \left| E \left( x + i \frac{\pi}{2} \right) E \left( x - i \frac{\pi}{2} \right) \right| dx -$$

$$- \frac{2}{\pi} \int_{-\infty}^{0} \arctg e^{\zeta} \cdot \log \left| E_1(x) \right| dx + \frac{2}{\pi} \int_{0}^{\infty} \arctg e^{-\zeta} \cdot \log \left| E_1(x) \right| dx.$$
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To obtain this formula we have used the obvious equalities

\[ \arctan e^{-z} + \arctan e^{z} = \frac{\pi}{2} \]

and

\[ \left| \frac{E_1 \left( x + i \frac{\pi}{2} \right) E_1 \left( x - i \frac{\pi}{2} \right)}{E_1(x)} \right| = \left| \frac{E_2 \left( x + i \frac{\pi}{2} \right) E_2 \left( x - i \frac{\pi}{2} \right)}{E_2(x)} \right| = \left| \frac{E \left( x + i \frac{\pi}{2} \right) E \left( x - i \frac{\pi}{2} \right)}{E(x)} \right| \]

Putting \( e^{z-x} = r \) in the first member of (2.2.4), we find, according to (2.1.7), that

(2.2.5)

\[ \int_{-\infty}^{\infty} \log \left| \frac{e^{z} + e^{-z}}{e^{z} - e^{-z}} \right| dz = \frac{1}{2} \int_{0}^{\infty} \log \left| \frac{e^{r} + e^{-r}}{e^{r} - e^{-r}} \right| \frac{dr}{r} = \pi \left( \frac{\pi}{2} - \| \nu \| \right) . \]

After a simple transformation the sum of the last two integrals in (2.2.4) may be written

(2.2.6)

\[ \frac{4}{\pi} \int_{0}^{\infty} \arctan e^{-z} \cdot \lambda_{n} \cdot \frac{dx}{\pi} = \frac{2 \lambda_{n}}{\pi} \int_{0}^{\infty} x^{2} \frac{dx}{e^{x} + e^{-x}} = -\frac{\pi^{2}}{8} \]

where the second member is obtained through integration by parts. The value of this integral may be found by a simple contour integration. Insertion of (2.2.5) and (2.2.6) into (2.2.4) completes the proof of (2.2.2).

**Equi-distribution of zeros of polynomials and exponential polynomials**

**3.1.** We are going to study sequences of exponential polynomials \( \{ E_{\nu}(z) \}_{\nu=1}^{\infty} \) with

\[ E_{\nu}(z) = \sum_{\mu=0}^{n_{\nu}} \alpha_{\mu} e^{\xi_{\mu} z} \]

where every \( \xi_{\mu} \) is real and non-negative.

A sequence of exponential polynomials is said to have its zeros equi-distributed in a strip

\[ B > \text{Im}(z) > A \]

if the imaginary parts of the zeros of the polynomials form a sequence which is uniformly dense in the sense of Weyl (cf. Erdős-Turán [5] and references given there), i.e. if

\[ \lim_{\nu \to \infty} \frac{N_{\nu}(\alpha, \beta)}{\lambda_{\nu}} = \frac{\beta - \alpha}{2 \pi} \]

for all \( \alpha \) and \( \beta \) satisfying \( B > \beta > \alpha > A \). \( N_{\nu}(\alpha, \beta) \) denotes the number of zeros of \( E_{\nu}(z) \) in the strip \( \beta > \text{Im}(z) \geq \alpha \), and \( \lambda_{\nu} = \max_{\mu} \lambda_{\mu}^{(\nu)} \).
For sequences of polynomials a corresponding definition has already been given in the introduction. To avoid complications when \( P_v(0) = 0 \) for some or all \( v \), we count a zero at the origin as \( \frac{\theta}{2\pi} \) zeros in every sector of angle \( \theta \).

If \( \min \lambda_v^0 - \zeta > 0 \) in \( E_v(z) \) we count this zero at \( -\infty \) as \( \frac{\lambda}{2\pi} \) zeros in every strip of breadth \( b \).

3.2. Some simple conditions for equi-distribution can be derived from the formulas of the preceding section.

**Theorem.** A necessary and sufficient condition that the sequence \( \{E_v(z)\}_{v=1}^{\infty} \) should have its zeros equi-distribute1 in the strip \( B > \text{Im}(z) > A \) is that

\[
\lim_{r \to \infty} \frac{1}{\lambda_r} \int_0^\infty \log \left| \frac{E_v(x + i \alpha) E_v(x + i \beta)}{E_v(x + i \frac{\alpha + \beta}{2})} \right|^2 \, dx = 0
\]

for all \( \alpha \) and \( \beta \) satisfying \( B > \beta > \alpha > A \).

We introduce the notation

\[
\varepsilon_v(y, \eta) = \frac{1}{2\pi \lambda_r} \int_0^\infty \log \left| \frac{E_v(x + i [y + \eta]) E_v(x + i [y - \eta])}{E_v(x + i y)^2} \right| \, dx.
\]

That (3.2.1) is a necessary condition is seen from (2.2.2) in the following way. We suppose that the zeros are equi-distributed in \( |\text{Im}(z)| < B \). Other cases can be handled after performing a translation. Let \( \beta \) be a positive number less than \( B \). (2.2.2) may be rewritten

\[
\frac{1}{\lambda_r} \int_0^\beta N_v(-\theta, \theta) \, d\theta = \frac{\beta^2}{2\pi} + \varepsilon_v(0, \beta)
\]

because

\[
\sum_{|y_v| < \beta} (\beta - |y_v|) = \int_0^\beta (\beta - \theta) \, dN_v(-\theta, \theta) = \int_0^\beta N_v(-\theta, \theta) \, d\theta.
\]

From the assumption of equi-distribution we infer that

\[
\lim_{r \to \infty} \frac{1}{\lambda_r} N_v(-\varphi, \varphi) = \frac{\varphi}{\pi}
\]

for \( 0 < \varphi < B \). Since \( N_v(-\theta, \theta) \leq N_v(-\beta, \beta), \frac{1}{\lambda_r} N_v(-\theta, \theta) \) is uniformly bounded for \( 0 < \theta < \beta \). Hence
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\[ \lim_{r \to \infty} \frac{1}{\lambda_r} \int_0^\beta N_r(-\theta, \theta) \, d\theta = \lim_{r \to \infty} \frac{1}{\lambda_r} N_r(-\theta, \theta) \, d\theta = \frac{\beta^2}{2\pi} \]

and it follows from (3.2.2) that \( \lim_{r \to \infty} \varepsilon_r(0, \beta) = 0 \). The necessity of (3.2.1) for equi-distribution follows readily.

To prove that (3.2.1) is a sufficient condition we proceed as follows. After a translation, (2.2.2) may be written

\[ (3.2.3) \quad \frac{1}{\lambda_r} \sum_{|y_r - y| < b} (b - |y_r - y|) = \frac{b^2}{2\pi} + \varepsilon_r(y, b). \]

We now integrate both members of (3.2.3) with respect to \( y \) from \( \alpha - b \) to \( \beta + b \) (cf. 5.8). Every zero of \( E_r(z) \) in \( \alpha \leq \text{Im}(z) < \beta \) (we suppose that \( A < \alpha < \beta < B \)) gives a contribution \( b^2 \) in the sum of the left member; some other zeros may give a contribution and hence

\[ \frac{b^2}{\lambda_r} N_r(\alpha, \beta) \leq \frac{b^2}{2\pi} (\beta - \alpha + 2b) + \int_{\alpha - b}^{\beta + b} \varepsilon_r(y, b) \, dy. \]

A corresponding integration from \( \alpha + b \) to \( \beta - b \) gives (we suppose that \( \alpha + b < \beta - b \))

\[ \frac{b^2}{\lambda_r} N_r(\alpha, \beta) \geq \frac{b^2}{2\pi} (\beta - \alpha - 2b) + \int_{\alpha + b}^{\beta - b} \varepsilon_r(y, b) \, dy \]

and thus

\[ (3.2.4) \quad -\frac{b}{\pi} + \frac{1}{b^2} \int_{\alpha + b}^{\beta - b} \varepsilon_r(y, b) \, dy \leq \frac{1}{\lambda_r} N_r(\alpha, \beta) - \frac{\beta - \alpha}{2\pi} \leq \frac{b}{\pi} + \frac{1}{b^2} \int_{\alpha - b}^{\beta + b} \varepsilon_r(y, b) \, dy. \]

Let \( \varepsilon \) be a positive number satisfying

\[ \varepsilon < \frac{1}{\pi} \min \{ B - \beta, \alpha - A, \beta - \alpha \}. \]

If we put \( b = \frac{e\pi}{2} \), we have

\[ \lim_{r \to \infty} \varepsilon_r(y, b) = 0 \]

for every \( y \) in both intervals of integration. From (3.2.3) it may be seen that

\[ 0 \leq \frac{b^2}{2\pi} + \varepsilon_r(y, b) \leq \left( \frac{\beta - \alpha}{2b} + 2 \right)^2 + \varepsilon_r\left( \frac{\alpha + \beta}{2b}, \frac{\beta - \alpha}{2b} + 2b \right) \]
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for \( a - b < y < \beta + b \) and thus our assumption implies that \( \varepsilon_r(y, b) \) is uniformly bounded with respect to \( y \) for fixed \( b \). Hence

\[
\lim_{r \to \infty} I_r = \lim_{r \to \infty} \int_{\alpha + b}^{\beta + b} \varepsilon_r(y, b) \, dy = 0, \quad \lim_{r \to \infty} J_r = \lim_{r \to \infty} \int_{\alpha - b}^{\beta - b} \varepsilon_r(y, b) \, dy = 0.
\]

We now choose \( v_0 \) such that \( |I_r| < \frac{\varepsilon b^2 \pi}{8} \) and \( |J_r| < \frac{\varepsilon b^2 \pi}{8} \) for \( v > v_0 \). Then follows from (3.2.4) that

\[
\left| \frac{1}{L_r} N_r(\alpha, \beta) - \frac{\beta - \alpha}{2\pi} \right| \leq \varepsilon
\]

for \( v > v_0 \), and the equi-distribution follows. Thus it is proved that (3.2.1) is a sufficient condition.

3.3. Theorem 3.2 yields immediately a corresponding condition for equi-distribution of the zeros of a sequence of polynomials. We are going to study this polynomial case a little more thoroughly.

A simple transformation of (3.2.1) shows that the condition for equi-distribution of the zeros of \( \{P_r(z)\}_r \) is

\[
\lim_{v \to \infty} \varepsilon_r(\varphi, \psi) = 0
\]

for all \( \varphi \) and \( \psi \), where

\[
(3.3.1) \quad \varepsilon_r(\varphi, \psi) = \frac{1}{2\pi n_r} \int_0^\infty \log \frac{|P_r(r e^{i(\varphi + \psi)}) P_r(r e^{i(\psi - \varphi)})|}{|P_r(r e^{i\psi})|^2} \, \frac{d r}{r}
\]

and where \( n_r \) is the degree of \( P_r(z) \).

We introduce the notation

\[
V_r(\theta) = \begin{cases} 
N_r(0, \theta) & \text{if } \theta > 0 \\
0 & \text{if } \theta = 0 \\
-N_r(\theta, 0) & \text{if } \theta < 0 
\end{cases}
\]

where \( N_r(\alpha, \beta) \) now is the number of zeros of \( P_r(z) \) in the sector \( \beta > \arg z \geq \alpha \). If \( \theta > 2\pi \) we define \( N_r(0, \theta) \) by

\[
N_r(0, \theta) = N_r(0, \theta - 2\pi) + n_r
\]

and in a similar way \( V_r(\theta) \) is defined for every value of \( \theta \). With these notations, (2.1.6) gives

\[
(3.3.2) \quad \frac{1}{n_r} \int_{\varphi}^{\psi} (\varphi - |\theta|) \, d V_r(\theta) = \frac{\varphi^2}{2\pi} + \varepsilon_r(0, \varphi).
\]
Integration with respect to $\varphi$ from 0 to $\pi$ gives on the left side

\[
\frac{1}{n_r} \int_0^\pi d\varphi \int_{-\varphi}^{\varphi} (|\varphi - |\theta||) dV_r(\theta) = \frac{1}{2n_r} \int_{-\pi}^{\pi} (|\pi - |\theta||)^2 dV_r(\theta) = \frac{1}{2n_r} \int_{-\pi}^{\pi} \theta^2 dV_r(\theta + \pi).
\]

In the right member we change the order of integration and apply Jensen's formula (2.1.1) written in the following form

\[
\int_0^\pi \frac{R_r(u)}{u} d\varphi = \frac{1}{2\pi} \int_0^\pi \log \left| \frac{P_r(r e^{i\varphi})}{P_r(0)} \right|^2 d\varphi.
\]

$R_r(u)$ is the number of zeros of $P_r(z)$ in $|z| \leq u$. We obtain in this way from equation (3.3.2), applied to $P_r(z e^{i\varphi})$, that

\[
\frac{1}{2n_r} \int_{-\pi}^{\pi} \frac{R_r(u)}{u} d\varphi = \frac{1}{2\pi} \int_0^\pi \log \left| \frac{P_r(r e^{i\varphi})}{P_r(0)} \right|^2 d\varphi.
\]

The common value of the members is called $\delta_r(\psi)$, that is

\[
\delta_r(\psi) = \frac{1}{2n_r} \int_{-\pi}^{\pi} \theta^2 dV_r(\theta + \psi + \pi) - \frac{\pi^2}{6}.
\]

and

\[
\delta_r(\psi) = \int_0^\pi e_r(\psi, \varphi) d\varphi = \frac{1}{2\pi} \int_0^\pi \frac{R_r(u)}{u} d\varphi - \log \left| \frac{P_r(r e^{i\varphi})}{P_r(0)} \right|^2 d\varphi.
\]

Evidently $\delta_r(\psi)$ has the period $2\pi$.

Formula (3.3.5) establishes a connection between the distributions of the moduli and of the arguments of the zeros of a polynomial.

### 3.4. We prove the following theorem and show how a well-known sufficient condition for equi-distribution is derived from it.

**Theorem.** A necessary and sufficient condition that the zeros of $\{P_r(z)\}^\infty_{r=1}$ should be equi-distributed is that

\[
\lim_{r \to \infty} \max_{\psi} \delta_r(\psi) = 0.
\]

An equivalent condition is that

\[
\lim_{r \to \infty} \min_{\psi} \delta_r(\psi) = 0.
\]

The function $\delta_r(\psi)$ is given by (3.3.6).
We first prove that the conditions (3.4.1 a) and (3.4.1 b) are equivalent by showing that each one implies the other.

From (3.3.6 a) it is easily seen that

\[ \int_{-\pi}^{\pi} \delta_\epsilon(\psi) \, d\psi = 0. \]

That

\[ (3.4.2) \quad \left| \delta_\epsilon(\psi + \hbar) - \delta_\epsilon(\psi) \right| \leq 2\pi |\hbar| \]

follows, for instance, from a study of a single term in the sum, giving \( \delta_\epsilon(\psi) \), in (3.3.6 a).

Suppose that

\[ \max_\psi \delta_\epsilon(\psi) = \kappa_\epsilon \]

and that

\[ \min_\psi \delta_\epsilon(\psi) = -\lambda_\epsilon < 0. \]

According to (3.4.2), the graph of the function to the right of the minimal point must be situated below a straight line with slope \( 2\pi \) through the minimal point. To the left of this point the graph is below a line with slope \( -2\pi \).

Hence, if

\[ \delta^+(\psi) = \max_\psi \{\delta_\epsilon(\psi), 0\} \]

and

\[ \delta^- (\psi) = \min_\psi \{\delta_\epsilon(\psi), 0\}, \]

we evidently have

\[ \int_{-\pi}^{\pi} \delta^+ (\psi) \, d\psi \leq 2\pi \kappa_\epsilon \]

and

\[ \int_{-\pi}^{\pi} \delta^- (\psi) \, d\psi \leq -\lambda_\epsilon \cdot \frac{\lambda_\epsilon}{2\pi}. \]

Now

\[ \int_{-\pi}^{\pi} \delta^+ (\psi) \, d\psi + \int_{-\pi}^{\pi} \delta^- (\psi) \, d\psi = \int_{-\pi}^{\pi} \delta_\epsilon (\psi) \, d\psi = 0, \]

and hence

\[ \lambda_\epsilon \leq 2\pi \sqrt{\kappa_\epsilon}. \]

Thus (3.4.1 a) implies (3.4.1 b) and a similar discussion shows that implication is also valid in the other direction.

By aid of this preliminary result, theorem 3.4 follows from theorem 3.2, as it is seen from (3.3.1) and (3.3.6 b) that

\[ (3.4.3) \quad 2\pi \cdot \epsilon_\epsilon(\psi, \varphi) = 2\delta_\epsilon(\psi) - \delta_\epsilon(\psi + \varphi) - \delta_\epsilon(\psi - \varphi), \]

and from (3.3.6 b) that

\[ (3.4.4) \quad \delta_\epsilon(\psi) = \int_0^{\pi} \epsilon_\epsilon(\psi, \varphi) \, d\varphi. \]
3.5. Among the sufficient conditions for equi-distribution the following condition is perhaps the best known one.

Put

\[ P_\nu(z) = \sum_{\mu=0}^{\nu} a_{\mu}^{(\nu)} z^\mu, \]

and

\[ M_\nu = \max_{\varphi} |P_\nu(e^{i\varphi})|. \]

A sufficient condition that \( \{P_\nu(z)\}_\nu \) should have its zeros equi-distributed is that simultaneously

\[
\begin{align*}
(3.5.1 \, a) & \quad \lim_{\nu \to \infty} \frac{1}{\nu} \log M_\nu = 0, \\
(3.5.1 \, b) & \quad \lim_{\nu \to \infty} \frac{1}{\nu} \log |a_{0}^{(\nu)} a_{\nu}^{(\nu)}| = 0.
\end{align*}
\]

(We suppose for simplicity that \( a_{0}^{(\nu)} \neq 0 \) for all \( \nu \).)

This condition is equivalent to the condition for equi-distribution which follows from the previously quoted theorem of Erdős and Turán. We are going to study this theorem more closely in the following section.

We now show how this condition can be derived from theorem 3.4. If we put

\[ P_\nu(z) = a_{0}^{(\nu)} \prod_{\mu=1}^{\nu} \left( 1 - \frac{z}{z_{\mu}} \right) \]

with

\[ z_{\mu} = \theta_{\mu} e^{i\theta_{\mu}}, \]

and form the polynomial

\[ p_\nu(z) = \prod_{\mu=1}^{\nu} \left( 1 - z e^{-i\theta_{\mu}} \right), \]

then it is true (Schur [19]) that

\[
(3.5.2) \quad M_\nu = \max_{\varphi} |p_\nu(e^{i\varphi})| \leq \frac{1}{\sqrt{|a_{0}^{(\nu)} a_{\nu}^{(\nu)}|}} \max_{\varphi} |P_\nu(e^{i\varphi})| = \frac{M_\nu}{\sqrt{|a_{0}^{(\nu)} a_{\nu}^{(\nu)}|}}.
\]

The proof of (3.5.2) is obtained by observing that

\[ e_{\mu} \left| 1 - \frac{e^{i\theta}}{z_{\mu}} \right| = e_{\mu} + \frac{1}{e_{\mu}} - 2 \cos (\theta - \theta_{\mu}) \geq 2 - 2 \cos (\theta - \theta_{\mu}) = \left| 1 - \frac{e^{i\theta}}{e_{\mu}} \right|^2. \]

Hence
\[
\prod_{\mu=1}^{n_c} \left| 1 - \frac{e^{i\theta}}{z_{\mu}} \right| \geq \prod_{\mu=1}^{n_c} \left| 1 - \frac{e^{i\theta}}{e^{i\theta}} \right|,
\]

and the result easily follows.

To prove that the zeros of \( \{P_{*}(z)\}_{1}^{\infty} \) are equi-distributed, we consider \( \{p_{*}(z)\}_{1}^{\infty} \), as the zeros of \( p_{*}(z) \) have the same arguments as those of \( P_{*}(z) \).

All zeros of the polynomials \( p_{*}(z) \) have modulus 1 and thus the function \( \delta_{*}(\psi) \) defined by (3.3.6 b) is

\[
\delta_{*}^{*}(\psi) = -\frac{1}{n_{\psi}} \int_{0}^{1} \log |p_{*}(r e^{i\psi})| \frac{dr}{r} - \frac{1}{n_{\psi}} \int_{1}^{\infty} \log \left| \frac{p_{*}(r e^{i\psi})}{r^{p_{*}}} \right| \frac{dr}{r} =
\]

where \( q_{*}(z) = z^{n_{\psi}} p_{*}\left(\frac{1}{z}\right) \).

We define \( m_{\psi} \) by

\[
m_{\psi} = \text{Max}_{\psi} |q_{*}(e^{i\psi})| = \text{Max}_{\psi} |p_{*}(e^{i\psi})|.
\]

According to a theorem related to Schwarz's lemma (see e.g. Koèbe [10, p. 59])

\[
\log |p_{*}(r e^{i\psi})| \leq \frac{2\pi r}{1 + r} \log m_{\psi}
\]

for \( 0 \leq r \leq 1 \), and \( q_{*}(z) \) satisfies the same inequality. Thus

\[
-\delta_{*}^{*}(\psi) \leq \frac{1}{n_{\psi}} \cdot 4 \cdot \log 2 \cdot \log m_{\psi}
\]

and by (3.5.2)

\[
\text{Min}_{\psi} \delta_{*}^{*}(\psi) \geq -4 \cdot \log \frac{2}{n_{\psi}} \cdot \log \frac{M_{*}}{\sqrt{|a_{0}^{*} a_{n_{\psi}}^{*}|}}.
\]

Hence the equi-distribution follows from theorem 3.4 if (3.5.1) is satisfied.

3.6. As an example, we consider a power series

\[
f(z) = \sum_{\mu=0}^{\infty} a_{\mu} z^{\mu}
\]

with radius of convergence 1 \( (a_{0} \neq 0) \).

Then, if

\[
P_{*}(z) = \sum_{\mu=0}^{r} a_{\mu} z^{\mu}
\]
there is a sub-sequence \( \{P_n(z)\}_{n=1}^{\infty} \) for which

\[
\lim_{n \to \infty} \max_{|z|=r} |P_n(re^{i\theta})|^\frac{1}{n} = \begin{cases} 
1 & \text{for } r \leq 1 \\
r & \text{for } r \geq 1
\end{cases}
\]

and

\[
\lim_{n \to \infty} \frac{1}{n} \left| a_n \right| = 1.
\]

Hence the zeros of the polynomials in the sub-sequence are equi-distributed as is seen from (3.5.1) and this conclusion is the previously mentioned result of Szegö.

That the above statement is true for the partial sums of a function of infinite order was first shown by Carlson [3, 4]. Using the estimates given by Carlson [4, p. 5–6], we can, by a transformation \( z = K_\nu \zeta \) in the \( \nu \)th partial sum, obtain a sub-sequence fulfilling the requirements given in (3.5.1). This method cannot successfully be applied to all sequences with equi-distributed zeros. We give an example of a sequence which cannot in this way be brought to satisfy the condition that

\[(3.6.1)\]

\[
\lim_{\nu \to \infty} \frac{1}{n_{\nu}} \log \left| \frac{M_{\nu}}{\sqrt{|a_0^{(\nu)} a_0^{(\nu)}}} \right| = 0.
\]

Let

\[
P_\nu(z) = \prod_{\mu=1}^{\nu} \left( 1 - \frac{z}{z_{\mu}} \right) = \sum_{\mu=0}^{\nu} b_{\mu}^{(\nu)} z^\mu,
\]

with

\[
z_{\mu}^{(\nu)} = \left\lfloor \frac{4 \mu \pi}{2 \nu + 1} \right\rfloor e^{2\pi i/2\nu + 1}.
\]

The zeros all satisfy \(|Re(z_{\mu}^{(\nu)})| = 1\) and they are evidently equi-distributed.

We put \( z = k_\nu \zeta \) in \( P_\nu(z) \), and write \( p_\nu(\zeta) = P_\nu(\zeta k_\nu) \) and \( m_\nu = \max_{|z|=1} \left| p_\nu(e^{i\theta}) \right| \).

We now try to determine \( k_\nu \) so that

\[
\lim_{\nu \to \infty} \frac{1}{\nu} \log \frac{m_\nu}{\sqrt{|b_{\mu}^{(\nu)} k_\nu|}} = 0.
\]

As

\[
\lim_{\nu \to \infty} \frac{1}{\nu} \log |b_{\mu}^{(\nu)}| = \log \frac{1}{2}
\]

a suitable value of \( k_\nu \) must be \( > 2 \).

A simple calculation shows that

\[
\lim_{\nu \to \infty} \frac{1}{\nu} \log \left| P_\nu(re^{i\theta}) \right| = \frac{1}{4} \log \frac{r^2 (r^2 + 4) |\cos \nu| + 4)}{16},
\]

if \( r |\cos \nu| \geq 1 \).
Hence
\[ \lim_{r \to \infty} \frac{1}{r} \log \frac{m_r}{\sqrt{h_r(k_r(k_r + 2))}} \geq \lim_{r \to \infty} \frac{1}{2} \log \frac{4}{\frac{1}{2} k_r} = \lim_{r \to \infty} \frac{1}{2} \log \frac{k_r + 2}{2} \geq \frac{1}{2} \log 2, \]
and (3.6.1) cannot be satisfied.

**A theorem on conjugate harmonic functions**

4.1. In the previous section, we referred to a theorem of Erdős and Turán [6]. In their proof no use was made of the results of the theory of analytic functions. Their theorem is a generalisation of a result of Schmidt and Schur [19] which gives an upper bound for the number of real roots of a polynomial. A simple function-theoretic proof of the theorem of Schmidt has been given by Littlewood and Offord [14].

We are going to prove a theorem for a pair of conjugate harmonic functions, which implies the result of Erdős and Turán and which gives a better value of the constant occurring in that theorem.

4.2. If the inequality of Schur (3.5.2) is compared with that of Erdős and Turán given in the introduction, we see that it is sufficient to prove that if

\[ P(z) = \prod_{i=1}^{n} (1 - z \cdot e^{-i\theta_i}), \quad 0 \leq \theta_i < 2\pi \]

and if \( N(\alpha, \beta) \) is the number of \( \theta_i \) such that

\[ 0 \leq \alpha \leq \theta_i < \beta < 2\pi \]

then

\[ N(\alpha, \beta) - \frac{\beta - \alpha}{2\pi} n \leq c \sqrt{n} \cdot \max_{\theta} \log |P(e^{i\theta})|. \]

(A proof which does not require Schur's inequality follows from the investigations in the following section.)

To show the connection with the theorem on harmonic functions, we observe that the function \( z = e^{i\theta} \)

\[ u_1(z) = \frac{1}{\pi} \log |1 - e^{i(\theta - \theta_i)}| \]

which is harmonic for \( \theta < 1 \), has as a conjugate function

\[ v_1(z) = \frac{1}{\pi} \arg (1 - e^{i(\theta - \theta_i)}). \]

It is easily seen that

\[ \frac{\partial v_1(e^{i\theta})}{\partial \theta} < \frac{1}{2\pi} \]
for $\rho < 1$. On $\rho = 1$, $v_1(z)$ takes the boundary values

$$V_1(\theta) = C_1 + \frac{\theta}{2\pi} - \mu_1(\theta)$$

where $C_1$ is an appropriate constant and $\mu_1(\theta)$ is defined by

$$\mu_1(\theta) = \begin{cases} 0 & \text{if } \theta < \theta_1, \\ 1 & \text{if } \theta > \theta_1. \end{cases}$$

Thus it is seen that a harmonic function $v(z)$ conjugate to

$$(4.2.2) \quad u(z) = \frac{1}{\pi} \log |P(e^{i\theta})|$$

has the boundary values

$$(4.2.3) \quad V(\theta) = C_0 + \frac{n\theta}{2\pi} - N(0, \theta)$$

on $\rho = 1$. The derivative satisfies

$$(4.2.4) \quad \frac{\partial v}{\partial \theta} < \frac{n}{2\pi}$$

if $\rho < 1$.

In the sequel we do not restrict $\theta$ to the interval $(0, 2\pi)$. The value of $N(0, \theta)$ is given by the periodic continuation of $V(\theta)$ if $\theta$ does not belong to this interval.

If (4.2.2), (4.2.3) and (4.2.4) are compared with (4.2.1) it seems natural to state the following theorem.

4.3. **Theorem.** Suppose that $f(z) = u + iv$, $f(0) = 0$ is a function which is regular for $|z| < 1$ and suppose that

$$(4.3.1) \quad u < H, \frac{\partial v}{\partial \theta} < K$$

for $|z| < 1$. Then

$$(4.3.2) \quad |v(z)| < C\sqrt{HK}$$

for $|z| < 1$ where $C$ is a constant e.g. 13.

**Remark.** It will be seen below that the value of $C$ cannot be smaller than $\pi$. Since it follows from $\frac{\partial v}{\partial \theta} < K$ and

$$\int_0^{2\pi} v(\rho e^{i\theta}) \, d\theta = 2\pi v(0) = 0$$

that $|v(z)| < \pi K$ the theorem is obvious if $H > K$. We may suppose in the sequel that $H \leq K$.  
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As \( \frac{\partial v}{\partial \theta} = \frac{\partial u}{\partial \varrho} \) the theorem holds true if (4.3.1) is replaced by

\[(4.3.1') \quad u < H, \quad \frac{\partial u}{\partial \varrho} < K.\]

**Proof.** To simplify the notations we suppose in the proof that \( f(z) \) is regular for \( |z| < 1 + \varepsilon \) and prove that (4.3.2) holds for \( |z| = 1 \). The theorem follows by a simple transformation.

For the proof we use a formula related to (2.1.5) but valid for every harmonic function regular in \( |z| \leq 1 \). We consider the domain consisting of the points \( z \) which satisfy the inequalities

\[|z| < 1, \quad \arg z < \frac{\pi}{2\lambda}, \quad |z - 1| > \varepsilon.\]

Green's formula (2.1.2) is applied to the functions

\[G(z) = \log \left| \frac{1 + z'}{1 - z} \right|, \quad H(z) = u(z e^{\varphi}).\]

\( G \) equals zero on the straight lines of the boundary and \( \frac{\partial G}{\partial n} = 0 \) on the arcs of the circle \( |z| = 1 \). If \( \varepsilon \) tends to zero, the integral \( \int \frac{\partial G}{\partial n} \cdot H \cdot ds \) along the arc of the circle \( |z - 1| = \varepsilon \) tends to \( \pi u(1, \varphi) \) and we find \( (u(\varphi, \theta) = u(\varphi e^{\varphi})) \)

\[2\lambda \int_0^1 \frac{u\left(\varphi, \frac{\pi}{2\lambda}\right) + u\left(\varphi + \frac{\pi}{2\lambda}\right)}{1 + \varepsilon^{2\lambda}} \varrho^{|\varrho|^2} \, d\varrho +
\]

\[+ \int_{-\frac{\pi}{2\lambda}}^{\frac{\pi}{2\lambda}} \log \left| \cot \frac{\theta}{2} \right| \cdot u'(1, \varphi + \theta) \, d\theta = \pi u(1, \varphi).
\]

As

\[u'(1, \varphi + \theta) = u'(1, \varphi + \theta)
\]

an integration with respect to \( \varphi \) from \(-\xi\) to \( \xi\) gives

\[(4.3.3) \quad \int_{-\frac{\pi}{2\lambda}}^{\frac{\pi}{2\lambda}} \log \left| \cot \frac{\lambda \theta}{2} \right| \cdot \left[ v(1, \theta + \xi) - v(1, \theta - \xi) \right] d\theta =
\]

\[= \int_{-\xi}^{\xi} \left[ \pi u(1, \varphi) - 2\lambda \int_0^1 \frac{u\left(\varphi, \frac{\pi}{2\lambda}\right) + u\left(\varphi + \frac{\pi}{2\lambda}\right)}{1 + \varepsilon^{2\lambda}} \varrho^{|\varrho|^2} \, d\varrho \right] d\varphi.
\]
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Now \( \frac{\partial v}{\partial \theta} < K \), hence

\[
v(1, \theta + \xi) - v(1, \theta - \xi) \leq v\left(1, \xi - \frac{\pi}{2\lambda}\right) + K \left(\frac{\pi}{2\lambda} + \theta\right) - v\left(1, -\xi + \frac{\pi}{2\lambda}\right) - v\left(1, -\xi - \frac{\pi}{2\lambda}\right) + K \frac{\pi}{\lambda}
\]

for \( |\theta| \leq \frac{\pi}{2\lambda} \).

We put \( \chi = \xi - \frac{\pi}{2\lambda} \) and observe that

\[
\int_{-\frac{\pi}{2\lambda}}^{\frac{\pi}{2\lambda}} \log \cot \frac{\lambda \theta}{2} d\theta = \int_{0}^{\frac{\pi}{\lambda}} \log \cot \frac{2 \lambda}{2} d\theta = \frac{4}{\lambda} \int_{1}^{\infty} \frac{\log t}{1 + t^2} dt = \frac{2}{k}
\]

where

\[
k = \int_{1}^{\infty} \frac{\log t}{1 + t^2} dt = \int_{0}^{\infty} \frac{\arctg t}{t} dt = \sum_{m=0}^{\infty} \frac{(-1)^m}{(2m+1)^2} = 0.916 \ldots
\]

is known as Catalan's constant. In this way (4.3.3) is transformed into the inequality

\[
v(1, \chi) - v(1, -\chi) \geq -K \frac{\pi}{\lambda}
\]

\[
- \frac{\lambda}{4k} \int_{-\frac{\pi}{2\lambda}}^{\frac{\pi}{2\lambda}} \int_{0}^{\frac{\pi}{2\lambda}} \left[ \frac{u(e, \varphi - \frac{\pi}{2\lambda}) + u(e, \varphi + \frac{\pi}{2\lambda})}{1 + e^{2\lambda}} \right] d\varphi = \frac{1}{1 + e^{2\lambda}} d\varphi - \pi u(1, \varphi)
\]

We interchange the order of integration and use the inequality

\[
\left| \int_{0}^{\beta} u(e, \theta) d\theta \right| \leq \max_{0} u(e, 0) \cdot 2\pi < 2\pi H
\]

which is evidently true because

\[
\int_{0}^{2\pi} u(e, \theta) d\theta = 2\pi u(0) = 0.
\]

Thus
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We choose
\[ \lambda = \sqrt{\frac{K k}{\pi H}} \]
and get
\[ \nu (1, \chi) - \nu (1, -\chi) \geq -2 \sqrt{\frac{\pi}{k}} H K. \] (4.3.4)

The same result holds evidently for \( \nu (1, \chi_0 + \chi) - \nu (1, \chi_0 - \chi) \) for every \( \chi_0 \).

As there certainly exists a \( \theta_0 \) such that \( \nu (1, \theta_0) = 0 \), it follows that
\[ |\nu (1, \theta)| \leq 2 \sqrt{\frac{\pi}{k}} H K. \]

The result of Erdős and Turán follows from (4.3.4) since this inequality is valid for \( V (\theta) \) as given in (4.2.3). We have \( H = \frac{1}{\pi} \log \left( \max_{\theta} |P(e^{i\theta})| \right) \) and \( K - \frac{n}{2 \pi} \) and therefore
\[ \left| \frac{N(\alpha, \beta)}{n} - \frac{\beta - \alpha}{2 \pi} \right| \leq \sqrt{\frac{2 \pi}{k}} \log \max |P(e^{i\theta})|. \]

The simple example \( P(z) = (1 + z)^n \) shows that no number smaller than \( \frac{1}{V \log 2} \) can be substituted for \( \sqrt{\frac{2 \pi}{k}} \). Hence the best possible value of the constant \( C \) in theorem 4.3 must be larger than \( \pi \sqrt{\frac{2}{\log 2}} \).

**On the distribution of the zeros of exponential polynomials**

5.1. In this section we give some results concerning the zeros of exponential polynomials. In combination with a method used in a preceding section these results lead to a proof of a theorem which is a generalisation of that of Erdős and Turán.

We are going to study the number of zeros of
\[ E(z) = a_0 + a_1 e^{\lambda_1 z} + \cdots + a_n e^{\lambda_n z} \]
in rectangular regions \( R(\delta, T) \) defined by
\[ |\Re(z)| \leq \delta, \ |\Im(z)| \leq T. \]

We suppose that
\[ a_0 a_n \neq 0 \]
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and that

$$\lambda_{n+1} - \lambda_n \geq \gamma > 0$$

for \( \mu = 0, 1, \ldots, n - 1 \). We put \( \lambda_0 = 0 \). In the sequel we assume that \( \gamma \leq 1 \).

The function \( D(z) \) is defined by

$$D(z) = e^{-\lambda_n z} E(z).$$

We put

$$e(x) = \sup_y |E(x + iy)|$$

and

$$d(x) = \sup_y |D(x + iy)|.$$

If

$$Q = |a_0| + |a_1| + \cdots + |a_n|,$$

we evidently have

$$e(x) \leq Q \text{ for } x \leq 0$$

and

$$d(x) \leq Q \text{ for } x \geq 0.$$

We also put

$$S = \frac{Q}{\sqrt{|a_0 a_n|}}$$

and denote by \( \{z_0\} \) the zeros of \( E(z) \) in some order.

We are going to prove the following theorem.

**Theorem.** Let \( N(\delta, T) \) denote the number of zeros of \( E(z) \) in the region \( R(\delta, T) \) defined above. Then

$$-3 \left( \phi^4 + 3 \frac{\phi}{\delta} \right) \leq \frac{N(\delta, T)}{\lambda_n} - \frac{T}{\pi} \leq 6 \left( e^{\phi^2/\delta^2} + \phi \right)$$

where

$$\phi = \left( T + \frac{\pi}{\gamma} \right) \frac{\log S}{\lambda_n}.$$

For \( \delta \to \infty \) this theorem yields the inequality

$$\frac{N(\infty, T)}{\lambda_n} \geq \frac{T}{\pi} - 3 \sqrt{T + \frac{\pi}{\gamma}} \frac{\log S}{\lambda_n}$$

and if we apply this result to the polynomial case, where we are interested only in values of \( T < 2\pi \) and \( \gamma = 1 \), we find

$$\frac{N(\infty, T)}{\lambda_n} \geq \frac{T}{\pi} - 3 \sqrt{3}\pi \sqrt{\frac{\log S}{\lambda_n}}.$$

It is easily seen that this result implies the theorem of ERDÖS and TURÁN with \( c = 3\sqrt{3}\pi \).
5.2. To simplify our equations we shall suppose from now on that we have multiplied $E(z)$ by a suitable constant so that $Q=1$.

**Lemma.** If $T \geq 0$ and $x \leq 0$ we have

\[ \int_T^T \log |E(x+iy)| dy \geq -2\pi \left( T + \frac{T}{2} \right) \log \frac{2}{|a_0|}. \]

Let $\zeta$ be a number with $Re(\zeta) \leq 0$. We define

\[ h(z) = E(\zeta + z). \]

Green's function for the left half-plane $Re(z) \leq 0$, singular at $-a$ ($a > 0$) is

\[ \log \left| \frac{z-a}{z+a} \right|. \]

A formula corresponding to (2.1.3) is clearly valid for the exponential polynomial $h(z)$ if the domain $D$ is the left half-plane. We find

\[ \sum_{\nu \in \nu} \log \left| \frac{\nu_a - a}{\nu_a + a} \right| + \log |h(-a)| - \frac{a}{\pi} \int_{-\infty}^{\infty} \log |h(iy)| \frac{dy}{a^2 + y^2} = 0 \]

where $\{\nu\}$ are the zeros of $h(z)$. As the Green's function is not negative in $D$, it follows that

\[ \int_{-\infty}^{\infty} \log |h(iy)| \frac{dy}{a^2 + y^2} \geq \frac{\pi}{a} \log |h(-a)|. \]

Now $|h(iy)| \leq 1$ and thus for $u \geq 0$

\[ \int_{-u}^{u} \log |h(iy)| \frac{dy}{a^2 + y^2} \geq \int_{-u}^{u} \log |h(iy)| \frac{dy}{a^2 + y^2} \geq \int_{-\infty}^{\infty} \log |h(iy)| \frac{dy}{a^2 + y^2} \]

and if we use (5.2.2) we find that

\[ \int_{-u}^{u} \log |h(iy)| \frac{dy}{a^2 + y^2} \geq \pi \frac{a^2 + u^2}{a} \log |h(-a)|. \]

Hence, if $a = u$, then

\[ \int_{-u}^{u} \log |h(iy)| \frac{dy}{a^2 + y^2} \geq 2\pi u \log |h(-u)|. \]

We need a lower bound for $|h(-u)|$. 23
According to a result of Ingham [8]

\[ \frac{1}{V} \int_{V_{e^{-r}}}^{V_{e^{r}}} |E(x + iy)| dy \geq |a_0| \]

if \( V = \frac{\pi}{\gamma} \) and \( V_0 \) is an arbitrary real number.

Thus, for fixed \( x \), there is a \( V_0 \) in every interval of length \( \frac{2\pi}{\gamma} \) such that

\[ |E(x + iy)| \geq \left| \frac{a_0}{2} \right| \]

Suppose now that \( \eta_0 \) is the real number with the smallest absolute value which satisfies

\[ |E(x + \frac{\pi}{\gamma} + i\eta_0)| \geq \left| \frac{a_0}{2} \right| \]

Then

\[ |\eta_0| \leq \frac{\pi}{\gamma} \]

If we put \( \zeta = x + i\eta_0 \), it follows from (5.2.4) that

\[ \int_{-\left(\frac{\pi^2}{\pi} \right)}^{\frac{\pi^2}{\pi}} \log |E(x + iy + \eta_0)| dy \geq 2\pi \left( T + \frac{\pi}{\gamma} \right) \log |E(x - \frac{\pi}{\gamma} + i\eta_0)| \geq \left| \frac{a_0}{2} \right| \]

and as \( |E(x + iy)| \leq 1 \) when \( x \leq 0 \) and \( |\eta_0| \leq \frac{\pi}{\gamma} \), we get

\[ \int_{-\frac{\pi^2}{\pi}}^{\frac{\pi^2}{\pi}} \log |E(x + iy)| dy \geq \int_{-\left(\frac{\pi^2}{\pi} \right)}^{\frac{\pi^2}{\pi}} \log |E(x + iy + \eta_0)| dx. \]

But (5.2.5) and (5.2.6) evidently imply (5.2.1) and the lemma is therefore proved.

In the same way it follows that

\[ \int_{-\frac{\pi^2}{\pi}}^{\frac{\pi^2}{\pi}} \log |D(x + iy)| dy \geq 2\pi \left( T + \frac{\pi}{\gamma} \right) \log \left| \frac{a_0}{2} \right| \]

for \( x \geq 0 \) and as \( |D(iy)| = |E(iy)| \) we also have
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We now turn to a study of the function

\[ \varphi(\sigma) = \int_{-\pi/2}^{\pi/2} \log \left| \frac{1 + \sigma e^{iy}}{1 - \sigma e^{iy}} \right| dy. \]

In 4.2 we used the fact that for all \( \sigma \)

\[ |\varphi(\sigma)| \leq \varphi(1) - 4k \]

where \( k \) is Catalan's constant.

For \( |\sigma| \leq 1 \)

\[ \varphi(\sigma) = 4 \sum_{m=0}^{\infty} (-1)^m \frac{\sigma^{2m+1}}{(2m+1)^2} \]

as is found by a series development of the integrand in (4.3.1). For other values of \( \sigma \), we get \( \varphi(\sigma) \) from the relations

\[ \varphi(\sigma) = -\varphi(-\sigma) = \varphi\left(\frac{1}{\sigma}\right). \]

For \( |\sigma| < 1 \), it is true that

\[ \varphi'(\sigma) = 4 \frac{\text{arctg } \sigma}{\sigma}. \]

Thus, for \( 0 \leq \sigma < 1 \),

\[ \pi < \varphi'(\sigma) \leq 4. \]

If \( \sigma \geq 1 \) and \( 0 \leq \sigma \leq 1 \) we find

\[ \varphi(\sigma) - \varphi\left(\frac{1}{\sigma}\right) = \sigma \int_{\frac{1}{\sigma}}^{\sigma} \varphi'(s) ds \geq \pi \sigma \left(\sigma - \frac{1}{\sigma}\right). \]

We also observe that for \( 0 \leq \sigma \leq 1 \)

\[ \varphi(1) - \varphi(\sigma) = \int_{0}^{1} \varphi'(s) ds \leq 4 (1 - \sigma) \]

and

\[ \varphi(\sigma) \leq 4 \sigma. \]
5.4. The inequalities of 5.3 will now be used in the proofs of some lemmas on the distribution of zeros of exponential polynomials. They concern the zeros, \( z_r = x_r + iy_r \), of the exponential polynomial \( E(z) \) which is supposed to be normed so that \( Q = 1 \).

The following notations will be used for the regions with which we are going to deal. They are all bounded by the lines \( |\operatorname{Im}(z)| = T \) and by vertical lines. If \( \delta \) is a non-negative number we define

\[
W_1(\delta, T) : \operatorname{Re}(z) \leq -\delta \quad |\operatorname{Im}(z)| \leq T,
\]

\[
W_2(\delta, T) : \delta \leq \operatorname{Re}(z) \quad |\operatorname{Im}(z)| \leq T,
\]

\[
R_1(\delta, T) : -\delta \leq \operatorname{Re}(z) \leq 0 \quad |\operatorname{Im}(z)| \leq T,
\]

\[
R_2(\delta, T) : 0 \leq \operatorname{Re}(z) \leq \delta \quad |\operatorname{Im}(z)| \leq T,
\]

\[
W(\delta, T) = W_1(\delta, T) \cup W_2(\delta, T),
\]

\[
R(\delta, T) = R_1(\delta, T) \cup R_2(\delta, T),
\]

\[
W(T) : \quad |\operatorname{Im}(z)| \leq T.
\]

5.5. Lemma. If \( b > 0 \), then

\[
(5.5.1) \quad \sum_{z_r \in W_{1}(\delta, T)} e^{\frac{x_r}{b}} \leq \frac{1}{\delta} \left( T + b + \frac{\pi}{2} \right) \log \frac{2}{|a_0|}.
\]

For the proof we put \( h(z) = E(z + i\eta) \) and apply a formula we have mentioned in the beginning of 2.2, that is the extension of (2.1.4), with \( R = 1 \), to exponential polynomials. If \( z_r \) is a zero of \( E(z) \), the corresponding zero of \( h(z) \) is \( z_r - i\eta \). As \( |h(z)| \leq 1 \) for \( \operatorname{Re}(z) \leq 0 \) we find

\[
\log |E(z + i\eta)| + \sum_{z_r \in W_{1}(\delta, T)} \left[ \log \left( e^{\frac{\pi(c_r - i\eta)}{2b}} + e^{\frac{\pi(c_r - i\eta)}{2b}} \right) - \log \left( 1 + e^{\frac{\pi(c_r - i\eta + \delta)}{2b}} \right) \right] \leq 0.
\]

The left member of this inequality is now integrated with respect to \( \eta \) from \(-T - b\) to \( T + b\) (cf. the derivation of (3.2.1)). According to the definition of \( \varphi(\sigma) \) we find that, as every term in the sum in (5.5.2) is positive,

\[
\int_{T + b}^{-T - b} \log |E(z + i\eta)| \, d\eta + \frac{2b}{\pi} \sum_{\xi_r \in W_{1}(\delta, T)} \left[ \varphi \left( e^{\frac{\pi(c_r - i\eta)}{2b}} \right) - \varphi \left( e^{\frac{\pi(c_r + i\eta)}{2b}} \right) \right] \leq 0.
\]

We put \( \zeta = -\delta \leq 0 \) and apply lemma 5.2. Then

\[
(5.5.3) \quad \sum_{z_r \in W_{1}(\delta, T)} \left[ \varphi \left( e^{\frac{\pi(c_r + i\delta)}{2b}} \right) - \varphi \left( e^{\frac{\pi(c_r - i\delta)}{2b}} \right) \right] \leq \frac{\pi^2}{b} \left( T + b + \frac{\pi}{2} \right) \log \frac{2}{|a_0|}.
\]
The terms of the sum are evidently positive, and if we omit some of them, the value of the sum is certainly not increased. Hence

\[
\sum_{z, \nu \in \mathbb{W}_1(b, r)} \left[ \varphi \left( e^{\frac{n(z+\nu)}{2b}} \right) - \varphi \left( e^{\frac{n(z-\nu)}{2b}} \right) \right] \leq \frac{\pi^2}{b} \left( T + b + \frac{\pi}{\gamma} \right) \log \left( \frac{2}{a_0} \right).
\]

But from (5.3.4) it follows, as \( x + \delta \leq 0 \), that

\[
\varphi \left( e^{\frac{n(z+\nu)}{2b}} \right) - \varphi \left( e^{\frac{n(z-\nu)}{2b}} \right) \geq \pi e^{\frac{\pi}{2b}} \left( e^{\frac{\pi}{2b}} - e^{-\frac{\pi}{2b}} \right) \geq \frac{\pi^2}{b} \frac{n(x)}{e^{\frac{\pi}{2b}}},
\]

and if this inequality is applied to the terms of the summation in (5.5.4) the lemma follows.

Of course there is a similar result for \( D(z) \) and \( W_2(\delta, T) \). If the formula corresponding to (5.5.1) is added to (5.5.1), we obtain

\[
\sum_{z, \nu \in \mathbb{W}_1(b, r)} e^{\frac{-n|z|}{2b}} \leq \frac{1}{\delta} \left( T + b + \frac{\pi}{\gamma} \right) \log \left( \frac{4}{a_0 a_n} \right).
\]

5.6. Lemma.

\[
\sum_{z, \nu \in \mathbb{W}_1(b, r)} |z| \leq 2 e^{\frac{\pi}{\gamma}} \left( T + \frac{\pi}{\gamma} \right) \log \left( \frac{2}{a_0} \right).
\]

From (5.5.3) it is seen that

\[
\sum_{z, \nu \in \mathbb{W}_1(b, r)} \left[ \varphi \left( e^{\frac{n(z+\nu)}{2b}} \right) - \varphi \left( e^{\frac{n(z-\nu)}{2b}} \right) \right] \leq \frac{\pi^2}{b} \left( T + b + \frac{\pi}{\gamma} \right) \log \left( \frac{2}{a_0} \right).
\]

Application of (5.3.4) gives, in this case, as \( x + \delta \geq 0 \)

\[
\varphi \left( e^{\frac{n(z+\nu)}{2b}} \right) - \varphi \left( e^{\frac{n(z-\nu)}{2b}} \right) \geq \pi e^{\frac{\pi}{2b}} \left( e^{\frac{\pi}{2b}} - e^{-\frac{\pi}{2b}} \right) \geq \frac{\pi^2}{b} e^{\frac{\pi}{2b}}|x|.
\]

We put \( b = \frac{\pi}{2} \) and (5.6.1) follows from (5.6.2) and (5.6.3), as

\[
T + b + \frac{\pi}{\gamma} < 2 \left( T + \frac{\pi}{\gamma} \right)
\]

for all \( T \) if \( b = \frac{\pi}{2} \) and \( \gamma \leq 1 \).

As above, we get a corresponding formula for \( D(z) \) and \( R_2(\delta, T) \). Addition gives

\[
\sum_{z, \nu \in \mathbb{W}_1(b, r)} |z| \leq 2 e^{\frac{\pi}{\gamma}} \left( T + \frac{\pi}{\gamma} \right) \log \left( \frac{4}{a_0 a_n} \right).
\]
In order to prove theorem 5.1 we note the following two consequences of our lemmas.

(5.7.1) \[ \sum_{z \in \mathbb{D}, \tau} \left( \varphi(1) - \varphi(e^{-\frac{\pi|z_+|}{2b}}) \right) \leq \frac{4}{\pi} \left( T + \frac{\pi}{\gamma} \right) \log \frac{4}{|a_0 a_n|}. \]

By (5.3.5)

\[ \varphi(1) - \varphi(e^{-\frac{\pi|z_+|}{2b}}) \leq 4 \left( 1 - e^{-\frac{\pi|z_+|}{2b}} \right) \frac{2\pi|z_+|}{b} \]

and (5.7.1) follows by applying (5.6.4).

(5.7.2) \[ \sum_{z \in \mathbb{D}, \tau} \varphi \left( e^{\frac{\pi|z_+|}{2b}} \right) \leq \frac{4}{\delta} \left( T + b + \frac{\pi}{\gamma} \right) \log \frac{4}{|a_0 a_n|}. \]

By (5.3.6)

\[ \varphi \left( e^{\frac{\pi|z_+|}{2b}} \right) \leq 4 e^{-\frac{\pi|z_+|}{2b}} \]

and (5.7.2) follows from (5.5.5).

5.8. We now turn to the proof of theorem 5.1.

We rewrite (2.2.1) as we have previously done with similar formulas:

(5.8.1) \[ \log |E(i \eta)| + \sum_{z \in \mathbb{D}, \tau} \log \left| \frac{\frac{e^{\pi x} e^{\eta \frac{\pi x}{2b}}}{e^{\pi x} + e^{\eta \frac{\pi x}{2b}} - e^{-\frac{\eta \pi x}{2b}}} \right| = \]

\[ = \frac{1}{2b} \int_{-\infty}^{\infty} \log \left| E(x + i (\eta + b)) E(x + i (\eta - b)) \right| dx. \]

We then integrate with respect to \( \eta \) from \(-T-b\) to \(T+b\). We have \( |E(z)| \leq 1 \) for \( Re(z) \leq 0 \) and \( |D(z)| \leq 1 \) for \( Re(z) \geq 0 \). Hence, if we put \( E(z) = e^{\lambda z} D(z) \) when \( Re(z) > 0 \),

\[ \int_{-T-b}^{T+b} \log |E(i \eta)| d\eta + \frac{2b}{\pi} \sum_{z \in \mathbb{D}(\tau)} \varphi \left( e^{\frac{\pi x}{2b}} \right) \leq \frac{1}{2b} \int_{-T-b}^{T+b} d\eta \int_{0}^{\infty} \frac{2\lambda x}{\frac{\pi x}{e^{\frac{\pi x}{2b}}} + e^{-\frac{\eta \pi x}{2b}}} dx. \]

We apply (5.2.8) to the first integral. In the integral on the right hand side, we put \( x = \frac{2b}{\pi} \log t \). Thus it is seen that
where as before
\[ k = \int_{1}^{\infty} \frac{\log t}{1 + t^2} \, dt. \]

If we integrate (5.8.1) from \(-T + b\) to \(T - b\), we can obtain a lower bound.

\[
\frac{2b}{\pi} \sum_{z \in \mathbb{N}(T)} \varphi \left( e^{\frac{\pi x}{2b}} \right) \frac{\pi^2}{2b} \left( T - b + \frac{\pi}{\gamma} \right) \log \frac{4}{|a_0 a_n|} \geq \frac{4\lambda_n k}{\pi} \left( T - b \right) + \frac{\pi^2}{2b} \left( T - b + \frac{\pi}{\gamma} \right) \log \frac{4}{|a_0 a_n|}.
\]

We have used (5.2.1) and (5.2.7) to obtain the right member. Further simplifications yield

\[
(5.8.3) \sum_{z \in \mathbb{N}(T)} \varphi \left( e^{\frac{\pi x}{2b}} \right) \geq \frac{4\lambda_n k}{\pi} \left( T - b \right) - \frac{\pi^2}{2b} \left( T + \frac{\pi}{\gamma} \right) \log \frac{4}{|a_0 a_n|}.
\]

\(N(\delta, T)\) was defined as the number of zeros of \(E(z)\) in \(R(\delta, T)\). We will use (5.8.2) and (5.8.3) to obtain bounds for \(N(\delta, T)\). Evidently

\[
4kN(\delta, T) = \sum_{z \in \mathbb{N}(\delta, T)} \varphi (1) = \sum_{z \in \mathbb{N}(\delta, T)} \varphi \left( e^{\frac{\pi x}{2b}} \right) + \sum_{z \in \mathbb{N}(\delta, T)} \left[ \varphi (1) - \varphi \left( e^{-\frac{\pi x}{2b}} \right) \right].
\]

But then the first sum is less than the right member of (5.8.2) and the second sum is less than the right member of (5.7.1). Hence

\[
4kN(\delta, T) \leq \frac{4\lambda_n k}{\pi} \left( T + b \right) + \frac{\pi^2}{2b} \left( T + b + \frac{\pi}{\gamma} \right) \log \frac{4}{|a_0 a_n|} + \frac{4\pi}{b} \left( T + \frac{\pi}{\gamma} \right) \log \frac{4}{|a_0 a_n|}.
\]

or

\[
N(\delta, T) \leq \frac{T}{\pi} \lambda_n + \frac{3\pi}{2k b} \log \frac{4}{|a_0 a_n|} + \frac{\pi^2}{8k} \log \frac{4}{|a_0 a_n|}.
\]

We choose
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\[ b = \pi \sqrt{\frac{3 e^\delta (T + \pi \gamma / \lambda_n)}{2k \lambda_n} \log \frac{4}{|a_0 a_n|}} \]

and find

\[
\frac{N(\delta, T)}{\lambda_n} - \frac{T}{\pi} \leq 3 e^\delta \sqrt{\frac{T + \pi \gamma}{\lambda_n} \log \frac{4}{|a_0 a_n|} + \frac{\pi^2}{8k \lambda_n} \log \frac{4}{|a_0 a_n|}}.
\]

To find a lower bound for \( N(\delta, T) \), we observe that

\[
4k N(\delta, T) = \sum_{z \in \mathbb{H}(\delta, \gamma)} \varphi(1) \geq \sum_{z \in \mathbb{H}(\delta, \gamma)} \varphi(e^{\pi \gamma}) \geq \sum_{z \in \mathbb{H}(\delta, \gamma)} \varphi(e^{\pi \gamma}) - \sum_{z \in \mathbb{H}(\delta, \gamma)} \varphi(e^{\pi \gamma}).
\]

But then by (5.8.3) and (5.7.2)

\[
4k N(\delta, T) \geq \frac{4 \lambda_n k \delta}{\pi} (T - b) - \frac{\pi^2}{2b} \left( T + \pi \gamma \right) \log \frac{4}{|a_0 a_n|} - \frac{2}{\delta k \lambda_n} \left( T + b + \pi \gamma \right) \log \frac{4}{|a_0 a_n|}.
\]

In the last term we substitute \( T + \pi \gamma \), for \( b \). This substitution is evidently legitimate if \( b \leq T \), and if \( b > T \), the inequality only asserts that \( N(\delta, T) \) is not less than a negative number. Thus

\[
N(\delta, T) - \frac{T}{\pi} \lambda_n \geq -\lambda_n \delta - \frac{\pi^2}{8 \delta k} \left( T + \pi \gamma \right) \log \frac{4}{|a_0 a_n|} - \frac{2}{\delta k \lambda_n} \left( T + \pi \gamma \right) \log \frac{4}{|a_0 a_n|}.
\]

We choose

\[
b = \pi \sqrt{\frac{\pi \left( T + \pi \gamma / \lambda_n \right)}{8k \lambda_n} \log \frac{4}{|a_0 a_n|}}
\]

and find

\[
\frac{N(\delta, T)}{\lambda_n} - \frac{T}{\pi} \geq -1.5 \sqrt{\frac{T + \pi \gamma}{\lambda_n} \log \frac{4}{|a_0 a_n|} - \frac{2}{\delta k \lambda_n} \left( T + \pi \gamma \right) \log \frac{4}{|a_0 a_n|}}.
\]

To remove the restriction imposed by our normalization of \( E(z) \), we substitute \( Q^2 / |a_0 a_n| \) for \( 1 / |a_0 a_n| \) As

\[
\frac{Q}{\sqrt{|a_0 a_n|}} = \frac{|a_0| + |a_1| + \cdots + |a_n|}{\sqrt{|a_0 a_n|}} \geq 2
\]

it must be true that

\[
\log \frac{4 Q^2}{|a_0 a_n|} = \log \frac{Q^4}{|a_0 a_n|^2} = 4 \log \frac{|a_0| + |a_1| + \cdots + |a_n|}{\sqrt{|a_0 a_n|}} = 4 \log S.
\]
We put
\[ \phi = \frac{(T + \frac{T}{\gamma}) \log S}{\lambda_n}, \]

(5.8.6)

note that (5.8.4) and (5.8.5) may be written
\[ 6 \sqrt{\phi} + 2 \phi \geq \frac{N(\delta, T)}{\lambda_n} = \frac{T}{\pi} \geq -3 \sqrt{\phi} - \frac{9}{\delta} \phi \]

and theorem 5.1 is proved.

5.9. If the theorem just proved is applied to a sequence of exponential polynomials it gives a sufficient condition for equi-distribution.

Let \( \{E_\nu(z)\} \) be a sequence of exponential polynomials of the type considered in 5.1 and suppose that
\[ B_\nu(z) = \sum_{\mu=0}^{n_\nu} a_{\mu}^\nu e^{\lambda_{\mu}^\nu z}, \quad \gamma_\nu = \text{Min}_{\mu} (\lambda_{\mu+1}^\nu - \lambda_{\mu}^\nu). \]

Put
\[ \phi_\nu = \frac{T + \frac{T}{\gamma_\nu}}{\lambda_{\nu+1}^\nu} \log \left| \frac{|a_{0}^\nu| + \cdots + |a_{n_\nu}^\nu|}{\sqrt{|a_{0}^\nu a_{n_\nu}^\nu|}} \right| \]

and suppose that
\[ \lim_{\nu \to \infty} \phi_\nu = 0. \]

If \( N_\nu(\delta, T) \) is the number of zeros of \( E_\nu(z) \) in \( R(\delta, T) \), then
\[ \frac{1}{\lambda_{\nu+1}^\nu} N_\nu(\delta, T) = \frac{T}{\pi} + 0 (V \phi_\nu). \]

5.10. In this formulation for the exponential case our theorem gives immediately a bound for the difference between \( \frac{\theta}{2\pi} n_\nu \) and the number of zeros of the partial sums of a power series, with radius of convergence 1, in a region
\[ |\arg z - \theta_0| \leq \frac{\theta}{2}, \quad 1 - \epsilon \leq R < 1 + \epsilon. \]

On some other types of distributions of zeros

6.1. In a previous section we derived certain conditions for equi-distribution of zeros from formula (2.1.6).

If we want to characterize other types of distributions of zeros, we can proceed in a similar way. Let us consider a sequence of polynomials \( \{P_\nu(z)\}_{\nu=0}^{\infty} \) and let us suppose, for example, that
\[ N_\nu(-\varphi, \varphi) = o(n_\nu) \]

(6.1.1)
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where \( n_r \) is the degree of \( P_r(z) \) and \( N_r(\arg z, \varphi) \) is the number of zeros of \( P_r(z) \) in the sector \( |\arg z| < \varphi \). If (2.1.6) is applied, we find

\[
\frac{1}{n_r} \int_0^\infty \log \left| \frac{P_r(re^{i\varphi}) P_r(re^{-i\varphi})}{P_r(r)} \right| \frac{d r}{r} + \varphi^2 = \frac{2\pi}{n_r} \sum_{|\theta_r| < \varphi} (\varphi - |\theta_r|).
\]

Thus, if the number of zeros of \( P_r(z) \) in the sector is \( o(n_r) \), then

\[
(6.1.2) \quad \lim_{r \to \infty} \frac{1}{n_r} \int_0^\infty \log \left| \frac{P_r(re^{i\varphi}) P_r(re^{-i\varphi})}{P_r(r)} \right| \frac{d r}{r} = -\varphi^2.
\]

In this section we are going to study the consequences of assumptions analogous to (6.1.1) from a different point of view. In that way we shall obtain results that are more suitable for applications than (6.1.2).

6.2. Let \( \{f_r(z)\} \) be a sequence of analytic functions which converges uniformly in a certain domain (that is an open connected set of points). If, for a point \( \zeta \), there is a neighborhood in which the sequence converges uniformly, we define the domain of uniform convergence containing \( \zeta \) as the largest domain \( D \) which satisfies the following conditions.

A. The sequence is uniformly convergent on every compact sub-set of \( D \).
B. \( \zeta \in D \).

If the set of points in which the functions \( f_r(z) \) take the values \( a \) or \( b \) \((a \neq b)\) is considered, it is well-known (see for instance [9]) that the derived set contains every boundary point of every domain of uniform convergence. Of course there may be one value \( a \), for which no boundary point is a limit-point of the \( a \)-points of the functions. We give the following example of a sequence of polynomials.

**Example.** Consider the sequence \( \{P_r(z)\} \) where

\[
P_r(z) = \left[1 + \frac{1}{r} \left(z + \frac{z^2}{2} + \cdots + \frac{z^{\log r}}{\log r}\right)\right]^r.
\]

Evidently

\[
\lim_{r \to \infty} P_r(z) = e^{-\log(1-z)} = \frac{1}{1-z}
\]

uniformly on every compact sub-set of \( |z| < 1 \). For \( |z| > 1 \), \( \lim P_r(z) \) does not exist. There are no zeros in \( |z| < e^{(1-\varepsilon)} \) if \( \varepsilon > 0 \) since, in this case,

\[
\left| z + \frac{z^2}{2} + \cdots + \frac{z^{\log r}}{\log r}\right| \leq \frac{e^{(1-\varepsilon)} \log r}{\log r} = \frac{e^{1+\log(1-\varepsilon)}}{\log r} < r.
\]

(We suppose that \( \varepsilon < 1 - \frac{2}{e} \)).
We do not intend to give additional requirements to ensure that every boundary point of a domain of uniform convergence is a limit-point of the zeros of the functions. Instead we shall try to characterize the limit-points by means other than the uniform convergence of our sequence.

From the original proof of Jentzsch's theorem on the clustering of the zeros of the polynomial sections of a power series it is seen that the essential fact is not that the circle of convergence is the boundary of the domain of uniform convergence. It is the behaviour of the function

\[ \mu(z) = \lim_{r \to \infty} |P_r(z)|^{1/r} \]

which is important.

In Jentzsch's case obviously \( \mu(z) \leq 1 \), if \( z \) is inside the circle of convergence. That \( \mu(z) > 1 \) outside this circle follows from the relation

\[ \lim_{r \to \infty} \left| \frac{P_r(z)}{P_{r-1}(z)} \right| = \mu(z) \]

where \( P_r(z) = \sum_{\nu=0}^{\infty} a_\nu z^n \).

We shall now prove a theorem which is a generalisation of Jentzsch's theorem. It is related to some recent results communicated without proof by Rosenbloom [17]. He derives his results by aid of potential theory and the theory of subharmonic functions. We prefer to give a rather simple proof of our theorem based on the classical theory of analytic functions. If our theorem is combined with well-known theorems concerning the modulus of analytic functions, sharper results can be found than those given by Rosenbloom [17, p. 137] for sequences of polynomials.

6.3. Theorem. Let \( \{f_n(z)\}_1^\infty \) be a sequence of analytic functions, regular in the closure \( \Omega \) of a bounded domain \( \Omega \) and let \( z_0 \) be a point of \( \Omega \).

Define \( \lambda_\nu \) by

\[ \lambda_\nu = \sup_{z \in \Omega} \log |f_\nu(z)|. \]

We suppose that

\[ \lim_{r \to \infty} \lambda_\nu = \infty \]

and that

\[ |f_\nu(z_0)| \geq m > 0 \]

for all \( \nu \).

Suppose that there is a domain, containing \( z_0 \), in which

\[ \lim_{r \to \infty} \frac{1}{\lambda_\nu} \log |f_\nu(z)| = 0 \]  

and let \( E \) be the largest domain such that \( z_0 \in E \) and such that (6.3.1) is true for every \( z \in E \).

Let \( \zeta \) be a boundary point of \( E \) that belongs to \( \Omega \). Then, to every neighborhood \( V \) of \( \zeta \) there are a positive number \( k(V) \) and a sub-sequence \( \{f_{n_k}(z)\}_{n_k=1}^\infty \) so that the number of zeros of \( f_{n_k}(z) \) in \( V \) is not less than \( k(V) \cdot \lambda_{n_k} \).
This theorem is an immediate consequence of the following two lemmas. Let \( B, C \) and \( D \) represent any domains with the properties
\[
z_0 \in B, \quad B \subset C, \quad C \subset D, \quad D \subset \Omega
\]
and let \( c_r \) and \( d_r \) denote the number of zeros of \( f_r(z) \) in \( C \) and \( D \).

**Lemma I.** If
\[
\lim_{\nu \to \infty} \frac{1}{\lambda_{\nu}} \int_C \log |f_r(z)| \, d\sigma = 0
\]
for \( z \in D \), then
\[
\lim_{\nu \to \infty} \frac{c_r}{\lambda_{\nu}} = 0.
\]

**Lemma II.** If
\[
\lim_{\nu \to \infty} \frac{1}{\lambda_{\nu}} \int_C \log |f_r(z)| \, d\sigma = 0
\]
for \( z \in B \), and if
\[
\lim_{\nu \to \infty} \frac{d_r}{\lambda_{\nu}} = 0,
\]
then
\[
\lim_{\nu \to \infty} \frac{1}{\lambda_{\nu}} \int_C \log |f_r(z)| \, d\sigma = 0
\]
uniformly for \( z \in C \).

**Proof of lemma I.** Let \( \Gamma \) be a sufficiently regular curve in \( D \) such that \( \bar{C} \) belongs to the interior of \( \Gamma \). We apply Green's formula (2.1.3) to \( \Gamma \) and \( \log |f_r(z)| \). As singular point in Green's function we take \( z_0 \). If the zeros of \( f_r(z) \) are called \( \{z_{\nu}^{(r)}\} \) we find that
\[
\lim_{\nu \to \infty} \frac{1}{\lambda_{\nu}} \int_{\Gamma} \log |f_r(z)| \, d\sigma + \lim_{\nu \to \infty} \frac{1}{\lambda_{\nu}} \int_{\sigma_{\nu}^{(r)}} \log |f_r(z)| \, ds = 0.
\]
For \( z \in C \) we have
\[
G_r(z) \geq \delta > 0
\]
where \( \delta \) is independent of \( \nu \) and hence our lemma is proved.

**Proof of lemma II.** We may evidently assume that \( z_0 = 0 \). The following simple inequality for polynomials will be used.

If \( P(z) \) is a polynomial of degree \( n \) and if \( P(0) = 1 \), then every interval \([a, 2a] \) \((a > 0)\) contains a real number \( r \) such that
\[
(6.3.2) \quad \min_{\theta} |P(r e^{i\theta})| > e^{-\beta n}.
\]
An inequality of this type follows easily from general theorems on the minimum modulus of analytic functions. We are content with the result just given and sketch a simple proof.

We observe that

$$\prod_{\nu=1}^{n} \left| 1 - \frac{0}{\theta} \right| = \prod_{\theta < 4 \pi} \left| 1 - \frac{0}{\theta} \right| \cdot \prod_{\theta \geq 4 \pi} \left| 1 - \frac{0}{\theta} \right|.$$ 

The second product is certainly $\geq 2^{-n} > e^{-n}$ for every $\theta \leq 2\pi$. Since

$$\sum_{\theta < 4 \pi}^{2a} \int_{a}^{2a} \log \left| 1 - \frac{0}{\theta} \right| d\theta = \sum_{\theta < 4 \pi}^{2a} \int_{0}^{\theta} \log \left| 1 - t \right| dt \geq 2 \sum_{\theta < 4 \pi} \log \left| 1 - \frac{0}{\theta} \right| \geq -2 \sum_{\theta < 4 \pi} \geq -8an,$$

there is an $r$ in the given interval such that the first product is not less than $e^{-a}n$.

To prove lemma II we consider the functions

$$(6.3.3) \quad g_r(z) = \frac{f_r(z)}{f_r(0)p_r(z)}$$

where

$$p_r(z) = \prod_{\mu=1}^{d_r} \left( 1 - \frac{z}{z_{\mu}} \right)$$

and $\{z_{\mu}\}$ are the zeros of $f_r(z)$ in $D$.

Every $g_r(z)$ is regular in $D$ and has no zeros there. Let $L$ be a contour in $Q$ such that the minimum distance from a point in $D$ to $L$ is $\eta > 0$. Then

\[ \text{Max} \ Min \left| P(\theta) \right| \geq \eta^{-n} \mathcal{C}(a, b). \]

A study of the equilibrium distribution of the unit mass on $(a, b)$ shows that the best possible value is

$$\mathcal{C}(a, b) = \frac{\sqrt{b} + \sqrt{a}}{\sqrt{b} - \sqrt{a}}.$$
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(6.3.4) \[ \text{Max}_{z \in \mathcal{D}} |g_\nu(z)| \leq \frac{e^{\lambda \nu}}{m} \prod_{\mu=1}^{d_\nu} \left| \zeta_\mu \right| \leq \left( \frac{R}{\rho} \right)^{d_\nu} \frac{e^{\lambda \nu}}{m}, \]

if \( \text{Max}_{z \in \mathcal{D}} |z| = R. \)

The function

\[ h_\nu(z) = e^{\frac{1}{\lambda \nu} \log \zeta_\nu(z)} \]

(we choose that branch of \( \log g_\nu(z) \) which is \( =0 \) for \( z=0 \)) is regular and single-valued in \( D \) and by (6.3.4)

\[ |h_\nu(z)| = e^{\frac{1}{\lambda \nu} \log |g_\nu(z)|} \leq \left( \frac{R}{\rho} \right)^{d_\nu} \frac{e^{\lambda \nu}}{m^{d_\nu}}, \]

for \( z \in D. \) As

\[ \lim_{\nu \to \infty} \frac{d_\nu}{\lambda \nu} = 0 \]

we see that

(6.3.5) \[ |h_\nu(z)| \leq M \]

for \( z \in D \) where \( M \) is independent of \( \nu. \)

We now choose \( a \) so that the circle \( |z| = 2a \) belongs to the domain \( \mathcal{B} \) where

\[ \lim_{\nu \to \infty} \frac{\log |f_\nu(z)|}{\lambda \nu} = 0. \]

Then there is a number \( r \) satisfying \( a \leq r \leq 2a \) such that

\[ |p_\nu(re^{i\theta})| \geq e^{-\lambda \nu}, \]

according to (6.3.2). Since

\[ \log |h_\nu(z)| \leq \frac{1}{\lambda \nu} \log |g_\nu(z)| = \frac{1}{\lambda \nu} \log |f_\nu(z)| - \frac{1}{\lambda \nu} \log |f_\nu(0)| - \frac{1}{\lambda \nu} \log |p_\nu(z)|, \]

we infer that

(6.3.6) \[ \lim_{\nu \to \infty} \log |h_\nu(re^{i\theta})| = 0. \]

The sequence \( \{h_\nu(z)\}_{\nu=1}^{\infty} \) is bounded in \( D \) and if \( h(z) \) is a limit-function when \( \nu \to \infty, \) we have

\[ h(0) = 1 \]

and, according to (6.3.6)

\[ |h(re^{i\theta})| \leq 1 \]

for all \( \theta. \)
Thus $h(z) = 1$, and
\[
\lim_{r \to \infty} \frac{1}{\lambda_r} \log \gamma_r(z) = 0
\]
uniformly in the closed sub-domain $\bar{C}$ of $D$.
Hence lemma II is proved as
\[
0 \leq \log \left| f_r(z) \right| \leq \frac{\log \left| f_r(0) \right|}{\lambda_r} + \frac{\log \left| p_r(z) \right|}{\lambda_r} + \frac{\log \left| g_r(z) \right|}{\lambda_r}
\]
and as
\[
\log \left| p_r(z) \right| = \sum_{\mu=1}^{d_r} \log \left| \frac{z - z_{\mu}^{(0)}}{z_{\mu}'^{(0)}} \right| < d_r \log \frac{2R}{a} + \sum_{\left| z_{\mu}'^{(0)} \right| < a} \log \left| \frac{a}{z_{\mu}^{(0)}} \right| \leq \\
\leq d_r \log \frac{2R}{a} + \frac{1}{2} \int_0^{2\pi} \log \left| f_r(a e^{i\theta}) \right| d\theta.
\]

Proof of theorem 6.3. Suppose that there is a boundary point $\zeta_0$ of $E$ with a neighborhood $V_0$ such that the number of zeros of $f_r(z)$ in $V_0$ is $o(\lambda_r)$. We consider a domain $F$ such that $\zeta_0 \in F$, $F \subset E \cup V_0$ and $\bar{F} \subset \Omega$.

According to lemma I and our assumptions the number of zeros of $f_r(z)$ in $F$ is $o(\lambda_r)$ and hence it follows from lemma II that
\[
\lim_{r \to \infty} \frac{1}{\lambda_r} \log \left| f_r(z) \right| = 0
\]
in every closed sub-domain of $F$, that is $\zeta_0$ is no boundary point of $E$. Thus our assumption that the number of zeros in $V_0$ is $o(\lambda_r)$ is false and theorem 6.3 is proved.

6.4. We give five illustrations of theorem 6.3 as applied to polynomials. In the first three $\lambda_r$ equals the degree of the $r$th polynomial but the last two show other possibilities.

\( \star \) (Szegö, cf. p. 42 below)
\[
P_r(z) = \frac{1 - z}{1 - z} \frac{1 - \left( \frac{z}{2} \right)^r}{1 - \frac{z}{2}}.
\]

\( \{P_r(z)\} \) is uniformly convergent on every compact sub-set of $|z| < 1$. If $\Omega$ is $|z| < 3$, we have $\lambda_r = 2r \log \frac{3}{\sqrt{2}} E$ then is $|z| < 1$. 37
β. 

\[ P_\nu(z) = 1 - z^\nu (2 - z)^\nu \]

The domain of uniform convergence containing \( z_0 = 0 \) is the left part of the lemniscate \( |z(2 - z)| < 1 \). If \( \Omega \) is \( |z| < 3 \), then \( \lambda_\nu = \nu \cdot \log 15 \). \( E \) coincides with the domain of uniform convergence and the zeros are

\[ z_\nu^{(\nu)} = 1 \pm e^{i \frac{\nu \pi + 3 \pi}{4}} \sqrt{2 \cdot \sin \frac{\nu \pi}{2}} \]

where \( \theta_\nu^{(\nu)} = \frac{\mu}{\nu} 2\pi \cdot \mu = 1, 2, \ldots \nu \).

γ.

\[ P_\nu(z) = 1 - e^{i x^\nu} z^\nu (2 - z e^{i x^\nu})^\nu \]

with \( \varphi/\pi \) irrational.

\{\( P_\nu(z) \}\}^\nu is uniformly bounded on every closed subset of \( |z| < \sqrt{2} - 1 \). The boundary of \( E \) is \( |z| = \sqrt{2} - 1 \) if we take the same \( \Omega \) as in example (β). The zeros are \( e^{-i x^\nu} z_\nu^{(\nu)} \) if \( z_\nu^{(\nu)} \) are the zeros in (β).

δ.

\[ P_\nu(z) = (1 + e^{i \nu}) \left( 1 + \left( \frac{z}{3} \right)^\nu \right) \]

If \( \Omega \) is \( |z| < 2 \), then \( \lambda_\nu = 2 \cdot \log \sqrt{\nu} \) and \( E \) is given by \( |z| < 1 \). If \( \Omega \) is \( |z| < 4 \), then \( \lambda_\nu = \log \frac{4}{3} \cdot \nu \) and \( E \) is given by \( |z| < 3 \).

ε.

\[ P_\nu(z) = \left( 1 - \frac{z}{\sqrt{\nu}} \right)^\nu \left[ \left( 1 + \frac{z}{\sqrt{\nu}} \right)^\nu + \left( 1 - \frac{z}{\sqrt{\nu}} \right)^\nu \right] \]

\[ \lim_{\nu \to \infty} P_\nu(z) = e^{-z^3} \text{ if } \Re(z) > 0. \]

As \( \Omega \) we take a circle \( |z - a| < A \)

where \( a \) and \( A \) are real numbers satisfying \( 0 < a < A \). We put \( z_0 = a \). Then \( \lambda_\nu = 2(A - a) \sqrt{\nu} \) and \( E \) is bounded by the imaginary axis. A neighborhood of a point on this axis and belonging to \( \Omega \) contains \( C \sqrt{\nu} + o(\sqrt{\nu}) \) zeros of \( P_\nu(z) \) where \( C \) is independent of \( \nu \) and positive.

6.5. In the proof of our next theorem we use the following theorem of Beurling [1, p. 96].

Let \( F(z) \) be holomorphic for \( |z| < R \); let \( 0 \leq r_1 < r_2 < R \) and \( M(r) > \mu > 0 \), where \( M(r) = \max_{|z|=r} |F(z)| \). The set in \( (r_1, r_2) \) where \( \min_{|z|=r} |F(z)| \geq \mu \) is denoted by \( E(r_1, r_2) \). Then

\[ \log \frac{M(r_2)}{\mu} > \frac{1}{2} e^{\frac{1}{r}} \cdot \log \frac{M(r_1)}{\mu}. \]
This result will enable us to prove the following theorem.

**Theorem.** Let \( \{P_r(z)\} \) be a sequence of polynomials and suppose that 
\[
\lim_{r \to \infty} n_r = \infty, \text{ if } n_r \text{ is the degree of } P_r(z).
\]
Suppose that \( P_r(0) = 1 \) for all \( v \), and that there are two numbers \( r_0, q, \) \( r_0 > q > 0 \), such that
\[
\lim_{r \to \infty} \frac{1}{n_r} \log M_r(q) = 0
\]
(6.5.3)
and
\[
\lim_{r \to \infty} \frac{1}{n_r} \log M_r(r_0) = \eta > 0.
\]
(6.5.4)

Then there exists a sub-sequence \( \{P_{r_1}(z)\} \) with the following property: for every domain \( S \) containing the origin and containing points arbitrarily far from the origin, there is a positive number \( k(S) \) such that the number of zeros of \( P_{r_1}(z) \) in \( S \) is not less than \( k(S) \cdot n_{r_1} \).

In the proof, we consider a sub-sequence which, for the sake of simplicity, we also denote \( \{P_r(z)\} \) and for which
\[
\lim_{r \to \infty} \frac{1}{n_r} \log M_r(r_0) = \eta.
\]
(6.5.5)

We shall show that the assumption that the polynomials in this sequence have \( o(n_r) \) zeros in \( S \) leads to a contradiction.

We choose a point \( z_1 \in S \) such that
\[
|z_1| = R = q \cdot e^{\frac{1}{n_{r_0}}}
\]
where \( \eta_0 = \text{Min} (\eta, 32) \). This point can be joined to the origin by a polygonal line in \( S \). We may suppose that this line has no other points in common with the circle \( |z| = R \).

There exists a sub-domain \( S_1 \) of \( S \) such that \( S_1 \) contains the line connecting the origin and \( z_1 \) and such that \( S_1 \subset S \). According to lemma II and our assumptions
\[
\lim_{r \to \infty} \frac{1}{n_r} \log |P_r(z)| = 0
\]
uniformly for all \( z \in S_1 \). We determine \( \nu_1 \) so that
\[
\frac{1}{n_r} \log |P_r(z)| > \frac{3\eta_0}{4}
\]
(6.5.6)
for \( v > \nu_1 \), and \( \nu_2 \) so that
\[
\frac{1}{n_r} \log |P_r(z)| < \frac{\eta_0}{4}
\]
for \( z \in \mathbb{S}_1 \) and \( \nu > r_2 \). Then

\[
\min_{\theta} |P_\nu(re^{i\theta})| \leq e^{\gamma_0 n_\nu}
\]

for \( 0 \leq r \leq R \). We put \( \nu_0 = \max(\nu_1, \nu_2) \) and apply Beurling's theorem to \( P_\nu(z) \) for \( \nu > \nu_0 \). Since

\[
R = e^{\frac{\pi}{2} \nu_0}
\]

and \( \varepsilon > \frac{1}{4} t^3 \) for \( t > 0 \), we infer that \( R > 2 \nu_0 \). If \( \mu = e^{\gamma_0 n_\nu} \) we find by (6.5.6) that

\[
\log \left( M_\nu(R) e^{-\gamma_0 n_\nu} \right) \geq \frac{1}{2} e^{\gamma_0 n_\nu} \log \left( M_\nu(\nu_0) e^{-\gamma_0 n_\nu} \right) > \frac{\gamma_0 n_\nu}{4} \left( \frac{R}{\nu_0} \right)^{\frac{1}{4}}.
\]

Hence

\[
\lim_{\nu \to \infty} \frac{1}{n_\nu} \log M_\nu(R) \geq \frac{\gamma_0}{4} \left( \frac{R}{\nu_0} \right)^{\frac{1}{4}}.
\]

But for every polynomial

\[
\left| \frac{P_\nu(z)}{z^{n_\nu}} \right| \leq \frac{M_\nu(\rho)}{\rho^{n_\nu}}
\]

for \( |z| \geq \rho \), and thus according to (6.5.3)

\[
\lim_{\nu \to \infty} \frac{1}{\nu} \log M_\nu(R) \leq \log \frac{R}{\rho}.
\]

The inequalities (6.5.7) and (6.5.8) show the contradiction, since we have chosen \( R \) so that

\[
\frac{\gamma_0}{4} \left( \frac{R}{\nu_0} \right)^{\frac{1}{4}} = \frac{\gamma_0}{4} \left( \frac{\rho}{\nu_0} \right)^{\frac{1}{4}} \frac{128}{\gamma_0} \left( \frac{\nu_0}{\rho} \right)^{\frac{1}{4}} = 2 \log \frac{R}{\rho}.
\]

Thus our assumption that the number of zeros of \( P_\nu(z) \) in \( S \) is \( o(n_\nu) \) is false and theorem 6.5 is proved.

An immediate consequence of this theorem is the following. If a sequence of polynomials satisfies (6.5.2) and (6.5.3) and if there exists a domain \( S \) of the type just considered in which the number of zeros of \( P_\nu(z) \) is \( o(n_\nu) \), then

\[
\lim_{\nu \to \infty} \frac{1}{n_\nu} \log |P_\nu(z)| = 0
\]

for all \( z \), and the number of zeros in a circle \( |z| < R \) is \( o(n_\nu) \) for every \( R \), as follows from Jensen's theorem (lemma 1 in 6.3).
6.6. CARLSON’s results for the partial sums of entire functions of order \( \varrho \), \( 0 < \varrho < \infty \), may be derived from theorem 6.5. The following example shows in which way that is done.

Let \( \{ P_r(z) \} \) be the sequence of partial sums of

\[
  f(z) = \sum_{\mu=0}^{\infty} \left( \frac{z}{\mu} \right)^\mu
\]

which is an entire function of order 1.

We put

\[
  Q_r(z) = z^r P_r\left( \frac{v}{z} \right) = \sum_{\mu=0}^{r} a^{(r)}_{\mu} z^{r-\mu}
\]

where

\[
  a^{(r)}_{\mu} = \left( \frac{v}{v-\mu} \right)^{r-\mu}.
\]

Then \( a^{(r)}_{\mu} < e^r \) and we see that

\[
  (6.6.1) \quad |Q_r(z)| \leq \sum_{\mu=0}^{r} e^{\mu} \left( \frac{1-\varepsilon}{e^\mu} \right)^r \leq \frac{1}{\varepsilon}
\]

for \( |z| \leq 1 - \varepsilon \).

We have \( a^{(r)}_{\mu} = 1 \) for all \( \mu \) and thus

\[
  (6.6.2) \quad \text{Max}_{|z|=2} |Q_r(z)| \geq 2^r.
\]

The inequalities (6.6.1) and (6.6.2) show that theorem 6.5 is applicable. As domain \( S \) we take the union of a sector with vertex at the origin and a neighborhood of the origin. We find that \( Q_r(z) \), and hence \( P_r(z) \), have zeros in every sector with vertex at the origin and we get the estimate, given by CARLSON, for the number of zeros. From (6.6.1) and from Hurwitz's theorem as applied to \( P_r(z) \), we conclude that if \( u \) is fixed, the number \( N_r \) of zeros of \( P_r(z) \) in the domain

\[
  u < |z| < \frac{v \varepsilon}{1-\varepsilon}
\]

satisfies

\[
  \lim_{\nu \to \infty} \frac{N_r}{\nu} = 1.
\]

For estimates by general entire functions which show that theorem 6.5 is applicable, we refer to CARLSON [4, p. 5—7].

6.7. In a paper of 1922 SZEGÖ [21] studied sequences of polynomials which are uniformly convergent in every domain interior to a curve \( C \). Let the sequence be \( \{ P_r(z) \} \), with
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\[ P_v(z) = \sum_{\mu=0}^{v} a^{(\mu)}_v z^\mu. \]

Szegő proved that, if

\[ w = \varphi(z) = z + c_0 + \frac{c_1}{z} + \cdots \]

maps the exterior of C conformally on \( |w| > \gamma \), then

\[
\lim_{n \to \infty} |a^{(\mu)}_n|^{\frac{1}{\mu}} \leq \frac{1}{\gamma}.
\]

If there is equality in (6.7.1), then every point of C is a limit-point of zeros of the polynomials in the sequence.

If \( C_1 \) is a curve in the interior of C and \( \varphi_1(z) \) is the corresponding function, mapping the exterior of \( C_1 \) on \( |w| > \gamma_1 \), Szegő considered \( P_\varphi(z) \varphi_1(z) \). Since this function is regular outside \( C_1 \), it follows from the maximum-modulus theorem that

\[
|a^{(\mu)}_n| \leq \max_{z \in C_1} \frac{P_\varphi(z)}{(\varphi(z))^\mu} = \frac{1}{\gamma_1} \max_{z \in C_1} |P_\varphi(z)|.
\]

The inequality (6.7.1) follows easily from this relation as we can find curves with \( \gamma_1 \) arbitrarily close to \( \gamma \). It may also be seen from (6.7.2) that theorem 6.3 implies the second proposition of Szegő. We want to prove that every point of C is a limit-point of the zeros of the polynomials of the sequence. For that purpose we consider a curve \( C_2 \) enclosing a point \( \zeta \) of C but interior to the union of a neighborhood of \( \zeta \) and the interior of C. The curve \( C_2 \) is taken so close to C that \( \gamma_2 > \gamma \) (cf. Szegő's paper). Then it follows from (6.7.2) that

\[
\max_{z \in C_1} |P_\varphi(z)|^{\frac{1}{\mu}} \geq \frac{\gamma_2}{\gamma}.
\]

and 6.3 is applicable.

Szegő points out that the second part of his theorem gives a sufficient but not a necessary condition that every point of C should be a limit-point. He gives the example (a) quoted on p. 37. He later showed [22] that equality in (6.7.1) is the necessary and sufficient condition that all but \( o(v) \) of the zeros should be arbitrarily near C for large \( v \).

6.8. Similar problems for partial sums of power series are treated in a paper by Carlson [2]. Carlson also studies the number of zeros of arbitrary subsequences of the partial sums of a power series with finite radius of convergence. We conclude this section by proving certain corresponding results for the partial sums of entire functions.

Suppose that

\[ f(z) = \sum_{\nu=0}^{\infty} a_\nu z^\nu, \quad a_0 = 1 \]
is an entire function of order \(\varrho\), that is
\[
\lim_{r \to \infty} \frac{1}{r \log r} \log |a_r| = \frac{1}{\varrho}.
\]

We consider a sequence of partial sums
\[
P_n(z) = \sum_{r=0}^{n} a_r z^r
\]
where \(n\) runs through a sub-sequence \(\{n_r\}\) of the positive integers, such that
\[
\lim_{r \to \infty} n_r = \infty.
\]
To simplify our equations, we shall only write \(\lim\) and presume that \(n\) goes through \(\{n_r\}\). Then, if
\[
M_n(r) = \max_{|z|=r} |P_n(z)|,
\]
(6.8.1)
\[
Q_n(\lambda) = \log M_n(n\lambda) \geq 0
\]
will be a convex function of \(\lambda\) by the three-circles theorem.

Suppose that \(a_{m_n} n\lambda^{m_n}\) is the maximal term in \(P_n(n\lambda)\). Then
\[
M_n(n\lambda) \leq (n+1) |a_{m_n}| n^{\lambda m_n}
\]
and
(6.8.2)
\[
q_n(\lambda) = \frac{Q_n(\lambda)}{n \log n} \leq \frac{\log (n+1)}{n \log n} + \frac{\log |a_{m_n}|}{n \log n} + \frac{\lambda}{n} m_n.
\]
Now \(m_n\) obviously is a non-decreasing function of \(n\) and thus we have either \(m_n < m\) or \(\lim m_n = \infty\).

In the first case
\[
\lim_{n \to \infty} q_n(\lambda) \leq 0,
\]
and in the second case
\[
\lim_{n \to \infty} q_n(\lambda) \leq \lim_{n \to \infty} \left( \frac{\log |a_{m_n}| + \lambda m_n}{m_n \log m_n} \right) \leq \lambda - \frac{1}{\varrho}.
\]

Hence there exists a convex function \(q(\lambda)\) satisfying
(6.8.3)
\[
0 \leq q(\lambda) = \lim_{n \to \infty} q_n(\lambda) \leq \Max\left\{0, \lambda - \frac{1}{\varrho}\right\}
\]
by virtue of (6.8.1).

From the convexity of \(q(\lambda)\) we infer that the limit
\[
\lim_{\lambda \to \frac{\varrho}{\varrho - 1}} q(\lambda) = q
\]
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exists and from (6.8.1) and (6.8.3) it is seen that \(0 < q < 1\). If \(N_n(n^d)\) denotes the number of zeros of \(P_n(z)\) in \(|z| < n^d\), we put

\[
\lim_{n \to \infty} \frac{N_n(n^d)}{n} = p(\lambda) \leq 1
\]

and

\[
p = p\left(\frac{1}{q}\right).
\]

We are going to show that for every sequence \(\{n_r\} p < q\). By Jensen's formula, it is found that

\[
0 \leq \lim_{n \to \infty} \frac{1}{n \log n} \int_0^{n^d} \frac{N_n(r)}{r} dr = \lim_{n \to \infty} \frac{1}{2\pi n \log n} \int_0^{2\pi} \log |P_n(n^d e^{i\theta})| d\theta \leq q \left(\frac{1}{q}\right) = 0,
\]

and

\[
\lim_{n \to \infty} \frac{1}{n \log n} \int_0^{n^d} \frac{N_n(r)}{r} dr \leq q \left(\frac{1}{q} + \varepsilon\right).
\]

But

\[
\int_0^{n^d} \frac{N_n(r)}{r} dr \geq N_n\left(\frac{1}{n^d}\right) \cdot \varepsilon \log n
\]

and thus

\[
\lim_{n \to \infty} \frac{N_n\left(\frac{1}{n^d}\right)}{n} \leq \frac{q \left(\frac{1}{q} + \varepsilon\right)}{\varepsilon}
\]

for every \(\varepsilon > 0\), and hence

\[0 \leq p \leq q \leq 1.\]

A necessary and sufficient condition that \(q < 1\) for a sequence of partial sums given by \(\{n_r\}\) is that, for \(\mu\) running through the integers given by

\[
(6.8.4) \quad n_q < \mu \leq n_r
\]

where \(q < q' < 1\), we have

\[
\lim_{\mu \to \infty} \frac{1}{\mu \log \mu} > \frac{1}{q}
\]

The necessity is proved as follows.
For every $\mu \leq n$ we have
\[ |a_\mu| n^\mu \leq M_\mu (n^\mu) \]
that is
\[ \frac{\log |a_\mu|}{n \log n} + \frac{\mu}{n} \leq q_n (\lambda) \]
and
\[ \lim_{n \to \infty} \left[ \frac{\log |a_\mu|}{\mu \log \mu} + \frac{\mu}{n \log n} \right] \leq q (\lambda). \]

For $\mu$ given by (6.8.4) we evidently have
\[ q' \cdot \lim_{\mu \to \infty} \frac{\log |a_\mu|}{\mu \log \mu} + \lambda q' \leq q (\lambda). \]

Then there exists a $\delta (\epsilon)$ such that
\[ q' \lim_{\mu \to \infty} \frac{\log |a_\mu|}{\mu \log \mu} + \lambda q' \leq \left( \lambda - \frac{1}{\epsilon} \right) (q + \epsilon) \]
if
\[ \lambda \leq \frac{1}{\epsilon} + \delta (\epsilon) \]
that is
\[ \lim_{\mu \to \infty} \frac{\log |a_\mu|}{\mu \log \mu} < - \frac{1}{\epsilon} - \delta (\epsilon) \left( 1 - \frac{q + \epsilon}{q} \right) \]
for $\mu$ given by (6.8.4).

But then we need only choose $\delta (\epsilon)$ so that $q + \epsilon < q'$ and we find
\[ \lim_{\mu \to \infty} \frac{\log |a_\mu|}{\mu \log \mu} < - \frac{1}{\epsilon} \]
for the $\mu$s just mentioned.

The sufficiency of the condition follows easily from (6.8.2).

Everywhere convergent sequences of polynomials

7.1. We finally turn to the problem of restricting the position of the zeros of a sequence of polynomials in such a way that the uniform convergence of the sequence in some domain implies its convergence everywhere. We generalize the theorem of Lindwart and Pólya, quoted in the introduction, by weakening the conditions they imposed on the set occupied by the zeros. Generalizations of the theorem in other directions, for instance by weakening the convergence conditions, have been given by Szász [20] and Korevaar [11].
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7.2. We formulate the following lemma which we will use in the proof of our theorem.

**Lemma.** Let \( g(z) \) be an analytic function regular in the sector \( S_0 \) defined by \( 0 \leq |z| < r_0, \arg z \leq \psi_0 \). Suppose that

\[
|g(z)| \leq M
\]

for \( 0 \leq |z| < \gamma \), \( |\arg z| \leq \psi_0 \), and that (\( A > 0 \))

\[
\Re(g(z)) \leq A
\]

for \( z \in S_0 \). Define \( S_1 \) by \( 0 < |z| < r_1 < r_0, \arg z < \psi_1 < \psi_0 \). Then

\[
(7.2.1) \quad |g(z)| \leq C(S_0, S_1, \gamma)(A + M)
\]

for \( z \in S_1 \), where \( C(S_0, S_1, \gamma) \) depends on the geometrical configuration but not on \( A \) or on \( M \).

The proof follows from a well-known theorem of Borel and Carathéodory (see for instance [23, p. 174]) by conformal mapping of the sector \( S_0 \) on the unit circle.

7.3. **Theorem.** Suppose that a sequence of polynomials converges uniformly for \( |z| \leq 1 \) to a limit-function \( \neq 0 \) and suppose that no polynomial has any zeros either in \( \Re(z) \geq a \), or in the sector of angle \( \theta \) defined by

\[
-\frac{\pi}{2} \leq \arg z < \varphi + \theta \leq \frac{\pi}{2}
\]

Then the sequence converges uniformly in every bounded domain, the limit-function being an entire function of order \( \leq 2 \).

If \( a < 1 \) the theorem follows from that of Lindwart and Pólya, but other cases are not covered by that theorem. The first part of our proof coincides with the original proof of Lindwart and Pólya.

We call the sector and the half-plane mentioned in the theorem \( S \) and \( H \) respectively. The polynomials in the sequence are called \( P_r(z) \) and we may suppose that \( \varphi_r(0) = 1 \).

We choose a point \( z_0 \) and a positive number \( \delta \) such that a circle with center \( z_0 \) and radius \( 2\delta \) lies in the interior of both \( H \) and \( S \). Let \( C \) denote the circle \( |z - z_0| < \delta \). We consider the sequence of polynomials \( \{Q_r(z)\}_1^\infty \), where

\[
Q_r(z) = \frac{P_r(z_0 + z)}{P_r(z_0)}
\]

If we put

\[
P_r(z) = \prod_{\mu=1}^{n_r} \left(1 - \frac{z}{z_\mu^r}\right),
\]
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we find

$$Q_r(z) = \prod_{\mu=1}^{n_r} \frac{1 - z_0 + z_{(\mu)}}{1 - z_0 - z_{(\mu)}} = \prod_{\mu=1}^{n_r} \left(1 + \frac{z}{z_0 - z_{(\mu)}}\right).$$

Hence

$$Q_r'(0) = \sum_{\mu=1}^{n_r} \frac{1}{z_0 - z_{(\mu)}}$$

and

$$\text{Re} (Q_r'(0)) = \sum_{\mu=1}^{n_r} \frac{\text{Re} (z_0 - z_{(\mu)})}{|z_0 - z_{(\mu)}|^2} \geq 2 \delta \sum_{\mu=1}^{n_r} \frac{1}{|z_0 - z_{(\mu)}|^2}.$$

To obtain a bound for \(|Q_r(z)|\), we use the inequality

$$e^{R \pi + 1/2 |z|^2} \leq |1 + z|$$

which follows as \((z = x + iy)\)

$$e^{x^2 + y^2 + 2z} \geq 1 + x^2 + y^2 + 2x = (1 + x)^2 + y^2.$$

If we apply (7.3.5) to each factor in (7.3.2) we find, by use of (7.3.3) and of (7.3.4), that

$$\log |Q_r(z)| \leq \sum_{\mu=1}^{n_r} \left[\text{Re} \left(\frac{z}{z_0 - z_{(\mu)}} + \frac{1}{2} \frac{z}{z_0 - z_{(\mu)}}\right)\right] \leq |z| \sum_{\mu=1}^{n_r} \frac{1}{|z_0 - z_{(\mu)}|^2} + \frac{|z|^2}{2} \sum_{\mu=1}^{n_r} \frac{1}{|z_0 - z_{(\mu)}|^2} \leq |z| \cdot |Q_r'(0)| + \frac{|z|^2}{4 \delta} |Q_r'(0)|.$$

Now, as (7.3.1) shows,

$$|Q_r'(0)| = \left|\frac{1}{2\pi i} \int_{|z|=\delta} \frac{\log Q_r(\zeta)}{\zeta^2} d\zeta\right| \leq \frac{2}{\delta} \max_{z \in \mathcal{C}} |\log P_r(z)|.$$

\(\log P_r(z)\) denotes that branch of the function which tends to 0 when \(z \to 0\), and is a regular function in the domain formed by \(S\) and \(H\). But from (7.3.1), it is seen that

$$\log |P_r(z_0 + z)| = \log |P_r(z_0)| + \log |Q_r(z)|$$

and application of (7.3.6) and (7.3.7) gives

$$\log |P_r(z_0 + z)| \leq \left(1 + \frac{2|z|}{\delta} + \frac{|z|^2}{2 \delta^2}\right) \max_{z \in \mathcal{C}} |\log P_r(z)|.$$
Hence

\[
\log |P_\ast(z)| \leq F(|z|) \max_{z \in \mathbb{C}} |\log P_\ast(z)|
\]

where \( F(|z|) \) is a quadratic function of \(|z|\) whose coefficients depend only on \( z_0 \) and \( \delta \) (and thus \( \cos \varphi, \varepsilon, \phi \) and \( a \)) but not on \( \nu \). (If \( C \) is contained in the circle of uniform convergence, \( (7.3.8) \) gives an upper bound for \(|P_\ast(z)|\) which is independent of \( \nu \) and the theorem follows with the help of a well-known theorem of Vitali.)

To obtain the same result in our more general case we consider two bounded sectors \( S_0 \) and \( S_1 \) of the type studied in lemma 7.2 and such that \( C \subset S_1 \subset \subset S_0 \subset S \).

Then \( (7.3.8) \) tells us that

\[
\max_{z \in S_0} |\log P_\ast(z)| \leq K \cdot \max_{z \in C} |\log P_\ast(z)|
\]

where \( K \) is independent of \( \nu \). Hence, from (7.2.1),

\[
(7.3.9) \quad \max_{z \in S_1} |\log P_\ast(z)| < K \cdot C(S_0, S_1, 1) \left[ \max_{z \in C} |\log P_\ast(z)| + M \right],
\]

if \(|\log P_\ast(z)| \leq M\) for \( z \in S \) and \( 0 \leq |z| \leq 1 \).

Since we want to prove that \( \{ |\log P_\ast(z)| \} \) is uniformly bounded for \( z \in C \), it will be sufficient in the sequel to consider those \( P_\ast(z) \) for which

\[
\max_{z \in C} |\log P_\ast(z)| \geq M.
\]

We then rewrite (7.3.9) as

\[
(7.3.10) \quad \max_{z \in S_1} |\log P_\ast(z)| \leq L \cdot \max_{z \in C} |\log P_\ast(z)|.
\]

Since \( C \) lies in the interior of \( S_1 \), it follows from the two-constant theorem that there exists a \( \lambda, 0 < \lambda < 1 \), such that

\[
(7.3.11) \quad \max_{z \in C} |\log P_\ast(z)| \leq \left[ \max_{z \in U \cap S_1} |\log P_\ast(z)| \right]^\lambda \left[ \max_{z \in S_1} |\log P_\ast(z)| \right]^{1-\lambda}
\]

where \( U \) is \( |z| \leq 1 \). If (7.3.10) is applied to (7.3.11), we find

\[
\max_{z \in C} |\log P_\ast(z)| \leq M \cdot L^{1-\lambda} \max_{z \in C} |\log P_\ast(z)|^{1-\lambda}
\]

that is

\[
\max_{z \in C} |\log P_\ast(z)| \leq M \cdot L^{1-\lambda}.
\]

We have thus found a bound for \( \max_{z \in C} |\log P_\ast(z)| \) which is independent of \( \nu \).
From (7.3.8) we infer that \( \{P_n(z)\}_n \) is bounded in every bounded domain and our theorem follows from the theorem of Vitali.

7.4. As the proof of theorem 7.3 indicates, it is not necessary that the zero-free domain, connecting the domain of convergence with the half-plane, be a sector. The assumption that there exists a zero-free half-plane, however, cannot be removed as the example below shows. Other similar examples may be found in a paper by Saxer [18] on sequences of rational functions.

Theorem 7.3, like the theorem of Lindwart and Pólya, may be easily extended to cover the case when there are a bounded number of zeros in the domains which we have previously required to be free from zeros.

**Example.** Suppose that \( \omega(x) > 0 \) is a function of \( x \) satisfying

\[
\lim_{x \to \infty} \omega(x) = \infty, \\
\lim_{x \to \infty} \omega(x) \cdot x^{-i} = 0.
\]

We consider the sequence of polynomials \( \{P_n(z)\}_n \), where

\[
P_n(z) = \left(1 - \frac{z \omega(x)}{\sqrt{x^2 + \omega(x)}} + \frac{z^2}{\sqrt{x^2 + \omega(x)}}\right)^x \\
\cdot \left[\left(1 - \frac{z \omega(x)}{\sqrt{x^2 + \omega(x)}} + \frac{z^2}{\sqrt{x^2 + \omega(x)}}\right)^x + \left(1 + \frac{z \omega(x)}{\sqrt{x^2 + \omega(x)}} + \frac{z^2}{\sqrt{x^2 + \omega(x)}}\right)^x\right].
\]

The zeros of \( P_n(z) \) are all purely imaginary with the exception of a zero of multiplicity \( n \) at \( z = \omega(x) + i \sqrt{x^2} \).

The sequence converges to \( e^{2z^2} \) if \( Re(z) > 0 \) but it is not convergent if \( Re(z) < 0 \). If we translate the origin to \( z = 1 \), we have an example of a sequence which is uniformly convergent in a circle around the origin and which does not converge to an entire function, although its zeros are situated in a domain that may, by suitable choice of the function \( \omega(x) \), be made to approximate arbitrarily closely the domain in theorem 7.3.

These problems are related to one treated by Korevaar [11]. According to him, a set \( R \) is regular, if every entire function, all zeros of which belong to \( R \), is the uniform limit, in every bounded region, of a sequence of polynomials which have zeros only in \( R \). He characterizes such regular sets. A set of the type considered in our example is regular in the sense of Korevaar, but that of the kind considered in theorem 7.3, is, of course, not regular.
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