
PART I. DIFFERENTIAL CALCULUS 

CHAPTER III 

TAYLOR'S FORMULA AND ALLIED TOPICS 

31. Taylor's Formula. The object of Taylor's Formula is to express 
the value of a function ƒ (x) in terms of the values of the function and 
its derivatives at some one point x = a. Thus 

f(x) =f(a) + (x- a) f'(a) + ( ¯ ¾ ¾ > ) + • • • 

Such an expansion is necessarily true because the remainder R may be 
considered as defined by the equation ; the real significance of the 
formula must therefore lie in the possibility of finding a simple ex­
pression for R, and there are several. 

THEOREM. On the hypothesis that f(x) and its first n derivatives 
exist and are continuous over the interval a½=x≤b, the function may 
be expanded in that interval into a polynomial in x — a, 

f(x) =f(a) + (x- a) f'(a) + ^≡f^f“(a) + ••• 

. with the remainder R expressible in any one of the forms 

= (^ZĪ)-ĩjf'-¯'/“*(« + *-<)*. <2> 

where h = x — a and a < $ < x or ξ = a -ļ- θh where 0 < θ < 1. 

A first proof may be made to depend on Rolle's Theorem as indicated in Ex. 8, 
p. 49. Let x be regarded for the moment as constant, say equal to b. Construct 
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the function ψ (x) there indicated. Note that φ (a) — φ (h) = 0 and that the deriva­
tive ψ'(x) is merely 

(h _ γ\n-l (h _ γ\n - 1  
ψ>(x) = - L 1—fW (x) + * - — - i — ƒ (b) - f (a) - (b - a) f (a) 

(n - 1 ) ! ( 6 - α)» L 

(n - 1) ! J 

By "Rolle\s Theorem φ'{¡~) = 0. Hence if £ be substituted above, the result is 

(¡) _ a i " - 1 (b — a)n 

ƒ(/>) =f(a) + (ft - «)ƒ'(«•) + • • • + V—ÏVT-/ (""υH + ^ – -/( )(0» 
(/ — 1 ) ! n ! 

after striking out the factor — (ft — j-)n ~1, multiplying by (ft — a)n/n, and transposing 
/(ft). The theorem is therefore proved with the first form of the remainder. This 
proof does not require the continuity of the nth derivative nor Us existence at a and at b. 

The second form of the remainder may be found by applying Rolle's Theorem to 

ψ(x) =f(b)-f(x) - (b-x)Γ(x) 'ĩ¯t¯V“^W-¢¯^^ 
(n-l)\ 

where P is determined so that R = (b — a) P. Note that φ (b) = 0 and that by 
Taylor's Formula ψ (a) = 0. Now 

ψ'(x) = - ± ->- ƒ<»>(*) + P or P = ƒ<»>(£) ̂  ^ since ψ'(ξ) = 0. 

Hence if £be written ξ = a + θh where h = b—a, then b—ξ = b—a — θh = (b—a)(l — θ). 

And B = (b-α)P = ¢ - α ) ^ ¯ ^ “ < ; ¯ ^ V - ) ( O ^ ¯ f < \ ¯ ^ ¯ > ( O . 
(? — 1) ! (n — 1) ! 

The second form of R is thus found*. In this work as before, the result is proved 
for x = ft, the end point of the interval α ≤ £ Ĕ≡ ft. But as the interval could be 
considered as terminating at any of its points, the proof clearly applies to any x 
in the interval. • 

A second proof of Taylor's Formula, and the easiest to remember, consists in 
integrating the nth derivative n times from a to x. The successive results are 

f*ßn)(x)dx = fn-ψ)Ύ= f(n-D(x) - / ( -D(α). 
' J a Ja 

fX f‰(x)dx2= f*fi*-V(x)dz- f*fl*-V(a)dx 
Ja Ja Ja Ja 

= ƒ 0» - 2) (x) - ƒ » - 2) ( ) -( - ) ƒ 0» -1) ( ) . 

ĵXĵXĵX
fÌHUχ)đχS = / ( « - 8 ) ( s ) _ / ( « - 8 ) ( α ) _ ( a _ a)f(n-2)(a)_ í ? Z ‡ ) ! / ( H ^ l ) ( r t ) . 

IJ' ' ' fj{n)^dχµ =f(X) -f(a) -(X~ <*)/» 
- ( ¾ " α ) V ( α ) (*““>“¯V(u-i)(α). 

2 ! W (n - 1 ) ! 
• • • I / (n )(#) đxn. To trans­

it J a 
form this to the ordinary form, the Law of the Mean may be applied ((65), § 16). For 

m(x-a)<f Xf(>0{χ) dx<M{x-a), m(X ~ ^ < f * . . f ƒ<»)(x) dx» < M^≡J1)-, 
Ja \ Ja Ja n\ 
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where m is the least and M the greatest value ni f 00(x) from a to x. There is then 
some intermediate value ß“Hξ) = µ such that 

r . . .Γ/<w ,» = ^ > < í ) . 
J J a it ! 

This proof requires that the nth derivative be continuous and is less general. 
The third proof is obtained by applying successive integrations by parts to the 

obvious identity ƒ (a + h) —f(a) = \ f'{a + h — ί) dt to make the integrand contain 
Jo 

higher derivatives. 

f(n + h) -f(a) = Çħf'(a + h-t)dt = tf'(a -f h - t)Ύ + f V “ ( " + h - l)dt 

Jo Jo Jo 
= hf'(a) + ļ ¿2/ ''(a + Λ - θ ļ Ä + Γ Ä ļ tψ“(a + h-t) dt 

Jo Jo 

= A/'(«) + £/"(<*) + • • • + Γ~-ß4 -χ)(«) + " T ^ T V Ì <“'(« + A - í) Ä. 2 ! (n — 1)! «/o (n— 1)! 

This, however, is precisely Taylor's Formula with the third form of remainder. 

If the point a about which the function is expanded is x = 0, the 
expansion will take the forni known as Maclaurin's Formula : 

f(x) = ) + a/ ' (0) + f ļy - (O) + . . . + ^ ^ ƒ ( • - ! ) (0) + Λ, (3) 

= ĩ!f<*)(fø) = ^íL^(i-ey-λrn\θχ)= , \ λ , Γr-*f<*>(x-t)ii†. 
n\' (n — 1)! * (Ŵ —1): ' 

32. Both Taylor's Formula and its special case, Maclaurin's, express 
a function as a polynomial in h = x — a, of whjch all the coefficients 
except the last are constants while the last is not constant but depends 
on h both explicitly and through the unknown fraction θ which itself is 
a function of h. If, however, the nt\i derivative is continuous, the coeffi­
cient ƒ(n)(a-ļ- θh)/n\ must remain finite, and if the form of the deriva­
tive is known, it may be possible actually to assign limits between 
which f(n)(a -ļ- θh)/n ! lies. This is of great importance in making 
approximate calculations as in Exs. 8 if. below ; for it sets a limit to 
the value of R for any value of n. 

THEOREM. There is only one possible expansion of a function into 
a polynomial in h = x — a of which all the coefficients except the last 
are constant and the last finite ; and hence if such an expansion is 
found in any manner, it must be Taylor's (or Maclaurin's). 

To prove this theorem consider two polynomials of the nth order 
c0 + cχh + cji2 + • • • + cn_ι/¿»-ι + cnħn = C0 + C\h + C2№ + • • • + 6^_i/¿»~1 + <V¿", 

which represent the same function and hence are equal for all values of h from 0 
to h — a. It follows that the coefficients must be equal. For let h approach 0. 
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The terms containing h will approach 0 and hence c0 and C0 may be made as 
nearly equal as desired ; and as they are constants, they must be equal. Strike 
them out from the equation and divide by h. The new equation must hold for all 
values of h from 0 to b — a with the possible exception of 0. Again let h = 0 and 
now it follows that cx = Cv And so on, with all the coefficients. The two devel­
opments are seen to be identical, and hence identical with Taylor's. 

To illustrate the application of the theorem, let it be required to find the expan­
sion of tan x about 0 when the expansions of sin x and cos x about 0 are given. 

sin x — x — ļ x3 + τ ļ ï ï x5 + Px7, cos x = 1 — ļ x2 + 2ï 4 + QÆ6, 

where P and Q remain finite in the neighborhood of x 0. In the first place note 
that tanx clearly has an expansion ; for the function and its derivatives (which 
are combinations of tan x and sec x) are finite and continuous until x approaches £ π. 
By division, 

x + ļ x 3 + x5 

1 - ì *2 + *4 + Ψ*)x - i χ3 + τ k * 5 j + PχΊ 

X — \ X3 + āV χ5 : + Qχl  

1 X 3 _ _ V χ 5 : + ( p _ Q ) a , 7 

_ i χs = + J g s 7 + ¾<fr» 

ττ x : 
Hence tan x = x + ļ x3 + -A x5 -\ x7, where 8 is the remainder in the division 

cosx 
and is an expression containing P, Q, and powers of x ; it must remain finite if P 
and Q remain finite. The quotient £/cos x which is the coefficient of x7 therefore 
remains finite near x = 0, and the expression for tan x is the Maclaurin expansion 
up to terms of the sixth order, plus a remainder. 

In the case of functions compounded from simple functions of which the expan­
sion is known, this method of obtaining the expansion by algebraic processes upon 
the known expansions treated as polynomials is generally shorter than to obtain 
the result by differentiation. The computation may be abridged by omitting the 
last terms and work such as follows the dotted line in the example above ; but if 
this is done, care must be exercised against carrying the algebraic operations too 
far or not far enough. In Ex. 5 below, the last terms should be put in and carried 
far enough to insure that the desired expansion has neither more nor fewer terms 
than the circumstances warrant. 

EXERCISES 

1. Assume R = (b-a)^P; show = ^ ^ " ^ ¯ * / ( n ) ( £ ) . 
(n — 1) !  

2. Apply Ex. 5, p. 29, to compare the third form of remainder with the first. 

3 . Obtain, by differentiation and substitution in (1), three nonvanishing terms : 

(a) sin~1 x, a = 0, (ß) tanh x, a — 0, (7) tan x, a = \ 7Γ, 
(δ) cscx, α = ¦ - π , (e) eβina!;, α = O, (£) log sinx, a = ļ π. 

4. Find the nth derivatives in the following cases and write the expansion : 
(a) sin x, a = 0, (ß) sin x, a = \ 7r, (7) , a = 0, 

(δ) c* a = 1, (e) logx, a = 1, (ft (1 + x)Ä\ α = 0. 
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5. By algebraic processes find the Maclaurin expansion to the term in x5 : 

(a) sec x, (ß) tanh x, (7) — V l — x2, 
(δ) e*sinx, (e) [log ( 1 - )]2 , (¿-) + Vcosh x, 
(η) eúnx, (θ) log cos x, (t) log V l + χ2. 

The expansions needed in this work may be found by differentiation or taken 
from B. O. Peirce's "Tables ." In (7) and (¿̂ ) apply the binomial theorem of Ex. 
4 (f). In (77) let y = sinx, expand e ,̂ and substitute for y the expansion of sinx. 
In (θ) let cos x = 1 — y. In all cases show that the coefficient of the term in x6 

really remains finite when x = 0. 

6. If f (a + ħ) =s c0 + cxh + c2Λ2 + • • • + Cn_i/¿»-1 -f cra/¿
n, show that in 

fhf(a + h)dh = cΛ + ^Λ 2 + ^ Λ 3 + • • • + — Λ * + fhcnhndh 
Jo 2 3 n Jo 

the last term may really be put in the form Phn+1 with P finite. Apply Ex. 5, p. 29. 

, etc., to find developments of 
0 V l - x 2 

(a) sin ~1 x, (ß) t a n - 1 x, (7) sinh~1 x, 

*4 1 1 + x x ' , 7 ^ sin x _ 
(δ) l o g - , (e) e -*đa ; , (f) ƒ dx. 

1 - »/ Jo x 
In all these cases the results may be found if desired to n terms. 

8. Show that the remainder in the Maclaurin development of e* is less than 
xïlePc/n ! ; and hence that the error introduced by disregarding the remainder in com­
puting eP° is less than xnex/n !. How many terms will suffice to compute e to four 
decimals ? How many for e5 and for e0,1 ? 

9. Show that the error introduced by disregarding the remainder in comput­
ing log (1 + x) is not greater than xn/n if x > 0. How many terms are required for 
the computation of log 1-J- to four places ? of log 1.2 ? Compute the latter. 

10. The hypotenuse of a triangle is 20 and one angle is 31°. Find the sides by 
expanding sin x and cos x about a = J 7r as linear functions of x — ļ π. Examine 
the term in (x — ļ 7r)2 to find a maximum value to the error introduced by 
neglecting it. 

11 . Compute to 6 places: (a) ei, (ß) log 1.1, (7) sin 30', (δ) cos3<X. During 
the computation one place more than the desired number should be carried along 
in the arithmetic work for safety. 

12. Show that the remainder for log (1 + x) is less than xn/n(l + x)n if x < 0. 
Compute (a) log 0.9 to 5 places, (ß) log 0.8 to 4 places. 

13. Show that the remainder for t an _ 1 x is less than xn/n where n may always 
be taken as odd. Compute to 4 places tan- 1 i . 

14. The relation \ π = tan~11 = 4 t a n - 1 l — tan~12ļ9 enables ļ π to be found 
easily from the series for tan~1 x. Find \ π to 7 places (intermediate work carried 
to 8 places). 

15. Computation of logarithms, (a) If a = log ¾°-, b = log §J, = log f J, then 

log2 = 7 α - 2& + 3c, log3 = l l α - 3 5 + 5c, log 5 = 16α - 46 + 7  
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Now a = ¢ - log (1 - ļ¾), b=— log (1 - τ ļ ï ï ) , = log (1 + ) are readily computed 
and hence log 2, log 3, log 5 may be found. Carry the calculations of α, b, to 
10 places and deduce the logarithms of 2, 3, 5, 10, retaining only 8 places. Com­
pare Peirce's "Tables ," p. 109. 

M x 2 xn 

(ß) Show that the error in the series for log is less than Com-

pute log 2 corresponding to x — ļ to 4 places, log If to 5 places, log If to 6 places. 

(y) Show log* = 2 f c < ' + ĩ (* = *) ' + • - - + _ J L - toV"Ll
+ ¾ . + 1 ļ , 

q [_p + ų 3 \p + qj 2 n - 1 \p + qì J 
give an estimate of Ron+ļ, and compute to 10 figures log3 and log 7 from log 2 
and log 5 of Peirce\s “ Tables “ and from 

4 log 3 — 4 log 2 — log 5 = log — , 4 log 7 — 5 log 2 — log 3 — 2 log 5 = log — 
80 7 — 1 

16. Compute Ex. 7 (c) to 4 places for x = 1 and to 0 places for x — \. 

17. Compute s in - 1 0.1 to seconds and sin~1 ļ to minutes. 

18. Show that in the expansion of (1 + x)k the remainder, as x is > or < 0, is 
\k- (k-l).“(k-n) ļ „ \k.(k-l)---(k-n) x* I Rn < —^ ' L xn o r R < —v ί ^ L , n>k. 
\ 1 . 2 . - . I I 1 .2 . . . J I (1+jr )«-* | 

Hence compute to 5 figures VĪŌ3, VŌ8, V28, /25Ō, Λ/ĪŌŌŌ. 

19. Sometimes the remainder cannot be readily found but the terms of the 
expansion appear to be diminishing so rapidly that all after a certain point appear 
negligible. Thus use Peirce's "Tables ," Nos. 774-789, to compute to four places 
(estimated) the values of tan 6°, log cos 10°, esc 3°, sec 2°. 

20. Find to within 1% the area under cos (x2) and sin (x2) from 0 to ļ π. 

2 1 . A unit magnetic pole is placed at a distance L from the center of a magnet 
of pole strength M and length 2 ¿, where l/L is small. Find the force on the pole 
if (a) the pole is in the line of the magnet and if (ß) it is in the perpendicular 
bisector. 

4 Ml I \2 2 Ml 3 I \ 2 

Ans. (a) (1 + ¢) with e about 2 1 - ļ , (ß) -÷— (1 — e) with € about - ( - ) • 
L3 \LJ L> 2 \L/ 

22. The formula for the distance of the horizon is D = V f where Ώ is the 
distance in miles and h is the altitude of the observer in feet. Prove the formula 
and show that the error is about ļ% for heights up to a few miles. Take the radius 
of the earth as 3960 miles. 

23 . Find an approximate formula for the dip of the horizon in minutes below 
the horizontal if h in feet is the height of the observer. 

24. If S is a circular arc and its chord and the chord of half the arc, prove 
5 = $(Sc— C).(l + e) where e is about .S4/7680fí4 if R is the radius. 

25. If two quantities differ from each other by a small fraction e of their value, 
show that their geometric mean will differ from their arithmetic mean by about 
I e2 of its value. 

26. The algebraic method may be applied to finding expansions of some func­
tions which become infinite. (Thus if the series for cosx and sin x be divided to 
find cotz, the initial term is 1/x and becomes infinite at x• = 0 just as cotx does. 
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Such expansions are not Maclaurin developments but are analogous to them. 
The function x cot x would, however, have a Maclaurin development and the 
expansion found for cot x is this development divided by x.) Find the develop­
ments about x = 0 to terms in x4 f or 

(a) cot x, (ß) cot2 x, (7) esc x, (δ) esc3 x, 
(e) cot x esc x, (ξ) 1/(tan-!χ)2, (η) (sin x—tanx)~1 

27. Obtain the expansions : 
(a) logsinx = logx —-£x2 —Tļ ï ïx

4 + Å\ (ß) log taux = logx + ļx 2 + ,¾x4 + . . . , 
(7) likewise for log vers x. 

33. Indeterminate forms, infinitesimals, infinites. 'If two functions 
f(x) and φ(x) are defined for x = a and if φ(a) Φ 0, the quotient f/φ is 
defined for x = a. But if ψ («) = 0, the quotient f/φ is not defined for a. 
If in this ease ƒ and φ are defined and continuous in the neighborhood 
of a and f (a) Φ 0, the quotient will become infinite as x = a ; whereas 
if f (a) = 0, the behavior of the quotient f/φ is not immediately appar­
ent but gives rise to the indeterminate form 0/0. In like manner if ƒ 
and φ become infinite at a, the quotient f/φ is not defined, as neither 
its numerator nor its denominator is defined ; thus arises the indeter­
minate form 00/00. The question of determining or evaluating an 
indeterminate form is merely the question of finding out whether the 
quotient f/φ approaches a limit (and if so, what limit) or becomes 
positively or negatively infinite when x approaches a. 

THEOREM. Hospital'S Eule. If the f unctions ƒ (x) and φ(x), which 
give rise to the indeterminate form 0/0 or 00/00 when x = a, are con­
tinuous and differentiable in the interval a < x ≤ and if h can be 
taken so near to a that φ'(x) does not vanish in the interval and if the 
quotient ƒ '/φ' of the derivatives approaches a limit or becomes posi­
tively or negatively infinite as x ~ a7 then the quotient f/φ will ap­
proach that limit or become positively or negatively infinite as the case 
may be. Hence an indeterminate form 0/0 or 00/00 may he replaced by 
the quotient of the derivatives of numerator and denominator. 

CASE I. f (a) — φ(a) = 0. The proof follows from Cauchy's Formula, Ex. 6, p. 41). 

For m = fl m=fJŬ, a<t<x. 
φ(x) φ(x)-φ(a) φ'(ţ) 

Now if x = α, so must £, which lies betwτeen x and a. Hence if the quotient on the 
right approaches a limit or becomes positively or negatively infinite, the same is 
true of that on the left. The necessity of inserting the restrictions that ƒ and φ 
shall be continuous and differentiable and that φ' shall not have a root indefinitely 
near to a is apparent from the fact that Cauchy's Formula is proved only for func­
tions that satisfy these conditions. If the derived îovmf'/φ' should also be inde­
terminate, the rule could again be applied and the quotient f"/φ" would replace 
f'/Φ' with the understanding that proper restrictions were satisfied by ƒ', φ', and φ". 
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CASE I I . f (a) = φ(a) = co. Apply Cauchy's Formula as follows : 

f(x)-f(b) =f(x) 1-f(b)/f(x) =f'(ξ) a<x<b, 
φ(x)-φ (b) φ(x)l-ψ (b)/φ (x) ø'(¢) ' x < ξ < b, 

where the middle expression is merely a different way of writing the first. Now 
suppose that f'(x)/Φ'(x) approaches a limit when x = a. I t must then be possible to 
take b so near to a that/ '(£)/ø'(£) differs from that limit by as little as desired, no 
matter what value £ may have between a and b. Now as ƒ and φ become infinite 
when x = α, it is possible to take x so near to a that f(b)/f(x) and φ (b)/φ (x) are 
as near zero as desired. The second equation above then shows that ƒ (x)/φ (x), 
multiplied by a quantity which differs from 1 by as little as desired, is equal to 
a quantity f'(ξ)/Φ'(ξ) which differs from the limit oîf'(x)/φ'(x) as x = a by as little 
as desired. Hence f/φ must approach the same limit as ƒ ' /φ ' . Similar reasoning 
would apply to the supposition that f'/φ' became positively or negatively infinite, 
and the theorem is proved. I t may be noted that, by Theorem 16 of § 27, the form 
f'/Φ' is sure to be indeterminate. The advantage of being able to differentiate 
therefore lies wholly in the possibility that the new form be more amenable to 
algebraic transformation than the old. 

The other indeterminate forms 0- , 0°, 1*, GO0, GO — GO may be reduced to the 
foregoing by various devices which may be indicated as follows : 

0-αo = — = —, 00 — eiogoo _ goiogo — go-« . . ∞_ ∞ — w ç ∞ -∞ — w — . 
1 j _ ' ö °e°° 

The case where the variable becomes infinite instead of approaching a finite value 
a is covered in Ex. 1 below. The theory is therefore completed. 

Two methods which frequently may be used to shorten the work of evaluating 
an indeterminate form are the method of E-functions and the application of Taylor's 
Formula. By definition an E-function for the point x = a is any continuous f unction 
which approaches a finite limit other than 0 when x = a. Suppose then that ƒ (x) or 
φ(x) or both may be written as the products EλfΛ and E2φv Then the method of 
treating indeterminate forms need be applied only t o / 1 / ø 1 and the result multiplied 
by lim / 2. For example, 

lim = lim (x2 + ax + a2) lim = 3 α2 lim = 3 a2. 
x = a Sin (X — a) x = a x = a Sill (x — a) x = a Sin (x — a) 

Again, suppose that in the form 0/0 both numerator and denominator may be de­
veloped about x = a by Taylor's Formula. The evaluation is immediate. Thus 

t a n s - s i n x _ (x + ļx3 + Px5) -(x- jxs + Qx5) _ j + ( P - Q)x2 

x2 log(l + x ) ~ x 2 ( x - ļ x 2 + Px3) ~ 1 - ļx + Rχ2 ' 

and now if x = 0, the limit is at once shown to be simply \. 
When the functions become infinite at x = α, the conditions requisite for Taylor's 

Formula are not present and there is no Taylor expansion. Nevertheless an expan­
sion may sometimes be obtained by the algebraic method (§ 32) and may frequently 
be used to advantage. To illustrate, let it be required to evaluate cot x — 1/x which 
is of the form co — ∞ when x = 0. Here 

cotx = g ‰ ^ ^ + ^ = ļ ļ - ^ + ^ = l Λ - l ^ 4 - s A sinx x - | x 3 + Q x 5 x l - ļ x 2 + t ø 4 x \ 3 
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where S remains finite when x = 0. If this value be substituted for cot , then 

lim (cot ) = lim ( x + Sxs ļ = lim ( x + Sxs) = 0. 
x = O\ X/ x = O\X 3 X/ x = O\ 3 I 

34. An infinitesimal is a variable which is ultimately to approach the 
lim it zero ; an infinite is a variable which is to become either positively 
or negatively infinite. Thus the increments Ay and Ax are finite quan­
tities, but when they are to serve in the definition of a derivative they 
must ultimately approach zero and hence may be called infinitesimals. 
The form 0/0 represents the quotient of two infinitesimals ; * the form 
oc/GO, the quotient of two infinites ; and 0 • co, the product of an infin­
itesimal by an infinite. If any infinitesimal a is chosen as the primary 
infinitesimal, a second infinitesimal ß is said to be of the same order as 
a if the limit of the quotient ß/a exists and is not zero when a = 0 ; 
whereas if the quotient ß/a becomes zero, ß is said to be an infinites­
imal of higher order than a, but of lower order if the quotient becomes 
infinite. If in particular the limit ß/an exists and is not zero when 
a == 0, then ß is said to be of the nth order relative to a. The deter­
mination of the order of one infinitesimal relative to another is there­
fore essentially a problem in indeterminate forms. Similar definitions 
may be given in regard to infinites. 

THEOREM. If the quotient ß/a of two infinitesimals approaches a 
limit or becomes infinite when a = 0, the quotient ß'/a' of two infin­
itesimals which differ respectively from ß and a by infinitesimals of 
higher order will approach the same limit or become infinite. 

THEOREM. DuhameVs Theorem. If the sum ¾ - = aχ-\- a2-\ \- an 

of n positive infinitesimals approaches a limit when their number n 
becomes infinite, the sum 2/¾ = ßx -f- ß.2 -\ \- ßn, where each ß. differs 
uniformly from the corresponding a{ by an infinitesimal of higher 
order, will approach the same limit. 

As ď — a is of higher order than a and ß' — ß of higher order than ß, 

l i m Ξ ^ = 0 , l i m ^ ^ = O or * = l + , , £ = l + Λ 
a ß a ß 

where η and f are infinitesimals. Now a' = a (1 + η) and ß' = ß(l + f). Hence 

ß' ß 1 + f J T ß' ß 
— = - —î-2- and lim — = —, 
ď a 1 + η a' a 

provided ß/a approaches a limit ; whereas if ß/a becomes infinite, so will ß'/ď. 
In a more complex fraction such as (ß — y)/a it is not permissible to replace ß 

* It cannot be emphasized too strongly that in the symbol 0/0 the O's are merely sym­
bolic for a mode of variation just as co is; they are not actual O's and some other nota­
tion would be far preferable, likewise for 0 • », 0°, etc. 
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and 7 individually by infinitesimals of higher order ; for ß — 7 may itself be of 
higher order than ß or 7. Thus tan x — sin x is an infinitesimal of the third order 
relative to x although tan x and sin x are only of the first order. To replace tan x 
and sin x by infinitesimals which differ from them by those of the second order or 
even of the third order would generally alter the limit of the ratio of tan x — sin x 
to x3 when x ≡ 0. 

To prove Duhamel's Theorem the /3's may be written in the form 
ßi = tXi(l + 171), = 1, 2, • • -, n, \ψ\<c, 

where the η's are infinitesimals and where all the ηJs simultaneously may be made 
less than the assigned e owing to the uniformity required in the theorem. Then 

I (ß + ft, + • • • + ßn) - («Ί + a2 + • • • + ¢r„) I = I !?!<*! + i?o«a + • • • + ¾¾ I < c a. 

Hence the sum of the /3's may be made to differ from the sum of the a's by less 
than e α, a quantity as small as desired, and as a approaches a limit by hypoth­
esis, so ß must approach the same limit. The theorem may clearly be extended 
to the case where the a's are not all positive provided the sum Σ ļ <XÌ\ of the abso­
lute values of the α's approaches a limit. 

35. If = f(x), the differential of is defined as 
=f'(x) ΔΛ', and hence d¿ = 1 • ¿c. (4) 

From this definition of dy and dx it appears that dy/dx = ƒ'(a*), where 
the quotient dy/dx is the quotient of two finite quantities of which dx 
may be assigned at pleasure. This is true if x is the independent 
variable. If x and are both expressed in terms of t, 

x = x(t), = y(t), dx = Dtx dt, dy = Dty dt ; 

and Ŝ = ¾ = ¾/' by Virtue °f (4)' § 2-
From this appears the important theorem : The quotient dy/dx is the 
derivative of with vesļject to x no matter what the independent variable 
may he. I t is this theorem which really justifies writing the derivative 
as a fraction and treating the component differentials according to the 
rules of ordinary fractions. For higher derivatives this is not so, as 
may be seen by reference to Ex. 10. 

As v/ and Ax are regarded as infinitesimals in defining the deriva­
tive, it is natural to regard dy and dx as infinitesimals. The difference 
Ay — dy may be put in the form 

wherein it appears that, when Ax = 0, the bracket approaches zero. 
Hence arises the theorem: If x is the independent variable and if Ay 
and dy are regarded as infinitesimals, the differ enee Ay — dy is an infin­
itesimal of higher order than Ax. This has an application to the 
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subject of change of variable in a definite integral. For if x = φ(t), 
then dx = φ'(ĵ)dt, and apparently 

ƒ A*)<fø= ƒ >[Φ(O]Φ'(O'¾ 

where φ(t¦) = a and φ ( Q = ¿>, so that ¿ ranges from ƒ to ¿., when ,r 
ranges from <t €o δt 

But this substitution is too hasty ; for the dx written in the integrand 
is really λx, which differs from dx by an infinitesimal of higher order 
when x is not the independent variable. The true condition may be 
seen by comparing the two sums 

£ƒ(.<•,) Λ,'„ 2¡ ƒ [ψ (./,)] φ\t,)±t,, M- = ,ft, 
the limits of which are the two integrals above. Now as «r differs 
from dx = φ'(f)dt by an infinitesimal of higher order, so ƒ(.*•) ΔΛ: will 
differ from ƒ [Φ(¿ ) ]Φ ' (O^ ^ a n infinitesimal of higher order, and 
Λvith the proper assumptions as to continuity the difference will be uni­
form. Hence if the infinitesimals ƒ (.τ) .r be all positive, Duhaniel's 
Theorem may be applied to justify the formula for change of variable. 
To avoid the restriction to positive infinitesimals it is well to replace 
Duhaniel's Theorem by the new 

THEOREM. Osgood's TlteoreiH. Let av «.„ •••, <xn be n infinitesimals 
and let a{ differ uniformly by infinitesimals of higher order than x 
from the elements ƒ (.rt-) Δ¿*¿ of the integrand of a definite integral 

J' f(x) dx, where ƒ is continuous ; then the sum %a = <xχ -\- cc0-\ -ļ- «n 
a 

approaches the value of the definite integral as a limit when the num­
ber n becomes infinite. 

Let <x¿ = f(x¡)AjCj + ξ¯¡ JCi, where ¦fr| <β owing to the uniformity demanded. 

Then ļ ̂ ?a¿ - ^f(xi) jci \ = I ^Ç¡ΔJĒ¡ ¦< e ^ c,- = e(b- a). 

But as / i s continuous, the definite integral exists and one can make 

2 (Ji) ,r* ̄ ¯ M dx < e ' a n ( 1 n e n c e 2^a¿ — f f(x) dx\<c(b— u+1). 

It therefore appears that a¡ may be made to differ from the integral by as little 
as desired, and ür¿ must then approach the integral as a limit. Now if this theo­
rem be applied to the case of the change of variable and if it be assumed that 
f[Φ(t)] and φ'(t) are continuous, the infinitesimals Δ/ř- and ŐJC¡ = φ'(U) dt,- will 
differ uniformly (compare Theorem 18 of § 27 and the above theorem on Δ// — dy) 
by an infinitesimal of higher order, and so will the infinitesimals ƒ (s¡) ΔJC¿ and 
f[φ (t¡)¯\ φ'(t¡) dtt. Hence the change of variable suggested by the hasty substitution 
is justified. 
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EXERCISES 

1. Show that Hospital's Rule applies to evaluating the indeterminate form 
f{x)/φ{x) when x becomes infinite and both ƒ and <þ either become zero or infinite. 

2. Evaluate the following forms by differentiation. Examine the quotients % 

for left-hand and for right-hand approach ; sketch the graphs in the neighborhood 
of the points. 

, .. ax — 0 /Λv T tanx —1 , .. 
(a) hm — , (ß) hm , (7) hmxlogx , 

¿c = 0 X x÷ļπ X — ļπ x = Q 
1 

(δ) l imxe-*, (e) lim (cotx)sin% (f) l i inx 1 -* . 
x = 00 ¿r = O x = l 

3. Evaluate the following forms by the method of expansions : 

(a) Hm / ì - cot2 x), (ß) lim ** ~ etĸax, ιy\ l i m ] o g £ , 
x = o\x2 J x = ox— tanx x = i 1 -

/ ( , ,. , , , ,. x sin (sin x) — sin2 x e _ e - a ; _ 2 x 
(δ) hm (cschx— cscx), (e) hm -¦- , (ξ) hm .. 

x o x = o x6 x=o x — sinx 
4. Evaluate by any method: 

, . .. e* — e~x + 2sinx— 4x , .. /tanxV** (<*) hin ; , (ß) hm ( , 
x = O X5 ' X = O\ X 

( γ ) l i m x c o s ½ - l o g ( U x ) - S i i ^ l i m l 5 g ħ z i i Z ) , 
α; = o x 3 χ±ţπ t anx 

5. Give definitions for order as applied to infinites, noting that higher order 
would mean becoming infinite to a greater degree just as it means becoming zero 
to a greater degree for infinitesimals. State and prove the theorem relative to quo­
tients of infinites analogous to that given in the text for infinitesimals. State and 
prove an analogous theorem for the product of an infinitesimal and infinite. 

6. Note that if the quotient of-two infinites has the limit 1, the difference of 
the infinites is an infinite of lower order. Apply this to the proof of the resolution 
in partial fractions of the quotient ƒ (x)/F(x) of two polynomials in case the roots 
of the denominator are all real. For if F(x) = (x — a)kF1(x)ì the quotient is an 
infinite of order in the neighborhood of x = a ; but the difference of the quotient 
and f(a)/(x — a)kFχ (a) will be of lower integral order — and so on. 

7. Show that when x = +co, the function ef° is an infinite of higher order 
than X no matter how large n. Hence show that if P(x) is any polynomial, 
lim P (x) er x = 0 when x = + » . 

Í C = 00 

_ 8. Show that (log x)m when x is infinite is a weaker infinite than xn no matter 
how large m or how small n, supposed positive, may be. What is the graphical 
interpretation ? 

9. If P is a polynomial, show that lim P ( - ) e χ2 — 0. Hence show that the 
- – X-°- xn 

Maclaurin development of e χ2 is f(x) = e χ2 = —fl'O(θx) if ) is defined as 0. 
n ! 
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10. The higher differentials are defined as dny = / ( » ) ( Í ) (dx)n where x is taken 
as the independent variable. Show that dkx = 0 for > 1 if x is the independent 
variable. Show that the higher derivatives Ĵ¾?ž/, ? » • • • a r e ot the quotients 
d2y/dx2, dăy/dxò, • • • if x and are expressed in terms of a third variable, but that 
the relations are 

2 _ d2ydx — d2xdy 8 _dx (dxdzy — dyd3x) — 3 d2x (dxd2y — dyd2x) 
χV¯¯ ŭ¡Ā ' χV~ tä> ' " " 

The fact that the quotient dny/dxn, n > 1, is not the derivative when x and are 
expressed paranietrically militates against the usefulness of the higher differentials 
and emphasizes the advantage of working.with derivatives. The notation dny/dxn 

is, however, used for the derivative. Nevertheless, as indicated in Exs. 10-19, 
higher differentials may be used if proper care is exercised. 

11. Compare the conception of higher differentials with the work of Ex. 5, p. 48. 

12. Show that in a circle the difference between an infinitesimal arc and its 
chord is of the third order relative to either arc or chord. 

13. Show that if ß is of the nth order with respect to a, and is of the first 
order with respect to α, then ß is of the nth order with respect to y. 

14. Show that the order of a product of infinitesimals is equal to the sum of the 
orders of the infinitesimals when all are referred to the same primary infinitesimal 
a. Infer that in a product each infinitesimal may be replaced by one which differs 
from it by an infinitesimal of higher order than it without affecting the order of the 
product. 

15. Let A and be two points of a unit circle and let the angle A OB subtended 
at the center be the primary infinitesimal. Let the tangents at A and meet at 
T, and cut the chord AB in M and the arc AB in C. Eind the trigonometric 
expression for the infinitesimal difference TC — CM and determine its order. 

16. Compute d2 (x sin x) = (2 cos x — x sin x) dx2 + (sin x + x cos x) d2x by taking 
• the differential of the differential. Thus find the second derivative of x sinx if x is 

the independent variable and the second derivative with respect to t if x = 1 + t2. 

17. Compute the first, second, and third differentials, d2x ≠ 0. 

(a) x2cosx, (j8) V l — x log ( l — x), (y) xe2xsinx. 

18. In Ex. 10 take y as the independent variable and hence express -Z¾/, Ώ¦ļy 
in terms of DyX, Dj¦x. Cf. Ex. 10, p. 14. 

19. Make the changes of variable in Exs. 8, 9, 12, p. 14, by the method of 
differentials, that is, by replacing the derivatives by the corresponding differential 
expressions where x is not assumed as independent variable and by replacing these 
differentials by their values in terms of the new variables where the higher differ­
entials of the new independent variable are set equal to 0. 

20. Keconsider some of the exercises at the end of Chap. I, say, 17-19, 22, 23, 
27, from the point of view of Osgood's Theorem instead of the Theorem of the Mean0 

2 1 . Eind the areas of the bounding surfaces of the solids of Ex. 11, p. 18. 
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22. Assume the law F = kmm'/r2 of attraction between particles. Find the 
attraction oí' : 

(a) a circular wire of radius a and of mass M on a particle m at a distance r from 
the center of the wire along a perpendicular to its plane ; Aim. kMmr(a2 4- r2)~¾. 

(ß) a circular disk, etc., as in (a) ; Ans. 2kMma~2(l — r/Vf2 -f a'2). 
(7) a semicircular wire on a particle at its center ; Ans. 2kMm/πa2. 
(δ) a finite rod upon a particle not in the line of the rod. The answer should 

be expressed in terms of the angle the rod subtends at the particle. 
(e) two parallel equal rods, forming the opposite sides of a rectangle, on each 

other. 

23 . Compare the method of derivatives (§ 7), the method of the Theorem of the 
Mean (§ 17), and the method of infinitesimals above as applied to obtaining the for­
mulas for (a) area in polar coordinates, (ß) mass of a rod of variable density, (7) pres­
sure on a vertical submerged bulkhead, (δ) attraction of a rod on a particle. Obtain 
the results by%each method and state which method seems preferable for each case. 

24. Is the substitution dx = φ'(t)dt in the indefinite integral f f(x)dx to obtain 
the indefinite integral \ f[Φ (£)] φ'(t) dt justifiable immediately ? 

36. Infinitesimal analysis. To work rapidly in the applications of 
calculus to problems in geometry and physics and to follow readily the 
books written on those subjects, it is necessary to have some familiarity 
with working directly with infinitesimals. I t is possible by making use 
of the Theorem of the Mean and allied theoremsNto retain in every ex-
pression its complete exact value ; but if that expression is an infini­
tesimal which is ultimately to enter into a quotient or a limit of a sum, 
any infinitesimal which is of higher order than that which is ultimately 
kept will not influence the result and may be discarded at any stage of 
the work if the work may thereby be simplified. A few theorems 
worked through by the infinitesimal method will serve partly to show . 
how the method is used and partly to establish results which may be 
of use in further work. The theorems which will be chosen are : 

1. The increment Ax and the differential dx of a variable differ lyŷ  
an infinitesimal of higher order than either. 

2. If a tangent is drawn to a curve, the perpendicular from the curve 
to the tangent is of higher order than the distance from the foot of the 
perpendicular to the point of tangency. 

3. An infinitesimal arc differs from its chord by an infinitesimal of 
higher order relative to the arc. 

4. If one angle of a triangle, none of whose angles are infinitesimal, 
differs infinitesimally from a right angle and if 7¿ is the side opposite 
and if φ is another angle of the. triangle, then the side opposite φ is 
h sin φ except for an infinitesimal of the second order and the adjacent 
side is h cos φ except for an infinitesimal of the first order. 
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The first of these theorems has been proved in § 35. The second follows from 
it and from the idea of tangency. For take the /-axis coincident with the tangent 
or parallel to it. Then the perpendicular is Ay and the distance from its foot to the 
point of tangency is Ax. The quotient Ay/Ar approaches 0 as its limit because the 
tangent is horizontal ; and the theorem is proved. The theorem would remain true 
if the perpendicular were replaced by a line making a constant angle with the tangent 
and the distance from the point of tangency to the foot of the perpendicular were re­
placed by the distance to the foot of the oblique line. For if Z PMN θ, 

PM _ PN esc θ PN csc<9 
TM ~ TN - PN cot Γ ï Ŵ , PN 

1 cot  
TN 

T MA' 

and therefore when P approaches T with θ constant, PM/ TM approaches zero and 
PM is of higher order than TM. 

The third theorem follows without difficulty from the assumption or theorem 
that the arc has a length intermediate between that of the chord and that of the 
sum of the two tangents at the ends of the chord. Let θλ and θ2 be the angles 
between the chord and the tangents. Then 

s-AB AT + TB-AB _ A M (sec θx - 1) + MB (sec θ2 - 1) 
AM + MB< AM+MB ¯¯ i l + MB ' ' 

Now as AB approaches 0, both sec θx — 1 and sec θ2 — 1 approach 0 and their 
coefficients remain necessarily finite. Hence the difference between the arc and 
the chord is an infinitesimal of higher order than the chord. As 
the arc and chord are therefore of the same order, the difference 
is of higher order than the arc. This result enables one to replace 
the arc by its chord and vice versa in discussing infinitesimals of 
the first order, and for such purposes to consider an infinitesimal 

, 
A M  

arc as straight. In discussing infinitesimals of the second order, this substitution 
would not be permissible except in view of the further theorem given below in 
§ 37, and even then the substitution will hold only as far as the lengths of arcs are 
concerned and not in regard to directions. 

For the fourth theorem let θ be the angle by which departs from 90° and with 
the perpendicular BM as radius strike an arc cutting . Then by trigonometry 

AC = AM + MC = h cos φ + BM tan θ,  
=h s inø + BM (sec θ - 1). 

Now tan θ is an infinitesimal of the first order with respect to θ ; 
for its Maclaurin development begins with θ. And sec θ — 1 
is an infinitesimal of the second order; for its development 
begins with a term in θ2. The theorem is therefore proved. 
This theorem is frequently applied to infinitesimal triangles, 
that is, triangles in which h is to approach 0. 

A MC 37« As a further discussion of the third theorem it may be recalled that by defi­
nition the length of the arc of a curve is the limit of the length of an inscribed 
polygon, namely, 

s = lim (V ¿f + y{ + ^Ax:r + Ayĩ + • • • + ^ x,f + Δ//,f). 
— 0 0 
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Now V x2 + y2 - Vdx2 + dy2 = X'2 + ž/'2 ~ ***2 ¯¯ ďž/2 

V x2 -f y2 + Vdx2 + dy'2 

_ ( x — dx) (Ax + dx) 4- ( y — dy) ( y 4- dy) 
— _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ j 

V x2 + y2 + Vdx? + dy2 

V x2 + y2 - Vdx2 + d¾/2 _ (Ax - dx) Ax + dx  
V x2 + Ay2 VAX2 + Ay2 V x2 + y2 + Vdx2 + dy2 

( y — dy) y + dy  
V x2 + y2 VAX2 -f y2 + Vdx2 + dy2 

But x — dx and y — dy are infinitesimals of higher order than x and y. 
Hence the right-hand side must approach zero as its limit and hence V x2 + Ay2 

(lifters from Vdx2 + dy'2 by an infinitesimal of higher order and may replace it in 
the sum 

s = lim 2 } V x,2 + Ay f - lim V Vdx2 + dy2 - f * V l - f ?/2dx. 

The length of the arc measured from a fixed point to a variable point is a func­
tion of the upper limit and the differential of arc is 

ds = d f V i + y'2 dx - V i + "2 dx = Vdx2 + dy2. 

To find the order of the difference between the arc and its chord let the origin 
be taken at the initial point and the x-axis tangent to the curve at that point. 
The expansion of the arc .by Maclaurin's Formula gives 

a (x) = s (0) + xs'(O) + ļ xV(O) + i x*s“'(θx), 

where β(O) = O, s'(O) = V l + y'2 |0 = 1, ^ <0) = —__j__!— ļ = o. 
V l + y'2 |o 

Owing to the choice of axes, the expansion of the curve reduces to 

y =f(x) = y(0) + xy'(O) + ļ x2y"(Øx) = íx*ÿ“(Øx), 

and hence the chord of the curve is 

(x) = Vx2 + y2 = x V l + \x\y" (θx)~f = x (1 + x2P), 

where P is a complicated expression arising in the expansion of the radical by 
Maclaurin's Formula. The difference 

s(x)-c (x) = [x + J xV“(Øx)] - [x (1 + x2P)] = xs ( i s'“(θx) - P). 

This is an infinitesimal of at least the third order relative to x. Now as both s (x) 
and (x) are of the first order relative to x, it follows that the difference s (x) — (x) 
must also be of the third order relative to either s (x) or (x). Note that the proof 
assumes that y" is finite at the point considered. This result, which has been 
found analytically, follows more simply though perhaps less rigorously from the 
fact that sec θx — 1 and sec θ2 — 1 in (6) are infinitesimals of the second order with 
θx and θ2. 

3 8 . T h e t h e o r y of contact of plane curves m a y be t r e a t e d b y m e a n s 
of T a y l o r ' s F o r m u l a a n d s t a t ed in t e r m s of inf ini tes imals . L e t t w o 
curves = f(x) a n d = g (a. ) be t a n g e n t a t a g iven po in t a n d le t t h e 
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origin be chosen at that point with the cc-axìs tangent to the curves. 
The Maclaurin developments are 

= f(?) = I /"(O)x2 + •••• + ^ ¯ j y ¡ *“¯V*-'>(O) + ¿ ^ “ ^ ( 0 ) + • • • 

y = ÿ ( « ) = ^ ' , ( 0 ) ^ + " - + ^ 3 ^ « - - v - - 1 > ( 0 ) + ^a;-¡/<-)(0) + . . . . 

If these developments agree up to but not including the term in xn, the 
difference between the ordinates of the curves is 

f{x) -g<*) = ^[ƒ«(0) - ¢r<»>(O)] + . . . , ƒ <»>(O) ≠ ?<»>(O), 

and is an infinitesimal of the τιth order with respect to x. The curves 
are then said to have contact of order n — 1 at their point of tangency. 
In general when two curves are tangent, the derivatives ƒ "(0) and g“(O) 
are unequal and the curves have simple contact or contact of the first 
order. 

The problem may be stated differently. Let PM be a line which 
makes a constant angle θ with the æ-axis. Then, when P approaches Γ, 
if it Q be regarded as straight, the proportion 

lim (PR : PQ) = lim (sin Z PQR : sin Z PRQ) = sin θ : 1 

shows that Pit and PQ are of the same order. Clearly also the lines 
TM and TN are of the same order. Hence if 

PR r, ^ T PQ hm m¾yN =≠= 0, oo, then Inn . -r× Φ 0, GO . (2W)n ' ' (TM)n ' 
Hence if tλvo curves have contact of the (n — 1) st 
order, the segment of a line intercepted between 

' the two curves is of the nt\i order with respect to 

Γ ^ \ M ! N 

the distance from the point of tangency to its foot. It would also be 
of the nth order with respect to the perpendicular TF from the point 
of tangency to the line. 

In view of these results it is not necessary to assume that the two 
curves have a special relation to the axis. Let two curves y = f(x^) and 
y = g (#) intersect when x = a, and assume that the tangents at that point 
are not parallel to the y-axis. Then ' 

= ?/0 + (x - «)ƒ'(«) + .. . + ( ļ¯-αJ)Γ / ("¯υ^ + ̂ ^ f <n)( t f> + • • • 
y = y* + (x- a) g\a) + •••+ ( * ~ f ļ ¯ ¦ ƒ * - » + £ = i 2 > > ( « ) + ... 
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will be the Taylor developments of the two curves. If the difference 
of the ordinates for equal values of .r is to be an infinitesimal of the 
nth order with respect to x — a which is the perpendicular from the 
point of tangency to the ordinate, then the Taylor developments must 
agree up to but not including the terms in xn. This is the condition for 
contact of order n — 1. 

As the difference between the ordinates is 

A*) -9<*) = ‰<*- «)" [ ƒ ¢,,)0) - ≠4«Ώ + •••, 

the difference will change sign or keep its sign when x passes through 
a according as n is odd or even, because for values sufficiently near to 
x the higher terms may be neglected. Hence the curves will cross each 
other if the order of contact is even, but will not cross each other if the 
order of contact is odd. If the values of the ordinates are equated to find 
the points of intersection of the two curves, the result is 

0 = 1 (x - aγ\ [ƒ<">(*) - ƒ»>(«)] + • • -\ 

and shows that x = a is a root of multiplicity n. Hence it is said that 
two curves have in common as many coincident points as the order of 
their contact plus one. This fact is usually stated more graphically 
by saying that the curves have n consecutive points in common. I t may 
be remarked that what Taylor's development carried to n terms does, is 
to give a polynomial which has contact of order n — 1 with the function 
that is developed by it. 

As a problem on contact consider the determination of the circle which shall 
have contact of the second order with a curve at a given point (a, yo) • Let 

V = Vo + (x- à)f'iµ) + ļ{x - a)*f“{a) + • • • 
be the development of the curve and let y' =f'(a) = tanr be the slope. If the 
circle is to have contact "with the curve, its center must be at some point of the 
normal. Then if R denotes the assumed radius, the equation of the circle may be 
written as 

(x _ α)2 + 2 R sin ( - α) + (y - y0)2 -2Bcosτ(y- y0) = 0, 
where it remains to determine R so that the development of the circle will coincide 
with that of the curve as far as written. Differentiate the equation of the circle. 

d_y = fíSinτ + (x-α) f /ŵ\ t a n τ = m 
dx R cos T - (y - y0) \dx/ a,  

đ¾r = [R cos τ-(y- y0)γ + [R sin + {x - α)]2
 ? /đ¾r\ _ 1 

dx2 [R cos T — (y — ?/0)]
3 ' \dx2/a, ¡,o ~~ R coŝ  τ 

and = y0 + (x - a) f'(a) + ļ (x - a)2 — + • • • 
R cos3 T 
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is the development of the circle. The equation of the coefficients of (x — α)-, 

1 , „ , . „ sec3τ {1 + [f'(a)¯i2}^ 
= f (a), gives R = = —y—^ 

Rcos*τ * v “ f "(a) f "{a) 
This is the well known formula for the radius of curvature and shows that the cir­
cle of curvature has contact of at least the second order with the curve. The circle 
is sometimes called the osculating circle instead of the circle of curvature. 

39. Three theorems, one in geometry and two in kinematics, will 
now be proved to illustrate the direct application of the infinitesimal 
methods to such problems. The choice will be : 

1. The tangent to the ellipse is equally inclined to the focal radii 
drawn to the point of contact. 

2. The displacement of any rigid body in a plane may be regarded 
at any instant as a rotation through an infinitesimal angle about some 
point unless the body is moving parallel to itself. 

3. The motion of a rigid body in a plane may be regarded as the 
rolling of one curve upon another. 

For the first problem consider a secant PP' which may be converted into a 
tangent TT' by letting the two points approach until they coincide. Draw the 
focal radii to P and P' and strike arcs with F and F' as 
centers. As F'P + PF = F'P' + P'F = 2 α, it follows 
that NP = MP'. Now consider the two triangles PP'M 
and P'PN nearly right-angled at M and N. The sides 
PP', PM, PN, P'M, P'N are all infinitesimals of the 
same order and of the same order as the angles at F and 
F'. By proposition 4 of § 36 F 

MP' = PP' cos Z PP'M + ev NP = PP' cos Z P'PN + e2, 

where eχ and e2 are infinitesimals relative to MP' and NP or PP'. Therefore 

lim [cos Z PP'M - cos Z P'PN] = cos Z TPF' - cos Z T'PF = lim βχ ~ ¾ fc 0, 
L J pp, 

and the two angles TPF' and T'PF are proved to be equal as desired. 
To prove the second theorem note first that if a body is rigid, its position is com­

pletely determined when the position AB of any rectilinear segment of the body 
is known. Let the points A and of the body be de-

0  scribing curves A A' and BB' so that, in an infinitesimal 
interval of time, the line AB takes the neighboring posi­
tion A'B'. Erect the perpendicular bisectors of the lines 
AA' and BB' and let them intersect at 0. Then the tri­
angles A OB and A'OB' have the three sides of the one 
equal to the three sides of the other and are equal, and 
the second may be obtained from the first by a mere rotation about through the 
angle A'— BOB'. Except for infinitesimals of higher order, the magnitude of 
the angle is AA'/OA or BB'/OB. Next let the interval of time approach 0 so that 
A' approaches A and B' approaches B. The perpendicular bisectors will approach 
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the normals to the arcs AA' and BB' at A and , and the point will approach 
the intersection of those normals. 

The theorem may then be stated that : At any instant of time the motion of a 
rigid body in a plane may be considered as a rotation through an infinitesimal angle 
about the intersection of the normals to the paths of any two of its points at that in­
stant ; the amount of the rotation will be the distance ds that any point moves divided 
by the distance of that point from the instantaneous center of rotation ; the angular 
velocity about the instantaneous center will be this amount of rotation divided by the 
interval of time đ¿, that is, it will be v/r, where v is the velocity of any point of the body 
and r is its distance from the instantaneous center of rotation. I t is therefore seen 
that not only is the desired theorem proved, but numerous other details are found. 
As has been stated, the point about which the body is rotating at a given instant 
is called the instantaneous center for that instant. 

As time goes on, the position of the instantaneous center will generally change. 
If at each instant of time the position of the center is marked on the moving plane 
or body, there results a locus which is called the moving centrode or body centrode ; 
if at each instant the position of the center is also marked on a fixed plane over 
which the moving plane may be considered to glide, there results another locus which 
is called the fixed centrode or the space centrode. From these definitions it follows 
that at each instant of time the body centrode and the space centrode intersect at 
the instantaneous center for that instant. Consider a series of 
positions of the instantaneous center as P-2P-ιPPιP2 marked 
in space and Q-2Q-1QQ1Q2 marked in the body. At a given 
instant two of the points, say P and Q, coincide ; an instant 
later the body will have moved so as to bring Qχ into coin­
cidence with P, ; at an earlier instant ö_i was coincident with 

w 

P_i . Now as the motion at the instant when P and Q are together is one of 
rotation through an infinitesimal angle about that point, the angle between PPχ 

and QQλ is infinitesimal and the lengths PPλ and QQχ are equal ; for it is by the 
rotation about P and Q that <¾ is to be brought into coincidence with P r Hence 
it follows 1° that the two centrodes are tangent and 2° that the distances PPλ = QQX 

which the point of contact moves along the two curves during an infinitesimal inter­
val of time are the same, and this means that the two curves roll on one another 
withαut slipping — because the very idea of slipping implies that the point of con­
tact of the two curves should move by different amounts along the two curves, 
the difference in the amounts being the amount of the slip. The third theorem 
is therefore proved. 

EXERCISES 

1. If a finite parallelogram is nearly rectangled, what is the order of infinites­
imals neglected by taking the area as the product of the two sides ? What if the 
figure were an isosceles trapezoid ? What if it were any rectilinear quadrilateral 
all of whose angles differ from right angles by infinitesimals of the same order ? 

2. On a sphere of radius r the area of the zone between the parallels of latitude 
λ and λ -ļ- dλ is taken as 2 irr cos λ • rd\ the perimeter of the base times the slant 
height. Of what order relative to d\ is the infinitesimal neglected ? What if the 
perimeter of the middle latitude were taken so that 2 τrr2 cos (λ + ļ d\) d\ were 
assumed ? 
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3. What is the order of the infinitesimal neglected in taking áτrr2dr as the 
volume of a hollow sphere of interior radius r and thickness dr ? What if the mean 
radius were taken instead of the interior radius ? ΛVould any particular radius be 
best ? 

4. Discuss the length of a space curve y =f(x), z = g(x) analytically as the 
length of the plane curve was discussed in the text. 

5. Discuss proposition 2, p. 68, by Maclaurin's Formula and in particular show 
that if the second derivative is continuous at the point of tangency, the infinites­
imal in question is of the second order at least. How about the case of the tractrix 

a. a — Va2 — x2 /― -
y — - log ; = = + V a2 — x2, 

2 a + Vα2 — x2 

and its tangent at the vertex x = a ? How about s (x) — (x) of § 37 ? 
6. Show that if two curves have contact of order n — 1, their derivatives will 

have contact of order n — 2, What is the order of contact of the kth derivatives 
k<n-1? 

7. State the conditions for maxima, minima, and points of inflection in the 
neighborhood of a point where /<“>(α) is the first derivative that does not vanish. 

8. Determine the order of contact of these curves at their intersections: 

V2(x2 + y2 + z) = 3(x + y) r2 = a2cos2φ x2 + 2 =  
{a) 5x2 - 6xy + by2 = 8, {fS) y* = ļa(a- x), { ) x3 + ys = xy. 

9. Show that at points where the radius of curvature is a maximum or mini­
mum the contact of the osculating circle with the curve must be of at least the 
third order and must always be of odd order. 

10. Let PN be a normal to a curve and P'N a neighboring normal. If is the 
center of the osculating circle at P , show with the aid of Ex. 6 that ordinarily the 
perpendicular from to P'N is of the second order relative to the arc PP1 and that 
the distance ON is of the first order. Hence interpret the statement : Consecutive 
normals to a curve meet at the center of the osculating circle. 

11 . Does the osculating circle cross the curve at the point of osculation ? Will 
the osculating circles at neighboring points of the curve intersect in real points ? 

12. In the hyperbola the focal radii drawn to any point make equal angles with 
the tangent. Prove this and state and prove the corresponding theorem for the 
parabola. 

13. Given an infinitesimal arc cut at by the perpendicular bisector of its 
chord AB. What is the order of the difference AC — ? 

14. Of what order is the area of the segment included between an infinitesimal • 
arc and its chord compared with the square on the chord ? 

15. Two sides AB, i C of a triangle are finite and differ infmitesimally ; the 
angle θ at A is an infinitesimal of the same order and the side is either recti­
linear or curvilinear. What is the order of the neglected infinitesimal if the area 
is assumed as \ AB2Θ ? . What if the assumption is \AB • AC • θ? 



76 DIFFERENTIAL CALCULUS 

16. A cycloid is the locus of a fixed point upon a circumference which rolls on 
a straight line. Show that the tangent and normal to the cycloid pass through the 
highest and lowest points of the rolling circle at each of its instantaneous positions. 

17. Show that the increment of arc As in the cycloid differs from %as\n\θdθ 
by an infinitesimal of higher order and that the increment of area (between two 
consecutive normals) differs from 3 a2 sin2 ļ θdθ by an infinitesimal of higher order. 
Hence show that the total length and area are 8 a and 3 ira2. Here a is the radius 
of the generating circle and θ is the angle subtended at the center by the lowest 
point and the fixed point which traces the cycloid. 

18. Show that the radius of curvature of the cycloid is bisected at the lowest 
point of the generating circle and hence is.4α sin \ θ. 

19. A triangle ABC is circumscribed about any oval curve. Show that if the 
side is bisected at the point of contact, the area of the triangle will be changed 
by an infinitesimal of the second order when is replaced by a neighboring tan­
gent B'C', but that if be not bisected, the change will be of the first order. 
Hence infer that the minimum triangle circumscribed about an oval will have its 
three sides bisected at the points of contact. 

20. If a string is wrapped about a circle of radius a and then unwound so that 
its end describes a curve, show that the length of the curve and the area between 
the curve, the circle, and the string are 

s = ƒ θaθdθ, ¿=f*i a2θ4θ, 

where θ is the angle that the unwinding string has turned through. 

2 1 . Show that the motion in space of a rigid body one point of which is fixed 
may be regarded as an instantaneous rotation about some axis through the given 
point. To do this examine the displacements of a unit sphere surrounding the fixed 
point as center. 

22. Suppose a fluid of variable density D(x) is flowing at a given instant through 
a tube surrounding the x-axis. Let the velocity of the fluid be a function v(x) of x. 
Show that during the infinitesimal time δt the diminution of the amount of the 
fluid which lies between x — a and x = a + h is 

S [ « ( α + ħ)D(a + h)δt-v(a)D(a)δt], 

where S is the cross section of the tube. Hence show that D (x) v (x) = const, is the 
condition that the flow of the fluid shall not change the density at any point. 

23 . Consider the curve y = f(x) and three equally spaced ordinates at x = a — δ, 
χ — a, x = a + δ. Inscribe a trapezoid by joining the ends of the ordinates at 
x = a ± δ and circumscribe a trapezoid by drawing the tangent at the end of the 
ordinate at x = a and producing to meet the other ordinates. Show that 

.So = 2 δf(a), S = 2 δ¦f(a) + £ ƒ » + ^ / ( i v ) φ] ' 

Sx = 2 δ¦f(a) + ¦f“(a) + g/(iv)fe)] 
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are the areas of the circumscribed trapezoid, the curve, the inscribed trapezoid. 
Hence infer that to compute the area under the curve from the inscribed or cir­
cumscribed trapezoids introduces a relative error of the order δ2, but that to com­
pute from the relation 8 = ^ (2 S0 -ļ- ¾ introduces an error of only the order of δ4. 

24. Let the interval from a to b be divided into an even number 2n of equal 
parts δ and let the 2 n + 1 ordinates y0, yx, • • -, y2 at the extremities of the inter­
vals be drawn to the curve y = f(x). Inscribe trapezoids by joining the ends of 
every other ordinate beginning with y0, y2, and going to y2n. Circumscribe trape­
zoids by drawing tangents at the ends of every other ordinate yχì y3, - •• , y2n-\. 
Compute the area under the curve as 

f(x)dx = -g^¯- [ + ys + • • - + 2/2n-ι) 

+ 2 føo + + • • ' + ½ J - Vù - ž/2n] + R 

by using the work of Ex. 23 and infer that the error R is less than (6— a) δ4/<iv)(£)/45. 
This method of computation is known as Simpson's Rule. I t usually gives accu­
racy sufficient for work to four or even five figures when δ = 0.1 and b — a = 1 ; for 
/(iv)(x) usually is small. 

25 . Compute these integrals by Simpson's Rule. Take 2n = 10 equal intervals. 
Carry numerical work to six figures except where tables must be used to find ƒ ( ) : 

J
n 2 (\γ /» 1 rļγ ļ 

— = log 2 = 0.69315, (ß) = t an - i 1 = - π = 0.78535, 
i x Jo 1 + x2 4 

(7) fb"sinxdx = 1.00000, (δ) log10æc‰ = 2 1 o g l 0 x - M =0.16776, 

ΓM_og(l + ή M o g ( l + x ) 
w 1 + 2 x 
The answers here given are the true values of the integrals to five places. 

26. Show that the quadrant of the ellipse x = a sin <þ, — b cos ø is 

s = a I * V l — e2 sin2 ψ dφ = ļ ira ļ V¾ (2 — e2) + J e2 cos iru ¢žu. 

Compute to four figures by Simpson's Rule with six divisions the quadrants of 
the ellipses : 

( α ) e = ļ V 3 , s = 1.211 α, (j8)e = i V 2 , s = 1.351 a. 

27. Expand s in Ex. 26 into a series and discuss the remainder. 

1 Γ, / l \ 2 /1 • 3 \ 2 e4 / 1 . 3 - 5\2 e6 /1 • 3 • . . (2n - l ) \ 2 &* „ 1 
^ = 2™L^W e Ï^\2TTΓ6) 6 “ “ Λ 2.4...2 J 2 ^ ĩ “ 4 

1 /1 • . • • (2n -4- 1W2 e2n + 2 
ß < _ L _ ( _ - ° _ . ^ "_Z___' \ _ SeeEx. 18,p.60,and Peirce's "Tables," p. 62. 

1 - e2 \2 • 4 . . . (2 n + 2)/ 2 n + 1 
Estimate the number of terms necessary to compute Ex. 26 (ß) with an error not 
greater than 2 in the last place and compare the labor with that of Simpson's Rule. 

28 . If the eccentricity of an ellipse is Jπ , find to five decimals the percentage 
error made in taking 2 ira as the perimeter. Ans. 0.00694% 
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29. If the catenary y = cosh (x/c) gives the shape of a wire of length L sus­
pended between two points at the same level and at a distance I nearfy equal to 
L, find the first approximation connecting i , Z, and đ, where d is the dip of tile 
wire at its lowest point below the level of support. 

30. At its middle point the parabolic cable.of a suspension bridge 1000 ft. long 
between the supports sags 50 ft. below the level of the ends. Find the length of 
the cable correct to inches. 

40. Some differential geometry. Suppose that between the incre­
ments of a set of variables all of which depend on a single variable t 
there exists an equation which is true except for infinitesimals of higher 
order than At — dt, then the equation will be exactly true for the differ­
entials of the variables. Thus if 

f Ax + g Ay + hAz + I At + • • • + eχ + e2 + • • • = 0 

is an equation of the sort mentioned and if the coefficients are any func­
tions of the variables and if ev e2, • • • are infinitesimals of higher order 
than dt, the limit of 

^ + ^ + ̂  + № + ... + ± + ±1 = 0 J At At At At At At 
dx dy dz 

fdi+ffďt+hTt+l = 0' 
or /dx + gdy + hdz + Idt = 0 ; 

and the statement is proved. This result is very useful in writing 
down various differential formulas of geometry where the approximate 
relation between the increments is obvious and where the true relation 
between the differentials can therefore be found. 

For instance in the case of the differential of arc in rectangular coor­
dinates, if the increment of arc is known to differ from its chord by an 
infinitesimal of higher order, the Pythagorean theorem shows that the 
equation As2 = Ax2 + Ay* or As2 = Aœ2 + Ay2 + Az2 (7) 

is true except for infinitesimals of higher order; and hence 

ds2 = dx2 + di/ or d¿ř = dx2 + dy2 + dz2. (7') 

In the case of plane polar coordinates, the triangle PP'N (see Fig.) 
has two curvilinear sides PP' and PN and is right-
angled at N. The Pythagorean theorem may be 
applied to a curvilinear triangle, or the triangle may 
be replaced by the rectilinear triangle PP'N with x 
the angle at N no longer a right angle but nearly so. In either way of 
looking at the figure, it is easily seen that the equation As2 = r2 -f r*Aφ2 
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which the figure suggests differs from a t rue equation by an infinitesi­
mal of higher order; and hence the inference that in polar coordinates 
ds2 = dr* + 7*dφ\ 

The two most used systems of coordinates 
other than rectangular in space are the polar 
or spherical and the cylindrical. In the first 
the distance r = OP from the pole or center, 
the longitude or meridional angle φ, and the 
colatitude or polar angle θ are chosen as coor­

Z\ x,y,z 

r,φ,z 
z   

Y 

dinates ; in the second, ordinary polar coordinates r = OM and φ in 
the ¿r?/-plane are combined with the ordinary rectangular z for distance 
from that plane. The formulas of transformation are 

z = r cos θ, r = V¿c*2 + y2 + zS 
z 

y = r sin θ sin φ, θ = cos"1 ^ 2 + y 2 + ^2, (8) 

x = r sin θ cos φ, φ = t an - 1 - y 
X 

for polar coordinates, and for cylindrical coordinates they are 

z = z, y = r sin φ, x = r sin φ, r = V¿r2 -ļ- y2, φ = tan - • (9) 

Formulas such as that 
for the differential of 
arc may be obtained for 
these new coordinates by 
mere transformation of 
(7') according to the rules 
for change of variable. 

In both these cases, 
however, the value of 
ds may be found readily 
by direct inspection of 
the figure. The small 
para l le lep iped (figure 
for polar case) of which 

s is the diagonal has 
some of its edges and 
faces curved instead of 
straight; all the angles, 
however, are right angles, 

z\ 

. rsinθAφ . 

/ ^ \ ^ ^ rAΘ 

and as the edges are infinitesimal, the equations certainly suggested as 
holding except for infinitesimals of higher order are 
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As2 = Ar2 + r2 sin2 0 φ2 + 2 $* and As2 = r2 + r2 φ2 + s2 (10) 
or ds2 = dr2 + r2 sin2 Ør/φ2 + r W and <fc2 = </r2 + A/φ2 + ¿fe2. (10ř) 

To make the proof complete, it would be necessary to show that noth­
ing but infinitesimals of higher order have been neglected and it might 
actually be easier to transform /dx2 -ļ- dy2 -f- dz2 rather than give a 
rigorous demonstration of this fact. Indeed the infinitesimal method is 
seldom used rigorously ; its great use is to make the facts so clear to the 
rapid worker that he is willing to take the evidence and omit the proof. 

In the plane for rectangular coordinates with rulings parallel to the 
¿/¯axis and for polar coordinates with rulings issuing from the pole the 
increments of area differ from 

dA = ydx and dA = i r2dφ (11) 

respectively by infinitesimals of higher order, and 

A= Γ\jdx and A = \ \-2dφ (11') 

are therefore the formulas for the area under a curve and between two 
ordinates, and for the area between the curve and two radii. If the plane 
is ruled by lines parallel to both axes or by lines issuing from the pole 
and by circles concentric with the pole, as is customary for double inte­
gration (§§ 131, 134), the increments of area differ respectively by 
infinitesimals of higher order from 

dA = dxdy and dA = rdrdφ, (12) 

and the formulas for the area in the two cases are 

A = lim V i = f (dA = I ļdxdy, (12ř) 

A = lim V AA = ( (dA = ( (rdrdφ, 

where the double integrals are extended over the area desired. 
The elements of volume which are required for triple integration 

(§§ 133, 134) over a volume in space may readily be written down for 
the three cases of rectangular, polar, and cylindrical coordinates. In the 
first case space is supposed to be divided up by planes x = , = b, 
z = perpendicular to the axes and spaced at infinitesimal intervals ; in 
the second case the division is made by the spheres r = a concentric 
with the pole, the planes φ = b through the polar axis, and the cones 
θ — of revolution about the polar axis ; in the third case by the cylin­
ders r = a, the planes φ = b, and the planes z = c. The infinitesimal 
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volumes into which space is divided then differ from 

dv = dxdydz, dv = ?ß sin θdrdφdθ, dv = rdrdφdz (13) 

respectively by infinitesimals of higher order, and 

J I ļdxdydz, J J ii* sin θdrdφdθ, ( f rdrdφdz (13') 

are the formulas for the volumes. 
41 . The direction of a line in space is represented by the three angles 

which the line makes with the positive directions of the axes or by the 
cosines of those angles, the direction cosines of the line. From the defi­
nition and figure it appears that 

¿ = costf = —, m = eosß = -†-, n = uosγ=— (14) 
Cto CIS CÜ£ 

are the direction cosines of the tangent to the arc at the point; of the 

zi 

OlΛß P y Y 
Ma 

tangent and not of the chord for the reason 
that the increments are replaced by the differ­
entials. Hence it is seen that for the direc­
tion cosines of the tangent the proportion 

I : m : n = dx : dy : dz (1Ί') 

holds. The equations of a space curve are 
x=f(f), y = ö(ß), * = h(t) 

in terms of a variable parameter t.* At the point (xQ, y0, zQ) where 
t = tQ the equations of the tangent lines would then be 

x xo z zo X XO z zo / J~× 

(dx\ - {dy\ - (dz\ f'(t0) - g\Q - h'(t0) ' <• > 

As the cosine of'the angle θ between the two directions given by the 
direction cosines I, m, n and I', m\ n' is 

cos θ= 11' + mm' + nn\ so IV + mm' + nn' = 0 (16) 

is the condition for the perpendicularity of the lines. Now if (x, y, z) 
lies in the plane normal to the curve at x0, yQ, z0, the lines determined 
by the ratios x — x0 : — y0 : z — zQ and (dx)0 : (dy)0 : (dz)0 will be per­
pendicular. Hence the equation of the normal plane is 

(•'• - •<'„) W o + ( - %)Ŵ)o + (* - *o)('fe)o = 0 

ƒ'Co)(-<- - *ù + - .'/») + '('.)(* - o) = 0- (17) 

* For the sake of generality the parametr ic form in t is assumed ; in a part icular case a 
simplification might be made by tak ing one of the variables as t and one of the functions 
ƒ ' , f/, h' would then be 1. Thus in Ex . 8 (e), should be taken as t. 
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The tangent plane to the curve is not determinate ; any plane through 
the tangent line will be tangent to the curve. If λ be a parameter, the 
pencil of tangent planes is 

X — X0 , — _ /1 . 4 \ Z~Z0 _  

f\tn)+λm (1+λ>Λ'(řo)-°-
There is one particular tangent plane, called the osculating plane,which 
is of especial importance. Let 

*-*o = f'(ĥ)r + bf'%)τ* + hf'“(¿)A r = t-tv r0<$<t, 

with similar expansions for and z, be the Taylor developments of 
x, y, z about the point of tangency. When these are substituted in the 
equation of the plane, the result is 

2TLAO+V¾> (1+λ)A'(yJ 
+ 6TLΛΌ)+V(O (1+λ)mï 

This expression is of course proportional to the distance from any point 
x9 y, z of the curve to the tangent plane and is seen to be in general of 
the second order with respect to r or ds. I t is, however, possible to 
choose for λ that value which makes the first bracket vanish. The tan­
gent plane thus selected has the property that the distance of the curve 
from it in the neighborhood of the point of tangency is of the third order 
and is called the osculating plane. The substitution of the value of λ gives 

\x~xo - z~zo\ \x~xo - z~zo\ 
. \f%) 9'<fù A'('α) = ° 01' ) Ŵ)o W , = O (18) 

I n o 9'w A“(¾l l(^)o w>o (ŵ)ol 
or (dycPz — dzd?y)0(x — xQ) + (dzd2x — dxd?z\(y — y0) 

+ (dx<Py — dyďx\(z — z0) = 0 

as the equation of the osculating plane. In case ƒ "(¿0) = g"(t0) = h "(t0) = 0, 
this equation of the osculating plane vanishes identically and it is neces­
sary to push the development further (Ex. 11). 

42. For the case of plane curves the curvature is defined as the rate 
at which the tangent turns compared with the description of arc, that 
is, as dφ/ds if dφ denotes the differential of the angle through which 
the tangent turns when the point of tangency advances along the curve 
by ds. The radius of curvature R is the reciprocal of the curvature, 
that is, it is ds/dφ. Then 

^ • dx ds dx ds [ 1 + y ' 2 ] 1   
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where accents denote differentiation with respect to x. For space curves 
the same definitions are given. If I, m, n and 1 + dl, m-\- dm, n-\-dn 
are the direction cosines of two successive tangents, 

cos dφ = I (I -\- dl) -\- m (m + dm) -f- n (n + dn). 

But P + m* + n*=l and (I + d¿)2 + (m + ¿m)2 + (n + ŵ ) 2 = 1. 

Hence ¿P + dm2 + dri2 = 2 — 2 cos φ = (2 sin i φ)2, 

- (f ) - FΨ*]= dl±źŜ±^ - '“+-+-. <-> 
where accents denote differentiation with respect to s. 

The torsion of a space curve is defined as the rate of turning of the-
osculating plane compared with the increase of arc (that is, dψ/ds, where 
dψ is the differential angle the normal to the osculating plane turns 
through), and may clearly be calculated by the same formula as the 
curvature provided the direction cosines X, M9 N of the normal to the 
plane take the places of the direction cosines I, m, n of the tangent line. 
Hence the torsion is 

è-(ffi"+^+'",¯'-+"-+*"' w 
and the radius of torsion R is defined as the reciprocal of the torsion, 
where from the equation of the osculating plane 

L _ M N 
dyd?z — dzd?y dzoV'x — dxd?z dxĉPy — dyd?x 

= , 1 — - (20') 
Vsum of squares 

The actual computation of these quantities is somewhat tedious. 

The vectorial discussion of curvature and torsion (§ 77) gives a better insight 
into the principal directions connected with a space curve. These are the direction 
of the tangent, that of the normal in the osculating plane and directed towards 
the concave side of the curve and called the principal normal, and that of the 
normal to the osculating plane drawn upon that side which makes the three direc­
tions form a right-handed system and called the binormal. In the notations there 
given, combined with those above, 

r = xi + 2/i + zk, t = li + m] + nk, = λi + µj + vk, n = Li + Mj + Nk, 
where λ, µ, v are taken as the direction cosines of the principal normal. Now dt 
is parallel to and dn is parallel to — c. Hence the results 

dl _ dm _ dn _ds dL _ dM _ dN _ ds 
~\~~µ~~~^~BΆTÌ T^^~ĀΓ~V~~“^Ř" * ' 
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follow from dc/ds = and dn/ds — T. Now ¢Zc is perpendicular to and hence in 
the plane of t and n ; it may be written as đc = (t»đc)t+ (n.cřc)n. But as t»c = ibc=:O, 
t.đc = — c d t and n.¢Zc = — cđn . Hence 

dc=- (c¢řt)t - (cđn)n = - Ctds + Tnds = - - da + da. 

dλ 7, dµ m , i¥ tfr n N / 
Hence — = h — » — = H » — = h — • (22) 

ds R R ds R R ds R R V ' 
Formulas (22) are known as FreneVs Formulas; they are usually written with — R 
in the place of R because a left-handed system of axes is used and the torsion, being 
an odd function, changes its sign when all the axes are reversed. If accents denote 
differentiation by .s, 

¦x' y' z' \ \x' y' ź I 
\x" y" z" \x" y" z" 

1 x"' y"' z"' 1 x?" y"' z"' above formulas, - = —-—^―- \ usual formulas, — = — '―-—^― -'• (23) 
right-handed R x + ž / + z left-handed R x +y +z 

EXERCISES 

1. Show that in polar coordinates in the plane, the tangent of the inclination 
of the curve to the radius vector is rdφ/dr. 

2. Verify (10), (10') by direct transformation of coordinates. 

3 . Fill in the steps omitted in the text in regard to the proof of (10), (W) by 
the method of infinitesimal analysis. 

4 . A rhumb line on a sphere is a line which cuts all the meridians at a constant 
angle, say a. Show that for a rhumb line sin θdφ = tan adθ and ds — r sin adθ. 
Hence find the equation of the line, show that it coils indefinitely around the 
poles of the sphere, and that its total length is πr sec a. 

5. Show that the surfaces represented by F(¢>, θ) = 0 and F(r , θ) = 0 in polar 
coordinates in space are respectively cones and surfaces of revolution about the 
polar axis. What sort of surface would the equation F(r , ø) = 0 represent ? 

6. Show accurately that the expression given for the differential of area in 
polar coordinates in the plane and for the differentials of volume in polar and 
cylindrical coordinates in space differ from the corresponding increments by in­
finitesimals of higher order. 

7. Show that —, r —, r sin θ — are the direction cosines of the tangent to a 
ds ds ds 

space curve relative to the radius, meridian, and parallel of latitude. 
8. Find the tangent line and normal plane of these curves. 
(a) xyz = 1, y2 = x at (1, 1, 1), (ß) x = cos ¿, y — sin¿, z = kt, 
(y) 2 ay = x2, 6 a2z = x3, (δ) x = t cos ¿, y = t sin ¿, z = kt, 
(e) y = x2, z2-\-y,* “ (f) x2 + y2 + z2 = a2, x2 + y2 + 2ax = 0. 

9. Find the equation of the osculating plane in the examples of Ex. 8. Note • 
that if x is the independent variable, the equation of the plane is 

/dy d2z dz d2y\ /d2z\ . . , ¡d2y\ . . Λ 
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10. A space curve passes through the origin, is tangent to the x-axis, and has 
z = 0 as its osculating plane at the origin. Show that 

- */'(0) + ļ tψ'(O) + •••', V = ļ ¿V'(O) + • • • , z = i í»/V“(O) + • • -

will be the form of its Maclaurin development if t — 0 gives x = = z = 0. 

11 . If the 2d, 3d , • • • , (n — l)st derivatives of ƒ, gr, h vanish for t = t0 but not 
all the nth derivatives vanish, show that there is a plane from which the curve 
departs by an infinitesimal of the (n + l)st order and with which it therefore 
has contact of order n. Such a plane is called a hyperosculating plane. Find its 
equation. 

12. χAt what points if any do the curves (/3), (7), (e), (f), Ex. 8 have hyperoscu­
lating planes and what is the degree of contact in each case ? 

13. Show that the expression for the radius of curvature is 

1 = V s ' * 1 y"* 1 z-g = í{9'h" ¯ ¯ h γ / ) 2 + ( // ~ rh")2 + W-rt")*]* 9 R [Γ2 + g'2 + Λ"2]¾ 
where in the first case accents denote differentiation by s, in the second by t. 

14. Show that the radius of curvature of a space curve is the radius of curva­
ture of its projection on the osculating plane at the point in question. 

15. From Frenet's Formulas show that the successive derivatives of x are 

æ _ , X ~ ~Ē' X ~R ΊĒP~ ¯Ř2 Ē*¯*¯RŘ' 

where accents denote differentiation by s. Show that the results for and z are 
the same except that m, µ, M or n, v, N take the places of ž, λ, L. Hence infer 
that for the nth derivatives the results are 

x(n) = ιpχ + χP 2 + £ P 3 , yto = + µP2 + MPΛÌ z<»> = nPχ + vP2 + NP3, 

where P 1 ? P 2 , P 3 are rational functions of R and R and their derivatives by s. 

16. Apply the foregoing to the expansion of Ex. 10 to show that 

x = s sá + • • •, y — s3 + • • •, = H • • •, 
6 B 2 2 B 6 2 ' 6BR 

where and R are the values at the origin where s = O,l = µ = N^=l, and the 
other six direction cosines m, n, λ, ?, i , 3f vanish. Find s and write the expan­
sion of the curve of Ex. 8 (7) in this form. 

17. Note that the distance of a point on the curve as expanded in Ex. 16 from 
the sphere through the origin and with center at the point (0, B, B'R) is 

Vx2 + ( - # ) 2 + (2 - # / R ) 2 - ^^R2 + ß/2R'2 

(x2 + y'2-2Ry + z2-2 R'Rz) 

•Vx2 -\-{y- 2 + (z- B'R)2 + V B 2 + B"2R2 ' 

and consequently is of the fourth order. The curve therefore has contact of the 
third order with this sphere. Can the equation of this sphere be derived by a 
limiting process like that of Ex. 18 as applied to the osculating plane ? 
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18. The osculating plane may be regarded as the plane passed through three 
consecutive points of the curve ; in fact it is easily shown that 

\x y z II . 
lim Ļ y z i ι \x~xo - z-*Δ 

|x0 + x y0 + Ay z0 + Az l | 1V '° * y ; o l Z ; ° ' 

19. Express the radius of torsion in terms of the derivatives of x, ¾/, z by t 
(Ex. 10, p. 67). 

20. Find the direction, curvature, osculating plane, torsion, and osculating 
sphere (Ex. 17) of the conical helix x = t cos ¿, y — t sin ¿, z = kt at t = 2 π. 

2 1 . Upon a plane diagram which shows s, x, Δ¾/, exhibit the lines which 
represent c?s, cžx, ? / under the different hypotheses that x, /, or s is the independ­
ent variable. 


