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Hypersphere arrangement and imaginary cycles for 
hypergeometric integrals 

Kazuhiko Aomoto 

Abstract. 

We construct imaginary cycles as Lefschetz cycles for hypergeo
metric integrals associated with a hypersphere arrangement and dis
cuss the relation between the twisted rational de Rham cohomology. 
We also discuss it in degenerate cases where several hyperspheres con
tact with each other. We pose two geometric problems involved in 
it. 

§1. Introduction 

First we want to illustrate in one-dimensional case the r,pain ob
jective discussed in this article. Let Q be the complex circle: { ~ = 

( 6' ~2); ~i + ~~ = 1} in the complex affine plane C 2 . Q is isomorphic 
to C* by taking 6 + A6 = (. Consider a family of m complex lines 
Hj : f1 = 0 where 

such that u1,0 , u1,1 , u1,2 E Rand that u}1 + u}2 - uJ, 0 = 1. Denote 

The intersection of Q and H1 consisits of two different points which 
we denote by (1,(j such that IC1I = l(jl = 1. Let R be the C[6,6] 
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module 

m 

R= 

m 

2: qcclJ II {((- (j)((- c;n-Vj 
vl;::o, ... ,v,;::o j=l 

because fJ can be written as 

Consider the multiplicative function 

m 

<Po(~)= II Jf'J (>..J E R>o) 
j=l 

and the associated rational de Rham cohomology on Y = Q- U~1 Hj 

defined by the covariant differential V' 0 ( 'ljJ) = d'lj; + d log <P0 'lj;, where we 
denote 

Suppose that ( 1 , G, ... , (m, (~ are different from each other. Then one 
can prove that for generic AJ 

and it is spanned by 

TQ (-( 
c.pq(0)TQ = TQ, '{Jq(j)TQ = jj = dlog ( _ (J (1 ::: j ::: m), 

c.pq(j, k)Tq = f:~k (1::: j < k::: m). 

These one-forms are not linearly independent on Y. For any different 
i, j, k there exists the fundamental linear relation 

(1.1) Ci'fJQ(i) + Cj'{JQ(j) + Ck'{Jq(k) + Cj,k'{Jq(j, k) 

+ Ck,i'PQ(k, i) + Ci,j'fJQ(i,j) = 0 
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where ci, Cj, ck, Cj,k, ck,i, ci,j can be written in terms of ai,j, ak,o as 

A(O, i) A(j, k) 

Ci = -A ( 0, ~' ~ ) ' Cj,k = A ( i, j, k ) 

0, ~, J 0, J, k 

Cj, ck, ck,i, ci,j being defined in the same way cyclically. Moreover A(O, i) 

= -1- a7,0 ,A(j,k) = 1- ah and A ( :,', J:, :, ) denotes the 

determinant of the matrix whose components are ap,q (p = i, j, k; q = 
•/ •/ k') 
~ 'J ' . ' 

The twisted homology H 1 (Y,L0 ) dual to H 1 (Y, \70 ) is spanned by 
the linearly independent cycles which are expressed by the closures (arcs) 
of the connected components of 1RY. 

Suppose now that for a fixed pair i, j, one of (i or (i coincides 
with one of (j or q. This occurs if and only if A(i,j) = 0, i.e.,ai,j = 
±1. If (j tends to the point (i, then the arc connecting the points 
(i, (j in 2RQ reduces to a point. Hence if (i = (j, the dimension of 
H 1 (Y, L0 ) decreases by one. On the other hand one can show that 
lpQ ( i, j) can be described cohomologically as a linear combination of 
lpQ (k, i)' lpQ (k, j)' lpQ (k ), lpQ (0): 

2(.\i + Aj- 1)cpQ(i,j) rv- L Ak{ A(k, i) lpQ(k, i) 
k-". . ak,i + ak,j 
-r-~,J 

(1.2) 

A(k ') m 

+ ak,i ;~k,j lpQ(k,j)} + t;>-kak,ocpQ(k) 

A(O, i) . A(O, j) . 
- (.Aoo - 1){ai,O + aj,O lpQ(~) + ai,O + aj,O lpQ(J)}- AoolpQ(O), 

where we denote Aoo = ~J=l Aj. 

In particular, consider the case where m = 3 and A(1, 2) = A(1, 3) = 

A(2, 3) = 0, i.e., G = (2, (2 = (3, G = (1. Then (1.1) reduces to the 
only one identity: 

lpQ(1) + lpQ(2) + lpQ(3) = 0 

and there are three identities of type ( 1. 2): 

3 

2(.\i + Aj- 1)cpQ(i,j) ""L Akak,OlpQ(k) 
k=l 
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Hence H 1 (Y, \7 0 ) is of dimension three and is spanned by a basis of 
representatives r.pQ(0), r.pQ(1), r.pQ(2). 

In this article we want to extend the above observation to the n

dimensional cases ( n :::0: 1). The twisted de Rham cohomology Hn (Y, \7 0 ) 

can be formulated in the space Y, the complement of a union of (n-
1 )-dimensional hyperspheres in the n-dimensional fundamental complex 
hypersphere Q. There arise two problems. 

In the first place, based on my preceding articles (see [2], [5]), we 
formulate the twisted de Rham cohomology presenting explicitly its ba
sis in terms of the invariants ai,j obtained by the Lorentz inner products 
of the coefficients of two linear functions defining hyperspheres, together 
with ak,O which are the constant terms of a linear function. The differ
ential structures of the hypergeometric integrals are described by the 
invariants ai,j, ak,o under Lorentz groups or orthogonal groups. In the 
final section we show how they should be modified in some degenerate 
cases. 

In the second place the basis of the twisted homology H n (Y, .Co) can
not always be realized by real domains in ~y except in special domain of 
parameters. We must construct some of them as imaginary cycles. We 
want to show that this can be done by deforming real Lefschetz cycles 
from a special domain of parameters involved where all the cycles can 
be realized by real domains (see Theorem 3.11). 

§2. Basic properties 

Let A be an arrangement of m hyperplanes Hj (1 .::; j.::; m) defined 
over the real field of coefficients in the ( n + 1 )-dimensional complex affine 
space cn+1. Each hyperplane can be described as 

n+l 

Hj : Uj,O + L Uj,v~v = 0 
v=l 

for ~ = ( 6, ... , ~n+l) E en+ 1 . 

We denote by N(A) the union of hyperplanes: = UHjEA Hj and by 

X = M(A) the complement of N(A) := cn+l - N(A). Let Q be the 
complex hypersphere: fo = 0 defined by the quadratic polynomialfo = 

1 - l::~~i ~~· Each intersection Hj n Q defines a hypersphere in Q pro

vided it does not reduce to a point i.e., -u3,0 + I:~~i uJ.v -1- 0. Through
out this article we shall assume this condition and so may assume that 

n+l 

-u],o + L u],v = 1. 
v=l 
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The family A'= {Hj n Qh<;j<;m defines a hypersphere arrangement in 
Q. We denote by Y the intersection of X and Q : Y = Q - Uj=1 Hj n Q. 
We denote by ~Q the real part of Q which is identified with the n
dimensional real hypersphere. The real part Sj = Hj n ~Q is a real 
( n - 1 )-dimensional hypersphere in ~Q. 

We define the (m+ 1) x (m+1) configuration matrix A= (ai,j )o<;i,j<;m 

associated with A', whose components are Lorentz inner products 

n+l 
ai,j = -UiQUjo + L Ui,vUj,v (1:::; i,j:::; m); ai,O = ao,i = uiO; ao,o = -1 

v=l 

so that ai,i = 1 for 1 :::; i :::; m. 

For a set of indices I= { i1, ... , ip} c {0, 1, 2, ... , m} the size p will 
be denoted by I fl. We say that I is admissible if I c {1, 2, ... , m }. For 
two sets of indices I= { i 1, i2, ... , ip} and J = {j1, ... , jp} we define the 
subdeterminant 

ai1 ,j1 ai1 ,jz ah ,Jv 

A( I ) ai2,J1 aiz,jz aiz,jp 

J 

aip,)l aivdz a· . 
~p,)p 

We abbreviate A ( ~ ) by A(I). 

For an admissible set I= { i 1, i2, ... , ip} and a set J = {j1, j2, ... , jp} 
c {0, 1, 2, ... , n + 1} (p:::; n + 2) we denote the subdeterminant 

Uit ,j1 Ui1,]2 Uil,]p 

u( 
il' i2, ... 'ip ) Ui2,j1 Ui2,]2 Ui2,jp 

jl, ... ,jp 

Uip,)l Uip,jz u· . 
~p,)p 

Remark. The matrix A has at most rank n + 2. Assume that I is 
admissible. Then A( I) = 0 for III ~ n + 3, and 

A(I) = -u2( h, i2, ... , in+2 ) 
0, 1, ... ,n + 1 

for III = n + 2. On the other hand A(O, I) = 0 for III ~ n + 2 and 

il,i2, ... ,in+l) 
1, ... ,n+ 1 

for III = n + 1. 
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Lemma 2.1. Fix an admissible set I and consider the intersection 
subspace v = njEI Hj in cn+l. 

(i) In case where III::::; n, A(I) = 0 if and only ifV has contact with 
Q at one point. 

(ii) In case where III = n + 1, A(I) = 0 if and only if V has a 
common point with Q. 

(iii) In case where III = n + 2, A(I) = 0 if and only if V is not 
empty. 

Assume that 
(1i1) : A(O,I) < 0 for an arbitrary admissible set I such that 

III ::::; n + 1, i.e., the homogeneous parts of III linear functions fi (j E I) 
are linearly independent. 

Assume further that 
(1i2) : A( I) =1- 0 for an arbitrary admissible I (2 ::::; III ::::; n + 2). 
Then for any I C {1, 2, ... , m} with III = n + 2 the (n + 2) x (n + 2) 

symmetric submatrix ( ai,j )i,jEI has the signature of n + 1 (+)sign and 
one (-)sign so that A( I) < 0 for III = n + 2. This is equivalent to say 
that for any sequence of increasing admissible sets of indices 

h C h C · · · C In+l C In+2 

such that IIrl = r, the signs of A(Ir)A(Ir+d (1 :S: r :S: n+1) are positive 
except for one. Hence A(I) < 0 implies A(J) < 0 if I C J, IJI ::::; n + 2 
(see [8]). In particular the following two cases are interesting: 

(1i2a): A(I) > 0 for all admissible I with 2 ::::; III ::::; n + 1 and 
A( I) < 0 for all admissible I with III = n + 2. 

(1i2b): A(I) < 0 for all admissible I with 2::::; III::::; n + 2. 
LetT be the (n + 1)-form d6 1\ ... 1\ den+l. on cn+l. We denote 

the n-form -TQ on cn+l SUCh that its restriction to Q is the standard 
volume form on ~Q: 

n+l 
-TQ = 2) -1)"-1evd6 1\ · · · 1\ dev-1 1\ dev+l 1\ · · · 1\ den+l 

v=l 

such that dfo 1\ TQ = T mod (!0 ). We consider the multiplicative func
tion on X 

m 

<I>a(e) =II Ji(ef'j 
j=l 

where we assume that every Aj E R is positive and generic. We denote 
by Hr(X- Y, V'0 ) and Hr(Y, V'0 ) the r-dimensional twisted rational 
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de Rham cohomologies on X - Y and Y associated with the covariant 
differentiation '\7 0 respectively: 

'V'o('!f;) = d'lj; + dlog.Po A 'lj;. 

These cohomologies are defined in a standard way by using differential 
forms 'lj; on X- Y or Y with values in the C[6, ... , ~n+1]-module 

m 

R= 
Vl~O, ... ,vrn2:0 k=1 

£ 0 be the local systems on X - Y and Y defined by .Po ( ~) respectively, 
and Co be their duals defined by .Po(~)- 1 . Then the (n + 1)- and n
dimensional homologies Hn+ 1 (X- Y, Co) and Hn(Y, C0 ) represented by 
twisted cycles are dual to the twisted rational de Rham cohomologies 
Hn+l(X- Y, '\70 ) and Hn(Y, '\70 ) through the pairs of integrals respec
tively 

(2.1) 

Hn+ 1(X- Y, '\70) x Hn+1(X- Y,Co) 3 (~,c)~(~, c)= 1 .Po~T, 
(2.2) Hn(Y, 'V'o) X Hn(Y,Co) 3 (~,c)~ (~,c)= 1 .Po~TQ· 
The following two Propositions have been proved in [2] and [3] (see 
Proposition 3.2p, 3.3p and Lemma 4.2 in [2, I], and also [5]). 

Proposition 2.2. Under the conditions (HI), (1l2) we have the iso
morphism 

where "'n = I:~=O {r;)+ (m,:;-1). Hn(Y, 'V'o) has a basis represented by 
the differential n-forms 

where I moves over the admissible sets I of indices such that 0 ::::; III ::::; 
n + 1. We denote ~Q(0) = 1 for III = 0. There exist the fundamental 
relations among them of the following type. For an arbitrary admissible 
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set of indices J with IJI = n + 2 there exists the identity: 

! "'(- )~-'+" (a a J) A(O, a~-'a,J) 
2 ~ 1 'PQ ~-' " ( o a J ) 

WP" A 'J.' o,a,J 

(2.3) 

+ ~c-w-'"'Qca.J) A t~~~j ) ~a 
where ai-'J denotes the subset of J deleted by the J.dh index iw Further 
for III = n + 2 a partial fraction gives 
(2.4) 

u( 0, 1, .. ~' n + 1 ) 'PQ(I) = ~( -1)~-'-lu( 1, .. ~~~ + 1 ) 'PQ(a~-'I). 
We denote by B a linear space spanned by the representatives 'PQ(I), 

0 :S III :S n + 1. 

Proposition 2.3. Under the condition (HI), (1l2a) Hn(Y, Co) has 
a basis represented by the closures of all the connected components of 
~y = ~Q n Y. Their number is equal to "'n· In other words, Hn(Y,Co) 
is spanned by only real twisted cycles defined by connected components 
of~Y. 

For example we have r;,1 = 2m, r;,2 = m2 - m + 2, r;,3 = im3 - m2 + 
8 3m. 

Remark. The number Kn is also equal to the number of non
compact connected components of Rn+l - N(A). 

§3. Twisted imaginary cycles 

We may assume without losing generality 

(3.1) Uj,O :S 0 for all j, 1 :S j :S m. 

Define the set 

sj,+ := {~ E ~Q;IJ(~) > o} 

as the inside of the real hypersphere sj = ~Q n Hj· We denote by Vj 
the unit normal of ~Hj: 

(3.2) 
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Remark that Vj E sj,+· 

First notice the following: 

Lemma 3.1. Suppose I is admissible. The real affine subspace 
njEI IRHj is disjoint with IRQ if and only if A(I) < 0. 

Proof. In fact the square of the distance between the subspace 
njEI IRHj and the origin is equal to {A (I) + A(O,I)} I A(O,I). It is 
bigger than 1 if and only if A( I) < 0 because A(O, I) < 0. Q.E.D. 

Corollary 3.2. Suppose that A(i,j) < 0, i.e., ar,j > 1 for every 
pair i, j E { 1, 2, ... , m}, i =1- j then every Sj is disjoint with each other. 
fn this case, Si,+, Sj,+ are disjoint, or the one is included in the other, 
according as ai,j < -1 or ai,j > 1. 

Proposition 3.3. Under the condition (1-l2) consider an admissible 
set I such that 2 ::=: III ::=: n+ 1. Suppose further A (I) is a positive number 
near 0 and that A(J) < 0 for any admissible J :J I, IJI > III. Then the 
compact domain 

t(I) := {~ E IRQ; fj(~) ;:o: 0 (j E I)} 

gives a twisted real cycle representing an element Hn(Y, £0 ). This cycle 
vanishes if it is deformed in an isotopic way by the matrix A as A(I) 
tends to 0, any other A(K) being never equal to 0. 

Proof. Since A( I) > 0 and near 0, t(I) is one of the compact com
ponents of IRY. This reduces to a point for A(I) --+ 0 as is seen from 
Lemma 3.1. Q.E.D. 

Definition 3.4. The cycle t(I) mentioned in Proposition 3.3 is 
called the twisted vanishing cycle (Lefschetz cycle) at the sin
gularity A(I) = 0. 

Assume now the conditions (1-l2b) together with (1-Ll). Then each 
(n- !)-dimensional hypersphere IRQ n H1 is disjoint with each other. 
This means that IRY has only m + 1 connected components which make 
only a part of the basis of Hn(Y, £0 ). We want to construct a basis of 
Hn(Y, £0 ) consisting of imaginary cycles in addition to real ones, using 
special cells 6. * (I) , 6. + (I; J) as follows. 

Let I be an admissible set such that III = p, 2 ::=: p ::=: n. We have 
A(I) < 0. We may assume without losing generality I= {1, 2, ... ,p}. 
Choose an orthonormal basis {e1, e2, ... , en+d of Rn+l such that v1 = 

e1 and the j-dimensional subspace (v1, ... , v 1) is spanned by e1, ... , ej 
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(1 ::; j ::; p) where the coefficient of v j with respect to ej is positive. 
Hence ft, ... , fp can be represented as 

j 

(3.3) /j(f.) = /j(I;.I, ... , l;.j) = Uj,o+ 2:::Uj,vf.v, (uj,j > 0) (1::; j::; p). 
v=1 

We say that the basis { e1, e2, ... , en+ 1} is attached to I. 
We denote by tl * (I) the n-dimensional cell consisting of all points 

p n+1 
f. = L f.kek + R L f.kek E {RP X ( HR)n+1-P} n Q 

k=1 k=p+1 

which is a piece of an ultra hyperboloid 

(3.4) 

(3.5) 

t2 t2 t* 2 t* 2 1 '>1 + · · · + '>p - '>p+1 - · · · - '>n+1 = ' 
/j ( 6' ... ' l;,j) ::; 0 ( 1 ::; j ::; p). 

Denote by Llt,(oki) the (n- !)-dimensional face tl*(oki) n Ll*(I) (To 
define Llt,(oki) one should take another orthonormal basis attached to 
oki). In particular one sees tl;(opi) = tl*(I) n {l;,p = 0}. 

Furthermore consider a pair of admissible sets of indices I, J (III = 
p, IJI = q) such that I :J J and 2 ::; q ::; p - 1. For simplicity as-
sume that I= {1,2, ... ,p} and J = {1,2, ... ,q}. There exist a ba-
sis { e1, ... , eq, eq+1, ... , ep, ep+1, ... , en+1} of Rn+1 attached to the pair 
(I, J) such that llekll = 1 (1 ::; k ::; n + 1) (II II denotes the length), 
which satisfies the following properties P: 

(i) { e1, ... , eq} is an orthonormal system such that the subspace 
(e1, ... , ej) spanned by e1, ... , ej coincides with the subspace (v1 , .. . , v j) 
(1 ::; j ::; q). 
(ii) The systems {e1, ... ,eq} and {eq+l, ... ,ep} are orthogonal to each 
other. 
(iii) Vj lies in the subspace spanned by e1 , ... , eq, ej (q + 1 ::; j ::; p). 
(iv) {ep+1, ... , en+1} is an orthonormal system such that it is orthogonal 
to the system { e1 , ... , ep}· 

We may assume that each coefficient of v j with respect to ej is 
positive (1 ::; j::; p). 

Then in terms of the coordinates f. = 'E~~i f.kek the fundamental 
hypersphere Q can be represented 

(3.6) 
k=1 q+1~j<k~p 
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where {j,k denotes the inner product (ej, ek)· Remark that the geodesic 
(p - 1 )-simplex (v1 , . .. , VpJ with vertices v 1 , . .. vP is contained in the 
real oriented cone 

C(I; J) : {~q+l ;::: 0, ... , ~P ;::: 0} c Rn+1 

and the hyperplane ~k = 0 (p ;::: k ;::: q + 1) contains the totally ge
odesic face (v1 , ... , Vk_ 1, vk+1 , ... , VpJ· Denote by tJ.+(I; J) the cell 

consisting of the points ~ = 2.:%=1 ~kek + Al.:~~~+l ~Zek E {Rq x 
( AR)n+1-q} n Q satisfying 

q n+1 
(3.7) 2:~~- 2: ~k 2 - 2 /j,k~j~'k = 1 

k=1 k=q+1 

In particular we put tJ.+(I; I) = tJ.*(I) and tJ.+(I; J) for q = 1 to be 
an empty set. The above construction is also possible for the pairs 
(8ki; 8kJ) or (8ki; J) : tJ.+(oki; 8kJ) n tJ.+(I; J) and tJ.+(I; J) n {~'k = 
0} = tJ.+(oki; J) n {~'k = 0}, being the (n- I)-dimensional k-th faces 
of tJ.+(I;J), are denoted by tJ.'k,+(8ki;8d) (q;::: k;::: l,q;::: 3) and 
by tJ.k,+ ( Oki; J) (p ;::: k ;::: q + 1, q ;::: 2) respectively. This is compatible 
because the coordinates (6, ... , ~q, ~~+ 1 , ... , ~~+ 1 ) attached to (I; J) can 
be identified with the one attached to (8ki; J) or (8ki; 8kJ) provided 
~k = 0. 

Remark 3.5. tJ.+(I; J) is included in the oriented cone transformed 

from C(I; J) by the rotations (~q+1, · · · , ~n+1)--+ eV=T11 (~q+1, ... , ~n+d 
( 0 :::; e :::; ~) and corresponds one-to- one to the real cell ,6.+ (I; J) 
C(I; J) n tJ.(I). 

Then 

Lemma 3.6. For 2 :::; p :::; n + 1 we have the boundary formulae 
modulo UkEIHk n Q: 

()tJ.*(I) = 0 (p = 2), 
p 

atJ.*(I) = 2:(-l)k-1tJ.'k(8ki) (p:::: 3), 
k=1 
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mEI-K 

mEK 

mEK 

mEI-K 

(l = l,K = {k},p ~ 3) 

where K, IKI = l, denotes a subset of ordered indices K = {k1, ... , kz} C 
I and OK denotes Ok1 ••• Okz . 

The following Lemma follows immediately from the preceding Lemma: 

Lemma 3. 7. Suppose 2 ~ p ~ n + 1. Then then-chain 

p-2 

(3.9) r*(I) =~*(I)+ .L L ~~(I;aKI)(-1) 1 

l=l K,IKI=l 

defines ann-cycle in Hn(Y, C0 ). Here K moves over the family of subsets 
of ordered indices K = {k1, ... , kz} C I. 

Definition 3.8. (*(I) is called twisted Lefschetz cycle associated 
with I. If A(I) is near 0, this is a deformation of t(I) as the matrix A 
moves from the part A(I) > 0 to the one A(I) < 0 being detoured from 
the singularity A(I) = 0. 

Note that (*(I) coincides with ~*(I) if III = 2 and with ~*(I)

L~=l ~~(I; Oki) if III= 3. 
Assume in particular that p = n+1 in case m ~ n+l. First consider 

the case where n = 1, m ~ 2. By hypothesis every ar,j > 1. The 2m 
points U~1 'iRQnHj are different from each other. Therefore 'iRY consists 

of 2m connected components which make a basis of H 1 (Y,C0 ). None of 
imaginary cycles occur as stated in the Introduction. Next consider 
the case where n = 2, m ~ 3. Suppose I = {1, 2, 3} is admissible with 
III = 3. Let ~(I) be the geodesic triangle in 'iRQ with vertices v1, v2, v3. 
Then 

3 

r*(I) =~*(I)- L~~(I;aki) 
k=l 

where ~*(I)= ~(I)- 81,+- 82,+- 83,+ (the overline ~-···denotes 
the closure). 
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In general there exist (n~1 ) cycles (*(I) with III = n + 1. All 
the cycles thus constructed are not necessarily linearly independent in 
Hn(Y, io). In fact we have 

Lemma 3.9. For an admissible I with III = n + 2, the following 
identity holds modulo UkEIHk n Q: 

(3.10) 
n+2 

2:)-1)1-1 t*(a1I) == o. 
j=l 

We may choose as linearly independent ones the cycles (*(I), III= n+ 1 
such that 1 E I so that their number is equal to (m~ 1). 

Proof. We may assume that I= {1, 2, ... , n + 2}. Then 

n+2 n+2 

(3.11) L ( -1)j-1 t* (aji) = L( -1)j-1 fl.* (aji) 
j=1 j=l 

n+2 n-1 

+ L(-1)j-1 L 

On the other hand we see 

n+2 

L(-1)1-1tJ.*(a1I) == o, L(-1)j-ltJ.~(a1 I;aLI) == o 
j=l jEL 

for L c I, ILl = l + 1 ~ 2 being fixed. In view of Remark 3.5 the last 
identity is derived from the one 

L( -1)1- 1C(a1I; aLI)= o. 
jEL 

Hence the RHS of (3.11) vanishes modulo ukEIHk n Q. 

As an immediate consequence we have 

Q.E.D. 

Proposition 3.10. The number of Lefschetz cycles is equal to Kn· 

Summing up the above we have proved the following: 

Theorem 3.11. Under the conditions (1£1) and (1i2b), as a basis 
of Hn(Y,£0 ), one can choose the representatives of twisted cycles of the 
following kinds: 

(i) Real cycles. This can be realized by the real chambers which are 
the closures of the connected components of ~Y. Their number is equal 
to 1 + m. 
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(ii) Imaginary Lefschetz cycles l*(I) such that 2 ~ III ~ n. Their 
number is equal to 2:~=2 (';). 

(iii) Imaginary Lefschetz cycles l*(I), III = n + 1 such that 1 E I. 
Their number is equal to (m~ 1). 

§4. Stereographic projection 

The cycles defined in the previous section can also be described 
in the n-dimensional Euclidean space as below. The complement of 
the south pole, RQ- {( -1, 0, ... , 0)}, is isomorphic toRn through the 
stereopgraphic projection 

(4.1) 6 ~n+1 
'T/1 = 1 + 6 ' ... ''TJn = 1 + 6 

which is a conformal transformation. Then a hypersphere S in RQ 
corresponds to a hypersphere or a hyperplane S in R n: 

n 

~) 'TJv - Vv? = r 2 ( r > 0) 
v=1 

where a hyperplane can be regarded as a limiting case for r = oo. Denote 
the center of S by v = ( v1, ... , vn) and its length by llvll = JL:~=1v~. 
Then we have 

n+1 
S:uo+ LUv~v=O, (uo~O) 

v=O 

or 

-uo = r2 - 1- llvll2 -u1 = r2 + 1- llvll2 -u +1 = Vv (1 < v < n) 
2r ' 2r ' v r - -

according as r 2 - 1 '-- llvll 2 ~ 0 or > 0, namely 

Lemma 4.1. S+ corresponds to the inside or the outside of S ac
cording as r 2 -1-llvll2 < 0 or> 0. 

As for ai,j 
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where ri, rj, y(i), y(J) denote the radii and the centers of 8i, 8j respec
tively. Hence 

Lemma 4.2. We have 

A( . . ) = (ri- rj +a)( -ri + rj + a)(ri + rj + a)(ri + r1 - a) 
z, J 4 2 2 

ri rj 

where we put a = llv(i) - vCJl II· This implies ai,j > 1 if and only if 
lri- rJI >a. ai,J < -1 if and only ifri + rj <a. 

In the same way 

Lemma 4.3. Suppose that lai,j I < 1 for an admissible I = { i, j, k} 
and put -cos ai,J = ai,J such that 0 < ai,j < 1r. Then 

A(· · k) 4 ai,j + aj,k + ai,k -ai,J + aj,k + ai,k z, J, = - cos 2 . cos 2 

ai · - a · k + ai k ai · + a · k - ai k . cos ,J J, ' . cos ,J ], ' . 

2 2 

The three hyperspheres 8i, 8j, 8k intersect each other and 7r- ai,j is 
equal to the angle subtended by the tangents of 8i, 8j at an intersection 
point of 8i n 8j. A(1, 2, 3) = 0 if and only if ai,j + aj,k + ai,k = 1r, or 
-ai,j +aj,k +ai,k = 1r, or ai,j- aj,k +ai,k = 1r, or ai,j +aj,k -ai,k = 1r. 

Lemma 4.4. For an arbitrary admissible I, III ::; n + 1 there exist 
the new coordinates 'r/ = ( 'T/1, ... , 'Tin) of R n such that vC il) = 0 and 
vC iz+d lies in the 'T/1, ... , 'r/z-subspace 2 ::; l ::; III - 1. 

Proof. We may assume that I= {1,2, ... ,p}. By the change of 
coordinates ( 4.1), there exist the coordinates 6, ... , ~n+1 such that VZ+ 1 
lies in the 6, ... ,~l+rsubspace (1::; l::; p). Since u1,v = 0 for v ~ 2, 
vC 1) = 0. And uz,v = 0 for v ~ l + 1, vCl+1) lies in the 'f/1 , ... , 'f/z-subspace. 

The cycles equivalent to the one constructed in Section 3 are de
scribed as follows: 

Consider the case where m = 2. Let vC 1), vC2 ) be the centers of 81 ,82 

and the insides of 81,82 be denoted by 81,+, 82,+ respectively. Suppose 
first that la1,2l < 1. Then 81,+ n 82,+ is a non-empty domain so that 
Rn- 81 U 82 consists of 4 connected components: 

Rn- 81+ u 82,+, 81,+- 82,+, 82,+- 81,+, 81,+ n 82,+· 

Their closures make the representatives of a basis of Hn(Y, L0 ). 

Suppose that a 1 ,2 < -1. Then 81 ,+ is disjoint with 82,+· We have 
three real domains 81,+, 82,+, Rn - 81+ U 82,+· On the other hand 
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suppose that a 1,2 > 1. Then 5\,+· includes or is included in fh.+· As
sume for example that 5\,+ ::J fh,+. Then there are three real domains 

Rn - 5\,+, 5\,+ - §2+, §2,+· 
There is the Lefschetz cycle enclosed by two pieces of hyperboloids 

v=2 v=2 

More generally suppose that A( I) < 0 for III = p (2 S p S n). We 
may assume that I= {1, 2, ... ,p}. 

There exists an orthonormal basis (ek)k of Rn such that the new 
coordinates 'fJ = 2:::~= 1 rJkek ERn define Sj (1 S j S p) by 

j-1 n 

L(TJv- v}j}) 2 + L TJ~ = rJ. 
v=1 v=j 

Corresponding to the (p- 1)-simplex Zi(I) = (v(l), ... , y(P)) with 
vertices v(1), ... , y(P), define the cell Zi *(I) enclosed by p pieces of ultra 
hyperboloids 

Zi*(I) = {TJ = ('f/1, ... ''f/p-1, RTJ;, ... 'HTJ~) E RP-1 

j-1 p-1 n 

X ( HR)n-p+ 1 ; L(TJv- v}jl)2 + L 'TJ~- L 'f/~ 2 "2 rJ 
v=1 v=j v=p 

(1sjsp)}. 

Further we put 

Zi~(I; 8pi) = {TJ = (TJ1, ... ''f/p-2, v'-ITJ;-1, ... 'HTJ~) E RP-2 

j-1 p-2 n 

X ( HR)n-p+2; 'f/;-1 "2 0, L(TJv- v£1))2 + L 'f/~- L 'f/~2 
v=1 v=j v=p-1 

"2r],(1sjsp-1)}. 

which is the n-cell enclosed by p - 1 pieces of ultra hyperboloids and 
the hyperplane 'f/;_1 = 0. By exchange of coordinates one can similarly 

define the cells Zi~(I; 8ki) (1 s k s p- 1). More generally for a pair 
I, J (I ::J J, III = p, IJI = q) such that 2 S q S p- 1 there exists a basis 
ek (1 s k s n) of R n attached to the pair satisfying the properties P 



Hypersphere arrangement and imaginary cycles 17 

in §3, q,p being replaced by q- l,p- 1 respectively, such that one can 
define the n-cell 

q-1 n 
- "'""" . r-;- "'""" 1 r-;- n-q+ 1 ~~(I; J) := {17 = ~ 1Jkek + v -1 ~ ry'kek E Rq- x (v -lR) ; 

k=1 k=q 
j-1 q-1 n 

L(1Jk- Vkj)) 2 + L 17~- L 17'k 2 - 2 L ltj,k1Jj1J'k ?-. rJ, 
k=1 k=j k=q qSJ<kSp-1 

(1 ~ j ~ q), 1]~ 2 0, 0 0 0 '17;-1 2 0} 

where i'J,k denotes the inner product (ej, ek)· Then according to (3.9) 
the Lefschetz cycle [* (I) ( 2 ~ p ~ n + 1) is defined to be 

p-2 

t*(I) = fi*(I) + L(-l)J 
j=1 Kci,IKI=J 

In the same way as Lemma 3.9 we have 

Lemma 4.5. For any admissible I such that III = n+2, the identity 
holds 

n+2 

2:(-l)j-1[*(8ji) = 0 
j=1 

modulo the complexification ofUjEISj in Cn. 

In conclusion we may choose admissible I with III = n + 1, such 
that 1 E I so that any other can be a linear combination of them. We 
have the same conclusion as Theorem 3.11. 

§5. Degenerate cases 

In Section 3, and 4 we have assumed (HI) and (1i2). In this section 
we discuss the cases where these conditions are not necessarily satisfied. 

First note the following (for example, see [2, I], Lemma 4.2): 

Lemma 5.1. We have the commutative diagram: 

where Res denotes the Residue along Y, and 8 means the boundary op
eration ( Leray map) into a tubular neighborhood of Y in X - Y. 
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For an arbitrary <p(~)T E RT such that its representative E Hn+ 1(X
Y, V' o), denote 

<p(l)TQ =Res (!f_T) = [<pT] , <p(2 )TQ =Res ( ~T). 
fo dfo y fo 

Then <p(1l(I) is equal to the restriction of 

1 
<p(I) = ---,------,--

h ···lip 

to Q. As for <p(2) (I) the following two recurrence relations play an im
portant role in the sequel: 

Lemma 5.2. For an admissible I with III = p (0 :S p :S n + 1) 

(5.1) A(I)<p(2) (I) "" L AkA ( ~· ~ ). <pq(k, I) 
krf_I ' 

+(Aoo+n-p-1)A(O,I)<pq(I)- ~(-1)"-1A ( O,~vi) <p(2 )(8vi). 

In particular 

m 

<p(2)(0) ""L Akak,o<pq(k)- (Aoo + n- 1)<p(0), 
k=l 

<p(2) (j) "" L AkA ( ~' ~ ) <pq ( k, j) - f Akaj,oak,o<pq ( k) 
kf-j ' J k=l 

+(Aoo + n- 2)A(O,j)<pq(j) + (Aoo + n- 1)aj,o<pq(0). 

Therefore <p( 2l(I) can be described as a linear combination of<pq(J) such 
that I J- J n II :S 1 with the coefficients of rational functions of ai,j, ak,o 
whose denominators are products of A(K) forK c I. 

For the proof see [2, I], Proposition 4.2. 
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Lemma 5.3. Fix an admissible I with p = III ~ n + 1. Then an 
arbitrary J.L, 1 ~ J.L ~ p 

(5.2) (-1)1l- 1 (Ai" -1)A(I)cpQf(I) "'- LAkA ( k ~I) cpQ(k,I) 
2 ~' kf/ci ' fl 

-(A=+ n- p- 1)A ( O, ~Ill ) cpQ(I) 

+ t(-1)"-1A ( ~:~) cp(2l(fJ,J). 

For the proof see [2, I], Proposition 4.2. 
Owing to Lemma 5.2 and 5.3 an arbitray form IT;;":~ J~k (vk ;::: 0) can 

be described explicitly as a linear combination of the representatives of 
admissible forms cpQ(I)TQ· 

Proposition 5.4. In addition to (1-l1) suppose the following condi
tion: 

(1-liV(p)) For a fixed admissible I with p = III ~ n, A(I) = 0. 
But for any other admissible J such that I Jl ~ n + 2 A( J) # 0. 

Then [*(I) vanishes. The dimension of Hn(Y, C0 ) decreases by one 
and is equal to "'n - 1. On the other hand the representatives cpQ (I) in 
Proposition 2.2 does not make a basis of Hn (Y, \7 0 ). We have a linear 
relation 

(5.3) 

(L Aj +A=+ n- p- 1)A(O, I)cpQ(I) + L AkA ( ~' ~ ) cpQ(k, I) 
jEI krfci ' 

A ( I ) A ( k, a,J ) 
_"'A ~(-1)"_ 1 0, avl 0, avi cp (k 0 I) 

L...J k L...J A(a I) Q ' v 
kf/ci v=1 v 

= 0 mod B(I) 

where B(I) denotes a linear space spanned by cpQ(J) such that IJ- J n 
II ~ 1 and IJI < IJI. Hn(Y, Y'o) is of dimension "'n- 1 and is spanned 
by cpQ ( J) such that J # I and I Jl ~ n + 1 with the fundamental relations 
(2.3), (2.4). 

Proof. In fact since A(I) = 0, the LHS of (5.1) vanishes. A re
peated application of (5.1) to cp(2l(avi) shows the RHS of (5.1) equals 
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the RHS of (5.3) in view of the Jacobi identities 

Q.E.D. 

Proposition 5.5. In addition to (1i1) suppose the following condi
tion: 

HIV(n + 1) For a fixed admissible I with III = n + 1, A(I) = 0. 
But for any other admissible J such that IJI :::; n + 2 A(J) # 0. Then 
I* (I) vanishes and dim H n (Y, Lo) = ~n - 1. We have a linear relation 

n+1 

(5.4) 2(L Aj- 1)A(O,I)<pq(I) = L L( -1t-1 Ak 
jEI k~I v=1 

A(O,I)A ( k,~vi) A(k,avi) 

· A(k,I)A(avi) <pq(k, 8vi) mod B(I). 

Hn (Y, \7 o) is of dimension ~n - 1 and is spanned by <pq ( J) such that 
J #I and IJI :::; n + 1 with the fundamental relations (2.3), (2.4). 

Proof. Since A(I) = 0 the LHS of (5.1) vanishes. Applying repeat
edly (2.4) to <pq(k,I) and (5.1) to <p(2l(avi) one sees that the RHS of 
(5.1) equals 

jEI 

n+1 v- 1 A ( ~: ~ ) A ( O, ~vi ) A(k, 8vi) 

+ ~ ~( -1) >.k A(k,I)A(avi) <pq(k, 8vi) 

mod B(I). 

Hence (5.4) follows owing to the identities 

A(k,I)=-U2( 0,1,.~:~n+1 ), 

A(O,I)A(O,avf)=A(O,I)A( I )· 
k,I I k, 8vi 

Q.E.D. 
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Corollary 5.6. Suppose that m = n + 2, n ~ 1 and that A (I) = 0 
for all admissible I with III = n + 1. Then Hn(Y, \70 ) is of dimension 
r;,n - (n + 2) = 2n+2 - n- 4 and is spanned by the representatives cpQ (I) 
with III ::; n with the one fundamental relation: For J = {1, 2, ... , n+2}. 

(5.5) "(-1)p;+v (8 8 J) A(0,8p;8vJ) = O. 
L cpQ " " ( 0 8 J ) wlv A ' JL 

0, 8,J 

cpQ(I) (III = n + 1) can be expressed as 

(5.6) 2(L Aj- 1)A(O, I)cpQ(I) = 0 mod B(I) 
jEI 

over the coefficients of rational functions of ai,j, ak,O with the denomi
nators A(K) (IKI ::; n). This identity is just ann-dimensional version 
of (1.2). 

Proof. (5.5) is a special case of (2.3) since A(8p;J) = 0. On the 
other hand (5.6) is a special case of (5.4) since A(k, 8,1) = 0. Q.E.D. 

Proposition 5. 7. In addition to (H1) suppose the following condi
tion: 

(HIV(n+2)) For a fixed admissible I with III= n+2, A(I) = 0. 
But for any other admissible J such that I Jl ::; n + 2 A( J) i= 0. Then 
there is no vanishing of Lefschetz cycles and dimHn(Y, Lo) = "'n· On 
the other hand, for any fixed JL 

(5.7) (L >.,- 1)u( 1, .. ~~~ + 1 ) cpQ(I) = 0 mod B(I). 
vEI 

Hn(Y, V'o) is of dimension r;,n and is spanned by cpQ(J) such that IJI::; 
n + 1 with the fundamental relations (2.3), (2.4). 

Proof. By hypothesis the LHS of (2.4) vanishes. By a multiplica
tion by fi" of both sides of (2.4) one sees that cpQ(J) is linearly depen

dent on 'PQ(avi) (v f. JL). On the other hand due to (5.2) each 'PQ(avi) 
hi' hi' 

is linearly dependent on admissible cpQ(J) with IJI ::; n + 1. Hence the 
Proposition follows. Q.E.D. 

Finally we consider the special case where n ~ 2, m = n + 2 and 
A(i, j) = 0, i.e., ai,j = ±1 for all i, j E {1, 2, ... , n + 2} ( i i= j). Since the 
signature of A is of type ( n+ 1, 1 ), we have A(1, 2) = 0, A(1, 2, ... , p) < 0 
if 3 ::; p ::; n + 2. 

By a suitable Lorentz transformation we may assume that ai,j = -1 
for all i,j (i i= j). In fact 
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Lemma 5.8. There exist a diagonal matrix P with diagonal ele
ments equal to ± 1 such that B = P · A · t P is the matrix with diagonal 
elements 1 and off-diagonal elements ~ 1. 

Proof. Denote by Br the matrix of size r + 2 with diagonal elements 
1 and off-diagonal elements ~1. Let Ar be the matrix with the (i,j) 
elements ai,j (1 :S: i, j :S: r + 2). For r = 0 the Lemma is trivial. Suppose 
that the Lemma is true for Ar_1. There exists a diagonal matrix Pr- 1 
with diagonal elements ±1 such that Br-1 = Pr-1·Ar-1.t Pr-1· Let Fr be 
the diagonal matrix of size r + 2 such that the first r + 1 diagonal elements 
coincides with the ones of Pr-1 and the last one equal to 1. Then Fr · 
Ar · t Fr has the same components as Br except for the off-diagonal 
components in the last column or row. Denote these components by 
c1, ... , Er+l. Then we have 

r+1 

det(Fr · Ar .t Fr) = (1 ~ r)2r + (r ~ 2)2r- 1 L c~ 
k=1 

1<:;i<j<:;r+1 

But this inequality goes to a contradiction except for the case where all 
c 1 equal 1 or all c 1 equal ~ 1. One sees that the first case is equivalent 
to Bn while the last one coincides with Br· Q.E.D. 

Lemma 5.9. Suppose I = {1, 2, ... , n + 2}. The matrix A for all 
off diagonal elements ai,j = ~ 1 defines the hypersphere arrangement A' 
if and only if { aj,O h satisfy the quadratic relation 

n+2 

(n ~ 1) L aJ, 0 ~ 2 
j=1 1<:;j<k<:;n+2 

Proof. First remark that if A(O, I) :S: 0 then A(O, J) < 0 for J c 
I, J -=f. I. In fact it is sufficient to show this in case J = {1, ... , r} (3 ::;: 
r :S: n + 1). This follows by lowering induction from the identity 

A(O, 1, ... , r)A(1, ... , r + 1) ~ A2 ( 

= A(O, 1, ... , r + 1)A(1, ... , r) 

0, 1, ... ,r ) 
r + 1, 1, ... , r 

because A(1, ... , r), A(1, ... , r+1) are both negative. On the other hand 

n+2 

A(O, I)= 2n{(n ~ 1) L a;,o ~ 2 



Hypersphere arrangement and imaginary cycles 23 

Hence the Lemma follows. Q.E.D. 

We now apply to it the formula (5.3) for p = 2. 
For I= {i,j} we have 

Hence (5.3) and Lemma 5.2 give 

(5.8) (.\"' + n- 3 + Ai + A.j)(ai,o + aj,o)'Po(i,j) 

+ L A.k(ak,o + ai,o)'Po(k, i) + L A.k(ak,o + aj,o)'Po(k,j) ""'wi,i 
k-/-i,j k-/-i,j 

where we put 

n+2 

Wi,j = 2 L Ak'PQ(k, i, j) + (ai,O + aj,o) L Akak,o'Po(k) 
k-/-iJ k=l 

- (A.oo +n- 1) · (ai,O + aj,o)cpo(0) 

- (A.oo + n- 2){ A(O, i)'PQ (i) + A(O, j)cpo(j)}. 

To solve (5.4) with respect to cpo(i, j) we put vi,j = (ai,o + aj,o)'Po(i, j) 
and 

1/i = L AkVk,i, Voo = L AiAjVi,j, 
k-/-i i-/-j 

wi = L AkWk,i, Woo= L AiAjWi,j· 
k-/-i i-/-j 

Then (5.8) is equivalent to 

(5.9) (A. + n- 3)v· · + V.i + V· ""'w· ·. 00 t,J 'l. J Z,J 

(5.9) can be uniquely solved for Vi,j: 

(5.10) (A.oo + n- 3)vi,j ""'Wi,j 

+ Voo ( 1 + ____ 1 ___ ) 
2A.00 + n - 3 - 2A.i 2A.00 + n - 3 - 2A.j 

( wi + wj ) 
2A.00 + n - 3 - 2A.i 2A.00 + n - 3 - 2A.j 
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where Vi and V 00 are uniquely determined by 

provided none of 2>.00 + n - 3 - 2.Xk or the symmetric polynomial 

n+2 n+2 

G(>.) = II (2.Xoo + n- 3- 2.Xk) + L Ak II (2.Xoo + n- 3- 2.Xj) 
k=l k=l j#k 

vanishes. In this way we can conclude 

Proposition 5.10. Form= n + 2, n 2: 2, suppose that in addition 
to (1i1), ai,j = -1 for all i,j (i -=1- j), and A(I) < 0 for all admissible 
I with 3 :::; III :::; n + 2. Suppose further that neither of 2.A00 + n -
3- 2.Xk or A00 + n- 3 or G(>.) vanish. Then all the Lefschetz cycles 
[*(I) (III = 2) vanish. Hn(Y, V'o) is of dimension r;,n- (n~2) and has a 
basis of representatives 'PQ(I) with 0 :::; III :::; n + 1, III -=1- 2 satisfying the 
fundamental relations (2.3),(2.4). 'PQ(i,j) can be described as a linear 
combination of these representatives as in (5.10). 

§6. Two problems 

As is seen from Propositon 2.2, Hn(Y, \70 ) is spanned by the repre
sentatives cpQ(I). The result due to Orlik-Terao (see [9]) suggests that 
this fact still holds in general in the following sense: 

Conjecture 6.1. Without any of the hypotheses (1i1) or (1i2), 
Hn(Y,\70 ) is spanned by the representatives cpQ(I), I C {1,2, ... ,m} 
including r.pQ(0). 

The complex hypersphere Q has the Kahler metric 

n+l n 

ds2 = L ld~vl 2 = L g/l>,z;d(Md(v 
v=l JJ.,V=l 

with respect to local coordinates ( = ((vh<v<n· We put 

>.1 = Nl1 + >.j (N E Z>o) 

for fixed l = (lj)j E (Z>o)m, A' = (>.j)1 E Rm. For a large N the 
asymptotic behavior of the integral (2.2) can be explicitly evaluated if 
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the cycle c is a stable cycle defined by the gradient vector field on Y: 

where g~-'·v denotes the inverse matrix of the metric tensor gf-L,v· The 
critical points are determined by the equations on Y (see [1], [10], [14]) 

m 

Llj dlogfj = o. 
j=l 

Every cycle mentioned in Theorem 3.11 seems to have one-to-one rela
tion with a stable cycle corresponding to these critical points. 

Question 6.2. How can be found the critical points of the gradient 
vector field in Y? When are they real or imaginary? Are the stable cycles 
corresponding to them homological to the ones mentioned in Theorem 
3.11? 

Under the conditions (H1), (H2a) every critical point is real and 
lies one-to-one in a connected component of ~Y. On the other hand 
under the conditions (H1), (H2b) all critical points are not real. It can 
be proved by a perturbative method that all of the critical points lie in 
~Y, at least in the case where m ~ n + 1 and all admissible A(I), (2 ~ 
III ~ n + 1) are negative and near 0. 
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