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Low discrepancy sequences generated by dynamical 
systems 

Makoto Mori 

Abstract. 

This is a survey of papers([3],[7],[8],[10],[11]). Uniformly distributed 
sequences generated by dynamical systems are considered. Relations 
between discrepancies and the spectra of the associated Perron-Frobenius 
operator are discussed. Examples of two and three dimensional low dis­
crepancy sequences are also given. 

§1. One dimensional cases 

First, we will consider one dimensional cases. Let F be a piecewise 
linear transformation from [0, 1] into itself. One of the main tool to 
study the ergodic properties of the dynamical system is the spectra of 
the Perron-Frobenius operator P associated with F defined by 

J f(x)g(F(x))dx = J Pf(x)g(x)dx (! E L 1,g E V)0 ), 

or in other words, 

Pf(x) = L f(y)IF'(y)J- 1 . 

y: F(y)=x 

For example, 

(1) the eigenfunction p 2': 0 associated with eigenvalue 1 of the 
Perron-Frobenius operator is a density function of an invariant 
measure, 

(2) assume that 1 is a simple eigenvalue and there exists no other 
eigenvalue modulus 1, then the dynamical system is mixing, 
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that is, 

J f(x)g(Fn(x)) dx-> J f dx x J gdJ.L, 

where J.L is the unique invariant probability measure. 

Originally the Perron-Frobenius operator is defined on £ 1, the set of 
integrable functions. But, as is well known(cf. [4]), all the eigenfunctions 
associated with eigenvalue 1 in modulus belongs to BV (in particular, 
the density function of invariant measure belongs to BV). So we restrict 
its domain to BV, the set of functions with bounded variation. Here, 
we consider BV as a subset of £ 1 and on it we introduce a norm by 

IIIII = llfll1 + V(f), 

where II · ll1 is the L 1 norm and V ( ·) is the total variation. Then, 
the second greatest eigenvalue in modulus determines the decay rate of 
correlation. 

In these results, what we need in this article are the following: 

Theorem 1. Assume that the absolute value of the slope of F is 
constant f3 and greater than 1. Then 1 is the greatest eigenvalue of the 
Perron-Frobenius operator and the essential spectral radius equals (3- 1 . 

Moreover, if the dynamical system generated by F is topologically tran­
sitive, then it becomes mixing, that is, 1 is a simple eigenvalue and no 
other eigenvalue exists on the unit circle. Let TJ be the second greatest 
eigenvalue in modulus, then, roughly speaking, the decay rate of correla­
tion satisfies 

J f(x)g(Fn(x)) dx- J f dx x J gdJ.L = O(ITJin). 

where J.L is the unique invariant probability measure. 
Any z (lzl < (3-1) is an eigenvalue of P. Hence we call (3- 1 the 

essential spectrum radius. 

Hereafter, we assume that F is topologically transitive and the ab­
solute value of the slope f3 is greater than 1. Then there exists a unique 
invariant probability measure J.L with its density function p which satis­
fies Pp = p, and the dynamical system is mixing. 

However, the Perron-Frobenius operator is not compact, so it is not 
easy to find its spectra. One of the tool is the dynamical zeta function 
defined by 

((z) = exp [t ~ L IFn'(p)l- 1]. 

n=l p: F"(p)=p 
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Then its singularities in lzl < f3 is proved to be the reciprocals of the 
spectra of the Perron-Frobenius operator. These results are proved by 
many authors such as Baladi, Hofbauer, Keller, Ruelle etc.(cf. [1, 2, 12]) 
in a different way. Another way developed by the author is to construct 
a renewal equation described in Lemma 2(cf. [5, 6]). Using this renewal 
equation, we can prove the solution of det(J -IP(z)) = 0 is the reciprocals 
of the eigenvalue ofthe Perron-Frobenius operator in lzl < /3. This looks 
like the Fredholm determinant of nuclear operators, so we call IP(z) the 
Fredholm matrix and det(J - IP(z)) the Fredholm determinant. The 
Fredholm determinant for nuclear operators is an entire function, but 
our Fredholm determinant is analytic only in lzl < f3 when F is not 
Markov. On the other hand, we can prove 

1 
((z) = det(J- IP(z)) 

This shows that the zeros of the Fredholm determinant coincide with 
the singularities of the zeta function. 

Now using F, we will construct uniformly distributed sequences. Let 
A be an alphabet associated with F: 

(1) (a) is a subinterval corresponding to a (a E A), 
(2) F is monotone on (a), 
(3) { (a)}aEA becomes a partition of [0, 1], 

(4) {
+1 ifF'> 0 on (a), 

sgna = 
-1 ifF'< 0 on (a). 

We call a finite sequence of symbols a1 ···an a word (ai E A, 1 ::; i ::; n), 
and 

(1) lwl = n, 
(2) (w) = n~=l p-i+l( (ai) ). 

For a finite or infinite sequence of symbols s = a1 a2 · · · , we use notations 
s[m, n] = am··· an and s[m] = am. For convenience, we consider the 
empty word f, and set lEI = 0, (€) = [0, 1] €[1] = € and sgnE = +1. 
We call a word w admissible if (w) =I 0, and denote the set of all the 
admissible words with length n by Wn, and W = U~=oWn. 

For a point x E [0, 1] and a word w E W, if there exists a pointy 
such that y E (w) and plwl(y) = x, we call wx exists, and denote y by 
wx. 

We will define order on the set of wx. First note that on A, there 
exists a natural order. Let w = a1 ···an and w' = b1 · · · bm. Then 
wx < w' x if one of the followings holds. 

(1) n<m, 
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(2) n = m and an··· a1 is less than bm · · · b1 in lexicographical 
order. 

We call the sequence of { wx} for which wx exists, a van der Corput 
sequence generated by F. For convenience, we denote them by 

Using above notations, we get 

pn f(x) = (3-n L f(wx), 
lwl=n 

where we ignore w for which wx does not exist. Thus taking f an 
indicator function of an interval J, 

(1) 

This equals the number of visit to J of wx with wE Wn. 
For a uniformly distributed sequence {xn}, we define its discrepancy 

by 

D _ l#{wnxEJ:n~N} _ 111 1 
N- sup N , 

where supremum is taken over all the intervals and IJI is the Lebesgue 
measure of J. 

Now we get a proposition: 

Proposition 1. Let F be topologically transitive and the absolute 
value of the slope (3 > 1. Then 

(1) for any x E [0, 1], the van der Corput sequence is uniformly 
distributed. 

(2) Let 'f/ be the second greatest eigenvalue of P in modulus. Then 
the order of the discrepancy is less than (I'TII + e)logN/log/3. 

(3) There exists a measurable set E such that lEI > 0 and for 
x E E the discrepancy is greater than (I'TII - e)logN/log/3 for 
any e > 0. 

This proposition says that if there exists an eigenvalue in the annulus 
~ < lzl < 1, then our van der Corput sequence is not of low discrepancy. 

Even if such an eigenvalue does not exist, that is I'TII = ~, to show that 

our sequence is of low discrepancy (DN,...., lo~,N), we need more detailed 
discussion, which we will give in the next section. 
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Proof From the equation (1) and the fact that 1 is the simple 
greatest eigenvalue of P and that the dynamical system is mixing, we 
get 

#{wx E J: lwl = n} = ,(r(IJip(x) + o(1)). 

Taking J = [0, 1], we get 

#{:Jwx: lwl = n} = rr(p(x) + o(1)). 

Thus we get the proof of (1). From the assumption of (2), we get for 
any E: > 0 

This leads to the proof of (2). Now assume that for almost all x E [0, 1], 
the discrepancy is less than I7JilogN/logfJ. Then, of course, for any word 
( w) the discrepancy is less than 177 I log N I log ,8. For any bounded variation 
function j, there exists a decomposition 

w 

such that 
L ICwl :S: V(f). 

lwl=n 

This says there exists E: > 0 and 

pn f(x) = J f(x) dx X p(x) + o((lryl- c)n). 

This contradicts that 7] is an eigenvalue of P on BV. This proves (3). 
Q.E.D. 

1.1. Symbolic dynamics and generating functions 

An endpoint of (a), say x, is called Markov endpoint if there exists 
n such that lim y~x Fn(y) coincides with some endpoint. Note that if 

yE(a.) 

an endpoint is eventually periodic, that is, there exists n and m such 
that 

lim Fn(y) = lim pn+m(y), 
y---+.7; y--->:1: 

yE (a) yE (a) 

then adding all the periodic points as a division points of a parti­
tion, eventually periodic endpoint and also the new endpoints become 
Markov endpoints. Moreover, for a Markov endpoint x E (a) for which 
limy~x,yE(a) Fn(y) also becomes a Markov endpoint, add limy--->x,yE(a) 
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Fm(y) (m < n) as division points of a partition. Then all the new 
endpoints are Markov endpoints and limy-->x,yE(a) F(y) is an endpoint. 
Hereafter, we assume a partition {(a) }aEA satisfies this condition. We 
call F Markov if we can choose a partition for which every endpoints 
are Markov endpoints. Thus, a ;3-transformation is Markov, if and only 
if 1 is a Markov endpoint. 

We introduce signed symbolic dynamics to express non-Markov trans­
formations. Let for x E [0, 1] define the expansion afa~ · · · of x by 

We identify a point and its expansion. We also introduce 

x+ = limaia~ · · · , 
ylx 

x- = limaia~ · · · . 
ylx 

For an interval J, we denote (sup J)+ and (inf J)- by J+ and J-, 
respectively. Especially, for a E A, we denote by a+ and a- instead of 
(a)+ and (a)-. We denote the set of aa (a E A, a=±) by .A. 

Let us define for an interval J 
00 

sJ (z, x) = L zn,e-n L 1J(wx). 
n=O lwl=n 

Then, using the Perron-Frobenius operator P associated with F, we get 

00 

sJ (z, x) = L zn Pn1J(x) = (I- zP)- 11J(x). 
n=O 

We also define 
00 

sY"(z,x) = l.:zn,e-n L a(ya,wx)o[(w[1])::) (ai),::Jewx], 
n=O wEW, 

where B is the shift to left and 

o[LJ = { ~ 

X <a Y = 

if Lis true, 

if L is false, 

{ X< y 

x>y 

if Y 2:a X, 

if Y <a X, 

a=+, 
a=-. 
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Then it is not difficult to see: 

(2) 

Lemma 1. 

Let us define 

s(z, x) = (sau (z, x))aEA,a=±, 

X(Z, x) = (xa" (z,x))aEA,a=±, 

y" ( ) { CJ(y""' X) 
X z, X = '\'oo n{3-n (en a ) 

Lm=O Z U y ,x 

if By"" = (a~)"" sgn ai, 

otherwise, 

{
+z{J- 1/2 ifb7 -:=;a By"", and By""= (a~)"sgnai, 

c/Jyu,br(z) = -z{J- 1/2 if bT >a eya, and eya = (a~)asgnaJ', 

2::::=1 zn{3-nu(enya, b7 )(sgn y""[1, n- 1]) otherwise. 

We call 4?(z) with components c/Ja",bT (a"", b7 E A) the Fredholm matrix 
associated with F. Moreover, we define 4?1 (z) a row vector L:T=± ¢Jr ,a" 

(z) as a"" component. 
To find eigenvalues of P, we need to find the singularities of sr (z, x). 

For this purpose, we will construct a renewal equation of the form: 

(3) 

Lemma 2. (1) 

s(z,x) =(I- 4?(z))- 1x(z,x). 

(2) For an interval J C (a) for some a E A, 

sJ(z,x) = 4?J(z)s(z,x). 

(3) For lzl < {3 

1 
det(I- 4?(z)) = ((z). 

Using these discussions, in the domain izl < {3, the singularities of 
the zeta function, in other word, zero of det(I- 4?(z)) are the reciprocals 
of the eigenvalues of the Perron-Frobanius operator. The proof is found 
in [5]. 

1.2. Discrepancy 

We denote AM the set of all the Markov endpoints, and define k = 
#A/vr. We divide the Fredholm matrix 4?(z) into 
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Here, <I> 11 (z) is AM x AM matirx, <I>12(z) is AM x AM matrix, <I>21(z) is 
AM- x AM matrix and <I>22(z) is AM- x AM- matrix, that is k x k matrix. 
Put 

w(z) =I- <I>21(I- <I>u(z))- 1<l>12(z)- <l>22(z), 

Then it is not difficult to see 

Lemma 3. If I- <I>u(z) has inverse, then 

det(I- <I>(z)) = det w(z). 

From the above lemma, we get: 

Theorem 2. (1) Let (1- z)((z) = E::'=o(nzn,a-n. If(n is 
bounded, then the discrepancy 

(2) Assume moreover det(I- <I>u(z)) I- 0 in lzl < ,8. Then the 
discrepancy 

D(N) = 0 ((log z)k+l) . 
Proof. First note that sJ (z, x) has simple singularity at z = 1. 

Because forgE L 00 

J sJ (z, x)g(x) dx = f: zn J pn1J(x)g(x) dx 
n=O 

= f: zn J 1J(x)g(Fn(x)) dx, 
n=O 

and the dynamical system is mixing: 

where p(x) is the density of the invariant probability measure. This 
shows det(I- <I>(z)) has simple zero at z = 1 and 

<I>(1)1im(1- z)(I- <I>(z))- 1x(1,x) = IJip(x). 
zll 
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Hence, 

s1 (z,x) = iP1 (z)(I- iP(z))- 1x(z,x) 
J 1 

= iP (z) det(1 _ iP(z)/- iP(z)x(z, x) 

= ((z)iP1 (z)I- iP(z)x(z, x), 

where I- iP(z) is the cofactor of I- iP(z). The zeta function ((z) has a 
simple singularity at z = 1, so let us denote 

r/(z,x) = (1- z)((z)iP1 (z)I- iP(z)x(z,x). 

Then 

(4) 

and 77 1 (1, x) = !J!p(x). The latter term of (4) has no singularity in !zl < 
(3. Now each component of iP1 (z), x(z, x) has a bounded coefficient of 
zn/3-n. At the same time, each component of the cofactor I- iP(z) is at 
most k times product of the infinte sequences whose coefficients of zn/3-n 
are bounded. Therefore their coefficients of zn are at most of order 
nk+ 1 13-n. If the assumption of (1) is satisfied, this is the order of the 
discrepancy for words with length n. The number of visits to J until the 
words whose length less than or equal to n equals 2.:::,=0 pm1 1 (x)f3m. 
On the other hand, 

n n 

m=O m=O 

Let m be 

m m+l 

L #{wx: !wl = k}:::; N < L #{wx: !wl = k}. 
k=O k=O 

If L~=O #{ wx: !wl = k} = N, we have already proved the assertion. 
Even for other cases, from the construction there exists a E A and from 
L~=O #{ wx: !wl = k} + 1 our van der Corput sequence has expression 
wax for !wl = m. From this fact, we can apply the same discussion as 
above, and we get the proof for general cases. See for detail [3]. 
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Take J = [0, 1], then we get the number of wx which exists until 
N is of order (Jn, and the discrepancy equals O(nk+2(3-n). This proves 
(1). If we assume I- <I> 11 (z) has inverse for alllzl ::::; (3, define 

s 1 (z,x) = (sarr(z,x))arrE}LVI' 

Sz(z,x) = (sarr (z,x))arrEA~r' 

xl(z,x) = (Xarr (z,x))a"EAM' 

Xz(z, x) = (Xarr (z, x))arrEjic · 
M 

Then the renewal equation (3) can be divided into 

s1(z,x) = X1(z,x) + <I>n(z)s1(z,x) + <I>1z(z)sz(z,x), 

sz(z, x) = xz(z,x) + <l>z1(z)s1(z, x) + <l>zz(z)sz(z, x). 

Thus, we get 

(5) s1(z,x) 

=(I- <I>n(z))- 1 [I+ <l>1z(z)IJ!(z)- 1<l>z1(z)(J- <I>n(z))- 1] 

xx1(z,x) +(I- <I>n(z))- 1<I>1z(z)IJ!(z)- 1xz(z,x), 

(6) sz(z, x) 

= IJ!(z)- 1(xz(z,x) + <l> 21 (z)(I- <I>n(z))- 1X1(z,x)). 

The cofactor of w(z) is the (k -1)-times product of the form L~=O bnzn 
(3-n where bn is bounded. This proves 2. Q.E.D. 

From the above theorem, we get: 

Corollary 1. For a Markov f3 transformation, our van der Cor­
put sequence is of low discrepancy if there exists no eigenvalues of the 
Perron-Frobenius operator in the annulus ~ < lzl < 1. 

§2. Higher Dimensional cases 

Now, we proceed to higher dimensional cases. We will consider a 
piecewise affine transformation F from [0, 1]d into itself with its Jacobian 
det IF'I equals constant f3 > 1. Namely, there exists a finite set A and 

(1) (a) is a locally compact set for each a E A, 
(2) { (a/}aEA is a partition of [0, 1]d, 
(3) on each (a), F is an affine transformation, that is, there exists 

a matrix Ma and a vector Va and 

F(x) =Max+ Va. 
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Let B be a set of functions for which there exists an expression 

f(x} = L Cw1(w)(x}, 
wEW 

such that for any 0 < r < 1 

00 

:Lrn L ICwl < 00. 

n=O wEWn 

On B, we define norms 

00 

llfllr = inf:Lrn L ICwl, 
n=O wEWn 

where inf is taken over all expressions 

f(x} = L Cw1(w)(x). 
wEW 

Then B becomes a locally convex space with norms II· llr (0 < r < 1). 
This is the slight extension of BV in one dimensional case. 

We consider an order on A, and we can define van der Corput se­
quences using F as before. Then as in Proposition 1, we get 

Proposition 2. Let F be topologically transitive and its Jacobian 
f3 > 1. Then for any x E [0, 1]d, 

(1) 
(2) 

(3} 

the van der Corput sequence is uniformly distributed. 
Let 'f} be the second greatest eigenvalue of P. Then the order of 
the discrepancy is less than (ITJI + c:}logN/log,B for any c: > 0. 
There exists a measurable set E such that lEI > 0 and for 
x E E the discrepancy is greater than (ITJI - c:)IogN/log,B for 
any c: > 0. 

From this proposition, as in one dimensioanl cases, we at least need 
to construct a transformation with its essential spectrum radius equals 
~ to construct low discrepancy sequences. However, the estimate of the 
essential spectrum radius is crucial in general([9]). 

First we consider simple transformation. Let 
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be a symbol in alphabet A. Namely, ford= 2, 

Let for a E A 

Moreover, we assume for every a E A 

F((a)) = [0, l)d, 

that is, F is Bernoulli. We assume the Jacobian det F' = 2d almost 
everywhere. 

We can construct similar renewal equations for general d. Thus we 
can estimate the discrepancy from them. Because F is Bernoulli, the 
Fredholm matrix is the structure matrix times z2-d. Hence det(J -
<P(z)) = 1 - z, that is, there exists only one singularity of ((z). Thus 
the singularity of st ( z) is determined by the singularity of <PJ ( z) and 

xt(z). 
Let Jo = J, and define Jn inductively as follows. Let F(J) be 

the image of J by F. However, we consider overlaps. For example 
J = (a) U (b) (a=/: b), then F(J) = 2[0, l)d. From F(Jn- 1), we delete 
(a) (a E A) as many as possible. Then we define Jn the remained one, 
which is a sum of several intervals. Note that the n-th coefficient of 

for g = 1 equals 2-ndiJn-ll· Because IJnl:::; 2n(d-l), and the number of 
words with length n equals 2dn, we get the radii of convergence of the 
<PJ ( z) and xt ( z) are less than or equals to 2. 

Theorem 3. Let F be the transformation mentioned above. If the 
zeta function has no singularity in I z I < 2 except 1, then the discrepancy 
satisfies 

When F is the simplest transformation, that is, for x E (a) 

F(x) = (~ ·.. 2~) (x- a). 
2 ... 
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Choose J = nt,;;}[o, 1) X [0, a) for irrational a, then 

and overlaps 2n times, where an= 2na (mod 1). Therefore, we get 

This says that the van der Corput sequence generated by this F is not 
of low discrepancy. 

2.1. Two and Three dimensional low discrepancy sequences 

As we see in the former section, to construct low discrepancy se­
quences, we need that a transformation is expanding but this is not 
enough. For two dimensional case, let so is the infinite sequence of O's, 
and 

where Wn is a word with length 2n-l and only the last symbol equals 1 
and other symbols are 0, that is, 

s1 = 101000100000001···. 

We consider the digitwise sum modulo 2 on the set of infinite sequences 
of 0 and 1. Then the first n digits of 

generate all the words with length n. Define 

when~ we identify x E [0, 1) and its binary expansion x 1x 2 · · ·. Then we 
can prove for I= [a, a+ 2-n+m] x [,B, ,B + 2-n-m) for binary rationals 
a and ,Band m:::; n,the image of I by pn does not overlap and Fn(I) = 
[0, 1)2 . For example, I= [0, 1) x [0, 1/4) (n = m = 1), though ()y belongs 
only to [0, 1/2), x 1 takes both 0 and 1. Hence, ()y expands all [0, 1) by 
adding s0 or s1 depending on where x belongs. Thus F(I) = [0, 1)2 . 

From this, we can prove: ) 

Theorem 4 ([10]). The van der Corput sequence generated by the 
above F is of low discrepancy. 
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When we express 

and their expansion by x' 
expressed 

0 0 
0 0 

0 0 
+ 

i1 i2 

i2 Z3 

Zn Zn+1 

Yn+l 

Yn+2 

0 
0 

0 
in 

Zn+1 

i2n-1 

M. Mori 

x~x; · · · and y' YiY& · · ·, pn can be 

i1 Z2 in Xn 

Z2 i3 in+1 Xn-1 

Zn in+l i2n-1 X1 

0 0 0 Yn 
0 0 0 Yn-1 

0 0 0 Y1 

where s1 = 10100010 · · · = i1i2 · · · (i1 = 0, 1). In other words, 

1xn+1 \ 

Yn+1 

Xn+2 + 
Yn+2 

IO 
Z1 

0 
i2 

0 
i3 

Z1 I 
0 I 
i2 I 
0 I 
i3 I 
0 I 

I 
I 

0 Z2 

i2 0 
0 Z3 

i3 0 
0 Z4 

i4 0 

I Xn 

I 0 Z3 I ... Yn 

I Z3 0 I ... Xn-1 

I 0 i4 I ... Yn-1 

I i4 0 I ... 

I 0 i5 I ... 

I Z5 0 I ... 

I I ... 
I I ... 

X1 

Y1 
0 

For 3 dimensional case, it is not easy to construct by one transformation. 
We also denote 
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Then expressing x', y', z' in binary expansions, we define 

1xn+1 

Yn+1 

Zn+1 

Xn+2 + M 
Yn+2 

Zn+2 

259 

Here, M is an infinite dimensional matrix. One example of M is follow­
ing. 

X-1 Y-1 Z-1 X-2 Y-2 Z-2 X-3 Y-3 Z-3 

X1 0 1 1 0 1 0 0 1 0 
Y1 1 0 1 0 0 1 0 0 1 
Z1 1 1 0 1 0 0 1 0 0 
X2 0 1 0 0 0 1 0 1 0 
Y2 0 0 1 1 0 0 0 0 1 
Z2 1 0 0 0 1 0 1 0 0 
X3 0 1 0 0 1 0 0 0 1 
Y3 0 0 1 0 0 1 1 0 0 
Z3 1 0 0 1 0 0 0 1 0 
X4 0 0 0 0 0 1 0 1 0 
Y4 0 0 0 1 0 0 0 0 1 
Z4 0 0 0 0 1 0 1 0 0 
xs 0 0 0 0 1 0 0 1 0 
Ys 0 0 0 0 0 1 0 0 1 
zs 0 0 0 1 0 0 1 0 0 
XG 0 0 0 0 0 0 0 1 0 
Y6 0 0 0 0 0 0 0 0 1 
Z6 0 0 0 0 0 0 1 0 0 
X7 0 0 0 0 0 0 0 1 0 
Y7 0 0 0 0 0 0 0 0 1 
Z7 0 0 0 0 0 0 1 0 0 
Xg 0 0 0 0 0 0 0 0 0 
YB 0 0 0 0 0 0 0 0 0 
Zg 0 0 0 0 0 0 0 0 0 
Xg 0 0 0 0 0 0 0 0 0 
yg 0 0 0 0 0 0 0 0 0 
Zg 0 0 0 0 0 0 0 0 0 
x1o 0 0 0 0 0 0 0 0 0 
Y1o 0 0 0 0 0 0 0 0 0 
zto 0 0 0 0 0 0 0 0 0 
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X-4 Y-4 Z-4 X-5 Y-5 Z-5 

Xt 0 0 1 0 0 0 
Yt 1 0 0 0 0 0 
Zt 0 1 0 0 0 0 
X2 0 1 0 0 1 0 
Y2 0 0 1 0 0 1 
Z2 1 0 0 1 0 0 
X3 0 1 0 0 1 0 
Y3 0 0 1 0 0 1 
Z3 1 0 0 1 0 0 
X4 0 0 1 0 0 1 
Y4 1 0 0 1 0 0 
Z4 0 1 0 0 1 0 
X5 0 1 .1 0 0 0 
Ys 1 0 1 0 0 0 
Z5 1 1 0 0 0 0 
xa 0 0 1 0 1 1 
Y6 1 0 0 1 0 1 
Z6 0 1 0 1 1 0 
X7 0 1 0 0 1 1 
Y7 0 0 1 1 0 1 
Z7 1 0 0 1 1 0 
xs 0 1 0 0 1 1 
YB 0 0 1 1 0 1 
zs 1 0 0 1 1 0 
Xg 0 0 1 0 0 0 
yg 1 0 0 0 0 0 
Zg 0 1 0 0 0 0 
X to 0 0 0 0 1 0 
Yto 0 0 0 0 0 1 
zw 0 0 0 1 0 0 

This M has following properties: for any nonnegative integers n and 
m: the determinant of the minor matrix with coordinates 

or the determinant of the minor matrix with coordinates 

{XI,···, Xn, Yb · · ·, Ym} X {Z-1, · · ·, Z-n-m} 

do not vanish. M also has symmetry in the permutations x, y and z. 
This matrix corresponds to so and s1 in two dimensional case, and this 
shuffles coordinates, and we get for k 2:: n + m 

or 

then 

where a, f3 and "Y are binary rationals. Hence, we can prove: 
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Theorem 5. The van der Corput sequence generated by F1 ,F2, ... 
is of low discrepancy. 

We have constructed two and three dimensional low discrepancy 
sequences using dynamical system. However, it seems not so easy to 
construct higher dimensional cases. Moreover, even for two and three 
dimensional cases, we have not found good algorithm to generate above 
sequences. 
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