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§ 1. Introduction 

One of Oka's main contributions was to solve the Levi problem. 

There are various ways to generalize the Levi Problem. The Union 
problem is one: Let 0 0 c 0 1 c · · · c unn = n. Suppose that each ni 
is Stein. Is n Stein? To approach the Union Problem, one can try at 
first to understand the simplest cases of n. 

Example 1.1. Long C2 • Suppose that each Oi is biholomorphic 
to C2 . Then we call 0 a long C2 • It is an open question whether all long 
C2 are actually biholomorphic to C2 

0 

Example 1.2. (Fornress, ([F, 1976])) In dimension 3 and higher 
it can happen that 0 is not Stein and that each On is biholomorphic to 
a ball. 

This left open the question in dimension 2. 

Theorem 1.3. (Fornress-Sibony, ([FS, 1981])) Suppose that each 
Oi is biholomorphic to the unit ball in C2 • If the (infinitesimal} Kobayashi 
metric of n is not identically zero, then n is biholomorphic to the ball 
or to~ x C, where~ is the unit disc. 

Recall that the (infinitesimal) Kobayashi metric of n vanishes identi­
cally if and only if for all p E 0 and any tangent vector ,; to 0 at p and for 
any R > 0, there exists a holomorphic map f : ~ = { z E C; I zl < 1} ---> n 
so that f(O) = p and f'(O) = Rf.. 

This theorem left still open the case when the Kobayashi metric 
vanishes identically. The most obvious example of such a case is when 
n = C2 • However, the question remaining was whether there was any 
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other possibility (Diederich-Sibony ([DS,1979]). In this paper we show 
that indeed there are other such n. In fact, such fls occur quite naturally 
in dynamics. In random iteration, basins of attraction can be such 
domains. Under iteration of fixed maps, they occur as sublevel sets of 
Green functions. 

Fix an integer d ~ 2. For any rJ > 0, let Autd,7J denote the set of 
polynomial automorphisms F of ck, k ~ 2, of the form F(z1 , ... , zk) = 
(zf + P1(z1, ... , zk), P2(z1, ... , zk), ... , Pk(ZI, ... , zk)) where each Pj is 
a polynomial of degree at most d - 1 and where each coefficient is at 
most rJ in modulus. 

An example is F(z) = (zf + rJZk, fJZI, ... , rJZk-d· 

Suppose that Fn E Autd,7J,, rJn = a~", n = 1, 2, ... , 1 > a1 ~ a2 ~ 
· · ·limn_,oo an = a00 ~ 0, and set F(n) = Fn o · · · o F1. Let f2 denote the 
set of points z = (zi, ... 'Zk) E ck such that F(n)(z) --7 0 as n --7 00. 

Theorem 1.4. The set f2 has the following properties: 
(i) n is a nonempty, open, connected set in ck' 
(ii) n = u~1 flj :J · · · :J flt :J · · · :J f2 1 . Each flj is biholomorphic to 

the unit ball Bk (0, 1). 
(iii) The infinitesimal Kobayashi metric of f2 vanishes identically. 
(iv) There is a plurisubharmonic function 'ljJ : Ck --* [log a00 , oo) such 
that n = { 'ljJ < 0} and 'ljJ is nonconstant on fl. 

The reason that n fails to be biholomorphic to ck is that there is 
a nonconstant bounded plurisubharmonic function on fl. In some sense 
this means that n is "too small" to be all of ck. So we might call such 
ann a short ck. 

Next, we mention some more details about the function '1/J. 

Theorem 1.5 (=Theorem 3.4). The set U = {z E Ck;'ljJ(z) > 
log a00 } is open and 'ljJ is pluriharmonic on U. 

Theorem 1.6. The function 'ljJ has no critical points on { 'ljJ > 
loga00 }. 

This shows that the level sets of 'ljJ are foliated by complex hypersurfaces 
~-

Theorem 1.7. Any leaf ~(z0 ) of {'1/J = c > loga00 } can be ex­
hausted by relatively open sets U biholomorphic to Bk- 1 (0, 1). Each 

such U is Runge in Ck. Moreover the intrinsic infinitesimal Kobayashi 
metric of ~(z0 ) vanishes identically. 
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Theorem 1.8. Each leaf 'E(z0 ) of { '1/J = c > log a00 } is dense in 
{'1/J = c }. 

It is a little harder to get good control on the set { '1/J = log a00 }. 

We investigate here only a special case with very rapidly decreasing 
coefficients where one can get pluripolar sets with only one singular 
point. 

Theorem 1.9 (=Theorem 3.10). Let Fn(z, w) = (z2 + anw, anz). 
Suppose that lanl ~ 0 sufficiently rapidly. Then {'1/J = -oo} =: P has 
the following shape: p \ (0) is closed in C2 \ (0) and is laminated by 
Riemann surfaces. 

On the contrary, when one lets the coefficients decrease at a slightly 
slower pace than in Theorem 1.4, n is biholomorphic to C2 • 

Theorem 1.10 (=Theorem 3.11). Let Fn = (z2 +anw,anz). 
Suppose that 0 < ianl < c < 1 and ian+ll 2: ianlt for some 1 < t < 2. 
Then the basin of attraction of 0 is biholomorphic to C2 • 

Theorem 1.11 (=Theorem 3.7). For every c > 1oga00 , the sub­
level sets { '1/J < c} is a short ck. 

The same result is valid for other maps, such as for example iter­
ations of any given fixed Henon map. The next result shows also that 
"short" ck' n, might contain subsets biholomorphic to ck. 

Theorem 1.12 (=Theorem 3.8). Let H be a Henan map, and let 
G+ be the pluricomplex Green function G+(z) = lim log+ IIW(z)ll , n--+oo dn ' 

d = degree H. Then for every c > 0, {G+ < c} is a "short" C2 . 

The plan of the paper is to first prove Theorem 1.4 in Section 2. 
Then in Section 3 we prove some of the other results above. Due to lack 
of space the remaining theorems and also other results in this direction 
will be published elsewhere. 

The author would like to thank Dror Varolin for many discussions 
during the preparation of this talk. 

§2. Proof of Theorem 1.4. 

Proof of Theorem 1.4. 
(i): LetT denote the maximum possible number of terms of a polynomial 
of degree d- 1 in k variables. Let ~k(o, c) denote the polydisc in Ck 
with center at the origin and polyradius (c, c, ... , c), c > 0. Suppose 
that z E ~k(O, c), 0 < c < 1, and assume that F E Autd,11 , F = (zf + 
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P1, ... ,Pk)· Then IPi(z)l::; T'f],i = 1, ... k and lzfl::; cd. It follows 
that F(Llk(O, c)) c Llk(o, cd +Try). Pick c, c', 0 < c < c' < 1 and set 
ce = c(c')£. If£ 2: 0, we have that d£ 2: £ + 1. We show that if n 2: n0 , 

no large enough and£ 2:0, then Fn+e(Llk(O,ce)) c Llk(O,c£+1): 

log(T"7nH) log T + dn+£ log an+£ 

< logT + (£ + 1)dn loga1 
dn dn 

[logT + (£ + 1)2 loga1] + (£ + 1)2 loga1. 

If n 2: no : 

log(T"7nH) < log c( 1 - c) + ( £ + 1) log c'. 

T'/]n+£ < c(1- c)(c'l+l. 

T'/]n+£ < c(c')£+1 - (c(c')£)d. 
d ce + T'/]n+£ < C£+1· 

It follows that if n 2: n0 and£ 2:0, then Fn+e(Llk(O, ce)) c Llk(O, cHd· 

Set S1n := {z E Ck; F(n)(z) E Llk(O, c)}. It follows that if n 2: no, 
S1n c S1n+l and that F(n + £)(z) ---+ 0 uniformly on S1n when £ ---+ oo. 
Hence we have that S1 ~ Un>nonn and the union is increasing. Suppose 
next that z E S1. Then F(n)(z) ---+ 0 and hence F(n)(z) E Llk(O, c) for 
some n 2: no. Hence z E Un~n0 S1n. This proves (i). 

(ii): We set Un = {z E Ck; IIF(n)(z)ll < c}. Then Un c nn. If 
z E S1n, n 2: no, then F(n + £)(z) E Llk(O, c(c')£) C B(O, c) for a fixed 
£ 2: 1, 'Vn 2: n0 . Hence S1n c Un+£· Therefore S1 = Um~oUno+m£ ~ · · · ~ 
Un 0 , writing S1 as an increasing union of balls. This proves (ii). 

(iii): Fix (p, ~), p E S1 and~ a tangent vector to S1 at p. Pick R > 0. 
Then Pn = F(n)(p)---+ 0. Set F'(n)(~) = ~n· Then ~n---+ 0 also. Define 
(n: Ll = {T E C; ITI < 1}---+ C2 , (n(T) = Pn +TR~n· Ifn is large enough, 
(n(Ll) c Llk(O, c). This implies that ( = F(n)- 1 o (n : Ll ---+ S1n c n. 
Moreover ((0) = p, ('(0) = F- 1 (n)'(R~n) = R~. Hence (iii) is proved. 

(iv): We use a modification of the Green function construction in­
troduced by Hubbard ([H]). Write F(n) = (!]', ... , JJ:). 
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We define <Pn : ck ---+ R by <Pn(z) = max{ Iff I, ... ' IJ.rl, 7Jn}· Each 
<Pn is a continuous function on ck. 

Lemma 2.1. 1/Jn := Io~ff" ---+ 1/J, 1/J plurisubharmonic on Ck. 

Proof: We show first that ¢n+l ~ (7 + 1)¢~. 

(a): <Pn(z) ~ 1: 

max{l(ff)d + P1(ff, · · ·, J.r)l, IP2I, · · ·, IPkl, 7Jn+l} 

< max{¢~+ 77Jn+t.77Jn+1,7Jn+l} 

< max{¢~+ 77J~,7J~} 
< (7+1)¢~. 

(b): <Pn(z) > 1: 

max{l(ff)d + P1(ff, · · ·, J.r)l, IP2I, · · ·, IPkl, 7Jn+l} 

< max{¢~+ 77Jn+l¢~-l, 77Jn+l¢~-1, 7Jn+l} 

< max{¢~+ 7¢~-I, 1} 

< (7 + 1)¢~. 

Hence log¢ntl < log(r+l) + ~ which implies that the sequence dn+l _ dn+i dn 

{ log¢n ""'log(7+1)} 
dn + L....- dJ+l 

j>n 

is monotonically decreasing and the limit is a plurisubharmonic function 
'1/J ~ loga00 , (a priori it is possible that 1/J ::= -oo but we will show 
that this cannot happen). For simplicity we say that { lo~ff"} is almost 
monotonically decreasing to the limit 1/J. 

Lemma 2.2. n = { 1/J < 0}. 

Proof of the Lemma: Assume that 1/;(z) < 0. Then for all large 
n and some constant s < 0, 

log <Pn(z) 0 dn <s<. 
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Hence ¢n(z) < ed"s which implies that lfj(z)l < ed"s,j = 1, ... , k 
and hence F(n)(z) ........ 0, so zEst. 

Next assume that z E n. Then F(n)(z) E ~(0, c) for all large n. 
This implies that 1/Jn ( z) < 0 for all large n and hence that 1/J ( z) :S 0. 

Next, let zn = F-1 (n)(O). So for n 2:: no, zn En. Then ¢n(zn) =Tin· 
Therefore 

1/J( zn) < 
log¢n(zn) L log(r + 1) 

dn + dHl 
j>n 

logryn L log(r + 1) 
~ + dJ+l 

j>n 

l Llog(r+1) 
ogan + dJ+l 

j>n 

< L log(r + 1) 
loga1 + dJ+l 

j>n 

< 1 log(r + 1) 
ogal + dn 

< 0 

for all large enough n. Since 1/J:::; 0 on n and 1/;(z) < 0 at some point in 
n, it follows from the subaveraging principle that 1/J < 0 everywhere on 
n. 

It remains only to show the 1/J is not constant on n. Suppose that 
1/J1n = a: < 0. First note that n is not all of C2 . For example, it is easy 
to estimate that F(n)(z) goes to infinity for any z = (x, 0, ... , 0), x >> 
1 since the z1 coordinate of the iterates grows much faster than any 
of the other coordinates. Pick a point z0 E n. Then there exists a 
number R > 0 so that the ball B(z0 , R) c n while there is a point 
p E 8B(z0 , R) nan. By the above lemma we know that 1/J(p) 2:: 0. By the 
subaveraging property of plurisubharmonic functions, 1/J(p) is bounded 
above by the average on any small ball B(p, E). Since 1/J = a: < 0 on 
almost half the ball and since 1/J is upper semicontinuous, this leads to 
a contradiction when E is small enough. This contradiction shows that 
1/J is nonconstant on n. This proves (iv). (We have also ruled out here 
that 1/J = -oo, as promised.) 
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§3. Proofs of further results. 

In this section we study in more detail the properties of n and its 
defining function'¢ as given in Theorem 1.4. Hubbard ([H]) introduced 
a filtration of C2 which has proved very useful in the investigation of 
Henan maps. We use the natural generalization of this filtration to Ck. 

Definition 3.1 (Filtration). Set R := 2r + 2. 

v .- ~(O,R) 

v+ .- {z E Ck; lz1l ~ R, max{lz2l, ... , izkl}:::; lz1l} 
v- .- {z E Ck; max{lz2l, ... , izkl} 2: R, lz1l:::; max{lz2l, · · ·, lzkl}}. 

The basic properties of this filtration is given in the following Lemma. 
Fix any integer n > n0 , where n0 is large enough. (More precisely, we 
will need 377]~~~ 1 :::; 1, T Rd-277no :::; 1, ( * ).) For z = (z1, ... , zk), set z' = 
(zi; ... , zD =Fn(z). Set m=max{lz2l, ... , lzkl}, m' =max{lz~l, ... , lz~l}. 

Lemma 3.2. Assume n >no. 
{i) Suppose z E v+. Then z' = Fn(z) E int(V+) and lzil > 2lz11· 
{ii) If z E V, then z' E V U v+. 
{iii) If z E v-, then m':::; rmd-1'f/n· 
{iv) Suppose that lz1l ~ 2ramax{m, 'f/n-d for some a~ 1. Then lzil 2: 
3ramax{m', 'f/n} and llzil-lz1ldl:::; T'f/n max{l, lz1ld-1 }. 

The proof is straightforward and will be omitted. 
We show next that no orbit can stay in v- forever. 

Lemma 3.3. Suppose that z E Ck. Then there exists an integer 
n = n(z) so that F(n)(z) E V U v+ for all n ~ n(z). 

Proof: By Lemma 3.2, (i) and (ii), it suffices to show that for 
some n > n0 , F(n)(z) E V U v+. Suppose to the contrary that F(no + 
l)(z) =: z1' ... 'F(no + f)(z) =: ZR.' ... E v- for all f ~ 1. Let m£ := 
max{lz~l, ... , lzkl}. Then applying Lemma 3.2, (iii), we obtain 

m£+1 < d-1 
TmR. 'f/no+R. 

< Tmd-1ad' R. 1 
logm£+1 < 

logr logm£ 
d£+1 d£+1 + ~ + loga1 
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It follows that the sequence lo~~£ will eventually decrease by at least 
lo~ a 1 each step. This implies that eventually lo~~' < 0 which implies 
that m£ < 1, contradicting that m£ 2 R. This proves the Lemma . 

• 
Theorem 3.4. The set U = {z E Ck; 1/J(z) > loga00 } is open and 

1/J is pluriharmonic on U. 

Lemma 3.5. If'ljJ(z) > loga00 then there exists n arbitrarily large 
so that lzf I > 2T max{ lz21, ... , lzk' I, 1Jn}· 

Proof of the Lemma: Pick two constants o:, (3, min{'ljJ(z), 0} > 
log a > log (3 > log a00 • There exists a large integer n 1 so that if n 2 n 1 
then an < (3. Suppose that for some n2 2 n1, 

lzfl :::; 2T max{lz~l, ... , lzk'l, 7Jn}, V n 2 n2. 

Set mn := max{lz21, ... , lzk'l}. Suppose that for some n 2 n2, we 
have that mn 2 1. Then IPJ(zn)l :::; T1Jn+1(2Tmn)d-l. Hence mn+l :::; 
Td(3dn+t m~2d-l. Therefore, 

< 

< 

log T 1 (3 log mn (d ) log 2 --+ og +--+ -1--dn dn dn 
1 logmn 
- log (3 + -d-- if n2 is large enough 2 n 

This easily implies that for some large n, log mn < 0 so mn < 1. 
Now suppose that n 2 n2 and that mn < 1. Then IPJ(zn)l :::; T1Jn+l· 
Hence 

1>n+l max{lzf+ll, · · ·, lz~+ll, 77n+l} 

< 2T max{lz~+ll, ... , lz~+ 1 1, 7Jn+l} 

< 2Tmax{T7Jn+1,7Jn+l} 

2T27Jn+l 

B t th log <l>n+l < log(2T2 ) 1 < log(2T 2 ) 1 (3 Th' u en ~ _ ~ + og an+l _ ~ + og . IS con-
tradicts that 1/J ( z) > log a if n 2 is chosen even larger. 
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• 
Proof of the Theorem: Suppose that 'lj;(z) > loga00 • Then by 

Lemma 3.5 there exists an arbitrarily large integer n1 so that 

By continuity this inequality holds for all w in some neighborhood V 
of z. But then by Lemma 3.2(iv) this inequality is still true for all n 2:: n2 
on V. Hence 'l/Jn =log If! I on V. Therefore the 'l/Jn are pluriharmonic on V. 
Moreover, they converge (almost) monotonically to a limit '¢ which has 
a finite value at z. Hence the limit is pluriharmonic on V. In particular, 
'¢ is continuous on V so { ( E Ck; '¢( () > log a00 } contains an open 
neighborhood of z. 

• 
Lemma 3.6. Let Kcompact C {'¢ < c1},loga00 < c1 < c2. Then 

there exists for any f > 0 an open set U C { '¢ < c2} and an automor­
phism <I> of Ck so that <I>(U) = Bk(o, 1), <I>(K) c Bk(O, €). 

Proof: Since '¢ < c1 on K, there exists an integer N so that 
'l/Jn < c1 for all n 2:: N. Hence lo~,t" < Ct on K \;/ n 2:: N. This 
implies that lfjl < ec1 d" on K, n 2:: N, j = 1, ... , k. Suppose next 

that w E Ck and lfj(w)l < Rec1d" for some n 2:: N, j = 1, ... , k. 

Then ¢n(w) = max{lf!l(w), ... , lfk'l(w), "ln}· Hence 'l/Jn = log~~(w) < 
iog Reel d"" log adn 

max{ d" ,~}.Wecanassumethatlogan <ct.Hence'¢n(w) < 
max{ 10J,R +ct, ct} < c2, n large. This completes the proof of the Lemma . 

• 
Theorem 3. 7. For any c > log a00 the sublevel set { '¢ < c} is 

connected and is a short Ck. 

Proof: We can write{'¢< c} = U~=1K~ompact,Kn C int(Kn+d· 
We next find a sequence of open sets Un, Kn C Un CC Un+l . CC 

{'¢ < c} and biholomorphic maps <I>n : ck ----> ck so that <I>n(Un) = 
1 --B(O, 1), <I>n+t(Un) C B(O, :;;;)·If we have found Un, set K = Un U Kn+l· 

Then there exists log a00 < c1 < c2 < c so that K C { '¢ < c1}. We apply 
Lemma 3.6 to find Un+l C { '¢ < c2}. 
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• 
In the same way we get: 

Theorem 3.8. Let H be a Henan map, and let c+ ([Hj) be the 

pluricomplex Green function, c+(z) = limn_,oo log+ lk~"(zlll, d = degree 

H. Then for every c > 0, {G+ < c} is a "short" C2 . 

Next we discuss the nature of the set '1/J = log a00 when a00 = 0. 
Notice that any Ck contained in a sublevel set { '1/J < c} must be contained 
in {'lj; = loga00 }. Since {'1/J = -oo} is a pluripolar set, there is no ck 
contained in any sublevel set of '1/J in this case. 

Lemma 3.9. Let 8, E, R > 0 be given. If a E C, 0 < lal small 

enough, then Jlog lz~+awl -log lzlj < E if lzl, lwl ::::; R, lzl 2: 8. Moreover 

loglz~+awl < log8 + 1 on {lzl::::; 8, lwl::::; R}. 

Proof: Let lal < ~. Then if (z, w) E K := { 8::::; lzl ::::; R, lwl ::::; R}, 
lz2 +awl 2: lzl 2 - law I > 82 - laiR > 0. We get, for (z, w) E K, 
log lz~+awl -log lzl = ~log J1 +a;; J. Since 171 ::::; Ia I it we can clearly 
choose I a I small enough that I log 11 + 711 < E. The last part is obvious . 

• 
Theorem 3.10. Let Fn(z, w) = (z2 + anw, anz). Suppose that 

lanl ~ 0 sufficiently rapidly. Then {'1/J = -oo} =: P has the following 
shape: P \ (0) is closed in C2 \ (0) and is foliated by Riemann surfaces. 

Proof: Suppose that {ajh:Sn have been chosen. Set F(n) = (!]', f2'). 
- lo If" I Let Xn = {!]' = 0}. Then Xn is the pole set of '1/Jn = ~· Set 

Un = {(z,w);~::::; max{lzl,lwl}::::; n}. Set Vn = {(z,w);~n < -n}. Let 
{/; = maxNn, -n}. Then Xn C Vn. F(n)(Xn) = {z = 0}. If 8 > 0 is 
small enough, then F(n)({max{lzl, lwl}::::; n}) C ~2 (0,R) for some R > 
0 and F(n)(Vn) :::) {lzl ::::; 8, lwl ::::; R}. Set E = 1. We apply Lemma 3.9 to 
find a constant a= an+l, 0 < lan+ll << lanl 2 so that if Fn+ 1 (z, w) = 
(z2 + an+lW, an+lz) then 

I log lz2 ~ an+lwl -log lzll < 1, 8::::; lzl::::; R, lwl::::; R. 

Moreover, log lz2 + an+lwl < log 8 + 1 on {lzl ::::; 8, lwl ::::; R}. It 
follows that 



and 

I log Iff+! I _log lffll <~if 8 <Ifni< R Ifni < R. 
2n+1 2n 2n - 1 - ' 2 -

Choosing 8 even smaller, we may assume that lo2gn'tt1 < -n- 1. 

Suppose that lzl, lwl ~ n. Then lff(z, w)f, lff(z, w)l ~ R. 
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(i) lff(z,w)l ~ 8. Then (z,w) E Vn and hence -¢n(z,w) -n. 
Moreover, -0n+1(z, w) = max{~n+1(z, w), -n- 1} = -n- 1. 

(ii) lff(z, w)l ~ 8. Then l~n(z, w)- ~n+1(z, w)l ~ 2~. Hence, 

- - 1 
I max{¢n, -n- 1}- max{¢n+l, -n -1}1 ~ 2n · 

Suppose -0n > -n. Then ~n > -n so ~n+l > -n - 1, so l-¢n -
A 1 A 

¢n+11 ~ 2,. whenever 1/Jn > -n. 

Next observe that {z2 + an+1w = 0} is a parabola of the form 
2 • 

w = __ z_. Hence on Un, Xn+l cons1sts locally of two graphs over Xn 
an+I 

and these can be chosen arbitrarily close to Xn. 

The above shows that¢= -oo is the limit in the Hausdorff metric 
of {Xn} and this has the desired laminar structure. 

• 
Theorem 3.11. Let Fn = (z2 + anw, anz). 

Suppose that 0 < fanl < c < 1 and fan+1f ~ fanlt for some 1 < t < 2. 
Then the basin of attmction of 0 is biholomorphic to C2 • 

Proof: We first estimate the rate of convergence towards the origin. 
So assume that (zo,wo) EKcompact en. Set (zn,wn) ~F(n)(zo,wo), 8n = 

SUP(zo,wo)EK max{lznf,lwnf}. 

Lemma 3.12. There exists an no= no(zo, zo) > 0 and a constant 
o: > 0 so that if n > no, 8n+k ~ fan+k+1ic"'k for all k ~ 0. 

We omit the details of the proof. 
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Set An := F~(O). Then An(z, w) = (anw, anz) and A;- 1 (z, w) = 
( W /an, z/an)· Hence, A;- 1oFn -I d = ( a;:,z, z 2 ~:nw) -(z, w) = (0, z 2 /an)· 

Next estimate A1 1 o · · · A~~ 1 o Fn+l o · · · F1 for large n. 
We get IIA11 o · · · A~~l oFn+l o · · · F1- A1 1 o · · · A;- 1 oFn o · · · Fd = 

IIA1 1 0 · · · A;- 1 (A~~l ° Fn+l- I d) ° Fn · .. Fd :::; la11· 1·lanll~~~1:1 
Now observe that fork 2: 0 we have bn+k+l :S 5;;,+k+lan+k+ll5n+k :S 

bn+klan+k+ll(cak + 1). Hence, inductively, we have 

We can also rewrite this estimate as bt:::; C 1la1a2 ···at! for a large 
constant C 1 and for all £. Notice that by Lemma 3.12 we also have 
bt :S C2la£+1leo:£ for all£ 2: 0. 

< 

< 

< 

IIA11 0 "· A~~l 0 Fn+l 0 · • · F1- A1 1 0 • "A~ 1 0 Fn 0 "· Fd 

J;;, 
la1 · · · an+ll 

bn bn 

la1 · "anllan+ll 
C1 C2ean 

This implies uniform convergence on compact subsets of n. Next we 
show that the limit map is a biholomorphic map from n onto C2 . 

First it is clear, since the Jacobian determinant at the origin is 
always equal to one and never vanishes for any ~~>n := A1 1 o · · · A;- 1 o 
Fn o · · · F1 , that the limit map If> : n ----t C2 has a Jacobian which never 
vanishes. Hence If> is locally one-to-one. To show that If> is globally 
one-to-one assume to the contrary that ll>(p) = ll>(q), q -1- p. Then two 
small neighborhoods of p, q are mapped onto the same neighborhood of 
ll>(p). By the open mapping theorem it follows that the same holds for 
small perturbations of If> and hence for ~~>n for large n. This contradicts 
that each ~~>n is one-to-one. 

It remains to show that If> is onto C2 . 
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Lemma 3.13. Let Ro > 0. Then there exists a number n0 large 
enough so that if 0 < R :::; Ro and n 2: n0 , then 

Fn+l(~2 (0, Rla1 ···ani)) ::l ~2 (0, Rla1 · · · an+lle- 2Roc"12 ). 

Proof: Let j 2: 0 be the integer for which cti+ 1 < lan+ll :::; cti. 

One shows at first with a short calculation that la1 ···ani ::=; cn/2 lan+ll 
if n 2: no. 

To complete the proof of the Lemma, we show that if 

(z,w) E 8~2 (0,Ria1···anl) 

then (z', w') E C2 \ ~2 (0, Rla1 · · · an+lie- 2Roc" 12 ). 

Assume at first that lzl = Rla1 ···ani· Then 

lw'l = lan+lllzl 2: Rial · · · an+ll > Rla1 · · · an+lle- 2Rocnl 2 

so we are done. Assume next that lwl = Rla1 ···ani, lzl :::; Rla1 ···ani· 
Then 

lz'l lz2 + an+lwl 

> lan+lllwl- (Rial··· anl)2 

> Rla1 · · · an+ll - Rla1 ···an IRe~ lan+ll 
> Rla1 · · · an+ll(l- Rc~) 

> Rl I -2Rc~ > a1· · ·an+l e ,n _no 

> Rl I -2Roc~ a1 · · · an+l e , 

• 
Next, fix a number R0 > 0. We want to prove that ci>(f!) ::l 

~2 (0, ~).Fix n0 large as in the above Lemma and define U := {(z, w) E 

C2 ; F(no)(z, w) E ~2 (0, Rola1 · · · ano 1). Then U is compact in n. Us­
ing the above Lemma, it follows for any n 2: no that F(n)(U) ::l 

~2 (0, Rola1 · · · anle- 2Ro E .. ~~o c~) ::l ~2 (0, ~la1 · · ·lanl) Hence it fol­
lows that cl>n(U) ::l ~2 (0, ~) for all n 2: n0 • Hence ci>(f!) ::l ci>(U) ::l 

~2 (0, 1~n- Since R0 was arbitrary it follows that ci>(f!) = C2 • 

• 
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