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Abstract. 

Let (W, /-L, H) be an abstract Wiener space assume two v;, i = 
1, 2 probabilities on (W, B(W)). Assume that the Wasserstein dis­
tance between v1 and v2 with respect to the Cameron-Martin norm 

is finite, where the infimum is taken on the set of probability measures 
{3 on W x W whose first and second marginals are v1 and v2 and that 
v1 has regular disintegration along a sequence of finite dimensional 
projections. Then there exists a unique (cyclically monotone) map 
T = Iw + €, with € : W ---+ H, such that T maps v1 to v2 and 
the measure 'Y = (I X T)v1 is the unique solution of the Monge­
Kantorovitch problem. Besides, if v2 « 11-1), then Tis stochastically 
invertible, i.e., there exists S : W ---+ W such that SoT = Iw 
v 1 a.s. and To S = Iw v2 a.s. If v1 = 11-, then there exists a 1-
convex function tf> in the Gaussian Sobolev space ID2, 1, such that 
€ = 'iltf>. These results imply that the quasi-invariant transformations 
of the Wiener space with finite Wasserstein distance from 11- can be 
written as the composition of a transport map T and a rotation, 
i.e., a measure preserving map. We give also 1-convex sub-solutions 
using by calculating the Gaussian jacobian. Finally the full solutions 
of the Monge-Ampere equation on W are given with the help of the 
Ito calculus. 

§1. Introduction 

In 1781, Gaspard Monge has published his celebrated memoire about 
the most economical way of earth-moving [20]. The configurations of 

Received March 6, 2003. 
l) In fact this hypothesis is too strong, cf. Theorem 4.1. 
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excavated earth and remblai were modelized as two measures of equal 
mass, say p and v, that Monge had supposed absolutely continuous with 
respect to the volume measure. Later Ampere has studied an analogous 
question about the electricity current in a media with varying conductiv­
ity. In modern language of measure theory we can express the problem 
in the following terms: let W be a Polish space on which are given two 
positive measures p and v, of finite, equal mass. Let c(x, y) be a cost 
function on W x W, which is, usually, assumed to be positive. Does 
there exist a map T : W --+ W such that T p = v and T minimizes the 
integral 

fw c(x, T(x))dp(x) 

between all such maps? The problem has been further studied by Appell 
[1, 2] and by Kantorovitch [16]. Kantorovitch has succeeded to trans­
form this highly nonlinear problem of Monge into a linear problem by 
replacing the search for T with the search of a measure 'Y on W x W 
with marginals p and v such that the integral 

f c(x, y)d'Y(x, y) 
lwxw 

is the minimum of all the integrals 

[ c(x,y)df3(x,y) 
lwxw 

where {3 runs in the set of probability measures on W x W whose 
marginals are p and v. Since then the problem addressed above is called 
the Monge problem and the quest of the optimal measure is called the 
Monge-Kantorovitch problem. 

In this paper we survey and complete the recent results ( cf. [12, 13]) 
about the Monge-Kantorovitch and the Monge problem in the frame 
of an abstract Wiener space with a (infinitesimal) cost function c on 
W x W, which is singular with respect to the natural Frechet topology 
of this space. Let us explain all this more rigourously: let W be a 
separable Frechet space with its Borel sigma algebra B(W) and assume 
that there is a separable Hilbert space H which is injected densely and 
continuously into W, thus the topology of His, in general, stronger than 
the topology induced by W. The cost function c : W x W --+ IR+ U { oo} 
is defined as 

c(x,y) = lx- Ylk, 
we suppose that c(x, y) = oo if x- y does not belong to H. Clearly, 
this choice of the function c is not arbitrary, in fact it is closely related 
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to Ito Calculus, hence also to the problems originating from Physics, 
quantum chemistry, large deviations, etc. Since for all the interesting 
measures on W, the Cameron-Martin space is a negligeable set, the cost 
function will be infinity very frequently. Let E{p, v) denote the set of 
probability measures on W x W with given marginals p and v. It is 
a convex, compact set under the weak topology u(E, Cb(W x W)). As 
explained above, the problem of Monge consists of finding a measurable 
map T: W--+ W, called the optimal transport of p to v, i.e., Tp = v2> 

which minimizes the total cost 

U--+ fw lx- U(x)lkdp(x), 

between all the maps U : W --+ W such that Up = v. The Monge­
Kantorovitch problem will consist of finding a measure on W x W, which 
minimizes the function()--+ J(8), defined by 

{1.1) J(8) = [ lx- Yi~d8(x, y), 
lwxw 

where8runsinE{p,v). Notethatinf{J{8): () E E{p,v)}isthesquareof 
Wasserstein metric dn(p, v) with respect to the Cameron-Martin space 
H. 

Any solution 'Y of the Monge-Kantorovitch problem will give a solu­
tion to the Monge problem provided that its support is included in the 
graph of a map. Hence our work consists of realizing this program. Al­
though in the finite dimensional case this problem is well-studied in the 
path-breaking papers ofBrenier [4] and McCann [18, 19], cf. also [25, 26], 
the things do not come up easily in our setting and the difficulty is due 
to the fact that the cost function is not continuous with respect to the 
Frechet topology of W, for instance the weak convergence of the prob­
ability measures does not imply the convergence of the integrals of the 
cost function. In other words the function lx- Yl~ takes the value plus 
infinity "very often". On the other hand the results we obtain seem to 
have important applications to several problems of stochastic analysis 
that we shall explain while enumerating the contents of the paper. 

In Section 2, are given the basic results of functional analysis on 
the Wiener space {cf., for instance [10, 28]) and the related probabilistic 
theory of convex functions developed in [11]. Section 3 deals with the 
derivation of some inequalities which control the Wasserstein distance. 

2) We denote the push-forward of p by T, i.e., the image of p under T, by 
Tp. 
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In particular, with the help of the Girsanov theorem and the Ito cal­
culus, we give a very simple proof of an inequality, initially discovered 
by Talagrand ([24]), some simple applications are also illustrated. The 
facility with which one obtains these results gives an idea about the ef­
ficiency of the infinite dimensional techniques, namely the Ito calculus 
for the Monge-Kantorovitch like problems. 

In Section 4 we give the full statement for the existence and the 
uniqueness of solution of the Monge problem and the uniqueness of the 
solution of the Monge-Kantorovitch problem under the hypothesis that 
the Wasserstein distance is finite. We have avoided to give the cor­
responding proofs which are quite technical ( cf. [13]), however all the 
applications are provided with proofs or explanations in such a way that 
the reader can have an idea about how to do it. 

· Section 5 studies the Monge-Ampere equation for the measures which 
are absolutely continuous with respect to the Wiener measure. First we 
define the Alexandrov versions of the Ornstein-Uhlenbeck operator and 
the second order Sobolev derivatives for 1-convex Wiener maps. With 
the help of these, we write the corresponding Jacobian using the mod­
ified Carleman-Fredholm determinant which is natural in the infinite 
dimensional case (cf., [29]). Here we have a major difficulty which origi­
nates from the pathology of the Radon-Nikodym derivatives of the vector 
measures with respect to a scalar measure: in fact even if the second 
order Sobolev derivative of a Wiener function is a vector measure with 
values in the space of Hilbert-Schmidt operators, its absolutely contin­
uous part has no reason to be Hilbert-Schmidt. Hence the Carleman­
Fredholm determinant may not exist, however due to the !-convexity, 
the deteremmants of the approximating sequence are all with values in 
the interval [0, 1]. Consequently we can construct the subsolutions with 
the help of the Fatou lemma. 

Last but not the least, in section 6, we remark that all these dif­
ficulties can be overcome thanks to the natural renormalization of the 
Ito stochastic calculus. In fact using the Ito representation theorem and 
the Wiener space analysis extended to the distributions [27], we can give 
the explicit solution of the Monge-Ampere equation. This is a remark­
able result in the sense that such techniques do not exist in the finite 
dimensional case. 

§2. Preliminaries and notations 

Let W be a separable Frechet space equipped with a Gaussian 
measure 1-£ of zero mean whose support is the whole space. The cor­
responding Cameron-Martin space is denoted by H. Recall that the 
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injection H ~ W is compact and its adjoint is the natural injection 
W* ~ H* c L 2 (J.L). The triple (W, /-L, H) is called an abstract Wiener 
space. Recall that W = H if and only if W is finite dimensional. A sub­
space F of His called regular if the corresponding orthogonal projection 
has a continuous extension toW, denoted again by the same letter. It is 
well-known that there exists an increasing sequence of regular subspaces 
(Fn, n ~ 1), called total, such that UnFn is dense in H and in W. Let 
u(np,) 3) be the u-algebra generated by 7rF,, then for any f E LP(J.L), 
the martingale sequence (E[fiu(nFJ], n ~ 1) converges to f (strongly 
if p < oo) in LP(J.L). Observe that the function fn = E[fiu(nF,)] can 
be identified with a function on the finite dimensional abstract Wiener 
space (Fn, J.Ln, Fn), where 1-Ln = 1fn/-L· 

Since the translations of 1-L with the elements of H induce measures 
equivalent to J.L, the Gateaux derivative in H direction of the random 
variables is a closable operator on LP(J.L)-spaces and this closure will be 
denoted by '\7 cf., for example [10, 28). The corresponding Sobolev spaces 
(the equivalence classes) of the real random variables will be denoted as 
IDp,k, where k E IN is the order of differentiability and p > 1 is the order 
of integrability. If the random variables are with values in some separable 
Hilbert space, say <I>, then we shall define similarly the corresponding 
Sobolev spaces and they are denoted as IDp,k(<I>), p > 1, k E IN. Since 
'\7: IDp,k----> IDp,k- 1 (H) is a continuous and linear operator its adjoint is 
a well-defined operator which we represent by 8. In the case of classical 
Wiener space, i.e., when W = C(lR+, lRd), then 8 coincides with the Ito 
integral of the Lebesgue density of the adapted elements of IDp,k(H) (c£. 
[28)). 

For any t ~ 0 and measurable f : W ----> lR+, we note by 

it is well-known that (Pt, t E lR+) is a hypercontractive semigroup on 
LP(J.L),p > 1, which is called the Ornstein-Uhlenbeck semigroup (cf. 
[10, 28)). Its infinitesimal generator is denoted by -.C and we call .C the 
Ornstein-Uhlenbeck operator (sometimes called the number operator by 
the physicists). The norms defined by 

(2.2) 

are equivalent to the norms defined by the iterates of the Sobolev deriv­
ative '\7. This observation permits us to identify the duals of the space 

3 ) For the notational simplicity, in the sequel we shall denote it by 7rF,. 
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IDp,k(<P);p > 1, k E IN by IDq,-k(<P'), with q-1 = 1- p-1, where the 
latter space is defined by replacing k in (2.2) by -k, this gives us the 
distribution spaces on the Wiener space W (in fact we can take as k 
any real number). An easy calculation shows that, formally, 8 o '\7 = £, 
and this permits us to extend the divergence and the derivative op­
erators to the distributions as linear, continuous operators. In fact 
8 : IDq,k(H 0 <P) --> IDq,k-1(<P) and '\7 : IDq,k(<P) --> IDq,k-1(H 0 <P) 
continuously, for any q > 1 and k E IR, where H 0 <P denotes the com­
pleted Hilbert-Schmidt tensor product ( cf., for instance [28]). 

Let us recall some facts from the convex analysis. Let K be a Hilbert 
space, a subset S of K x K is called cyclically monotone if any finite 
subset {(x1 , y1 ), ... , (xN, YN)} of S satisfies the following algebraic con­
dition: 

(Y1, x2-x1)+(y2, X3 -x2)+· · ·+(YN-b XN-XN-1) +(yN, X1 -XN) ~ 0, 

where (-,-) denotes the inner product of K. It turns out that S is 
cyclically monotone if and only if 

N 

~)yi, Xa(i) -Xi) ~ 0, 
i=1 

for any permutation a of {1, ... , N} and for any finite subset {(xi, Yi) : 
i = 1, ... , N} of S. Note that Sis cyclically monotone if and only if any 
translate of it is cyclically monotone. By a theorem of Rockafellar, any 
cyclically monotone set is contained in the graph of the subdifferential 
of a convex function in the sense of convex analysis ([22]) and even if 
the function may not be unique its subdifferential is unique. 
Let now (W, p,, H) be an abstract Wiener space; a measurable function 
f : W --> IR U { oo} is called 1-convex if the map 

1 
h--> f(x +h)+ 2lhl~ = F(x, h) 

is convex on the Cameron-Martin space H with values in L 0 (p,). Note 
that this notion is compatible with the p,-equivalence classes of random 
variables thanks to the Cameron-Martin theorem. It is proven in [11] 
that this definition is equivalent the following condition: Let (7rn,n ~ 1) 
be a sequence of regular, finite dimensional, orthogonal projections of 
H, increasing to the identity map IH· Denote also by 1l'n its continuous 
extension to W and define 7!';. = Iw - 7r n. For x E W, let Xn = 7r nX and 
x~ = 1!';-x. Then f is 1-convex if and only if 

1 2 ~ 
Xn--> 21xniH+f(xn+xn) 
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is 1r;!- pr-almost surely convex. 

§3. Some Inequalities 

Definition 3.1. Let e and 'f/ be two probabilities on (W, B(W)). 
We say that a probability 'Y on (W x W, B(W x W)) is a solution of the 
Monge-Kantorovitch problem associated to the couple (e, 'fl) if the first 
marginal of 'Y is e' the second one is 'f/ and if 

J('Y) = f jx- yj~d'Y(x, y) lwxw 
= inf {fwxw lx- yj~d,B(x, y) : ,BE E(e, 'fl)} , 

where E(e, 'fl) denotes the set of all the probability measures on W x W 
whose first and second marginals are respectively e and 'fl· We shall 
denote the w asserstein distance between e and 'f/' which is the positive 
square-root of this infimum, with dH(e, 'fl). 

Remark: By the weak compacteness of probability measures on 
W x W and the lower semi-continuity of the strictly convex cost func­
tion, the infimum in the definition is attained even if the functional J is 
identically infinity. 
The following result, whose proof is outlined below (cf. also[12, 13]) is an 
extension of an inequality due to Talagrand [24] and it gives a sufficient 
condition for the Wasserstein distance to be finite: 

Theorem 3.1. Let L E ILloglL(JL) be a positive random variable 
with E[L] = 1 and let v be the measure dv = LdJL. We then have 

(3.3) d~(v,JL)::; 2E[LlogL]. 

Proof: Let us remark first that we can take W as the classical 
Wiener space W = C0 ([0, 1]) and, using the stopping techniques of the 
martingale theory, we may assume that L is upper and lower bounded 
almost surely. Then a classical result of the Ito calculus implies that L 
can be represented as an exponential martingale 

Lt = exp {-lot u-rdW-r- ~lot lu-rl 2dr} , 

with L = £ 1 . Let us define u : W ---t H as u(t, x) = J: u7 dT and 
U: W ---tWas U(x) = x + u(x). The Girsanov theorem implies that 
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x--+ U(x) is a Browian motion under v, hence (3 = (U x I)v E E(p,, v). 
Let 'Y be any optimal measure, then 

J('Y) d'k(v, p,) ~ { lx- Ylkdf3(x, y) 
lwxw 

E[lul'kLJ 
2E[LlogL], 

where the last equality follows also from the Girsanov theorem and the 
Ito stochastic calculus. D 

Combining Theorem 3.1 with the triangle inequality for the Wasser­
stein distance gives: 

Corollary 3.1. Assume that vi (i = 1, 2) have Radon-Nikodym den­
sities Li (i = 1, 2) with respect to the Wiener measure p, which are in 
IL log IL. Then 

dH(v1 ,v2 ) < oo. 

Let us give a simple application of the above result in the lines of [17]: 

Corollary 3.2. Assume that A E B(W) is any set of positive 
Wiener measure. Define the H -gauge function of A as 

qA(x) = inf(lhiH : hE (A-x) n H). 

Then we have 

E[q~J ~ 2log p,(~) , 

in other words 

p,(A) ~ exp {- E[~~J } . 

Similarly if A and B are H -separated, i.e., if Ae n B = 0, for some 
c > 0, where Ae = { x E W : qA ( x) ~ c}, then 

p,(Ac) < _1_e-e2 /4 
e - p,(A) 

and consequently 

p,(A)p,(B) ~ exp (-~) 
Remark 3.1. We already know that, from the 0- 1-law, qA is 

almost surely finite, besides it satisfies I qA ( x + h) - qA ( x) I ~ I hI H, hence 
E[exp >.q~J < oo for any>. < 1/2 (cf. the Appendix B.B of [29]). In fact 
all these assertions can also be proved with the technique used below. 
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Proof: Let v A be the measure defined by 

1 
dvA = JL(A) 1AdJL. 
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Let 'YA be the solution of the Monge-Kantorovitch problem, it is easy to 
see that the s:upport of 'YA is included in W x A, hence 

lx- YIH ~ inf{jx- ziH : z E A} = qA(x), 

'Y A -almost surely. This implies ·in particular that qA is ahnost surely 
finite. It follows now from the inequality {3.3) 

E[q!J $ -2logJL(A), 

hence the proof of the first inequality follows. For the second let B = 
A~ and let 'YAB be the solution of the Monge-Kantorovitch problem 
corresponding to vA, VB· Then we have from the Corollary 3.1, 

Besides the support of the measure 'YAB is in Ax B, hence 'YAB-almost 
surely lx - YIH ~ c and the proof follows. D 

§4. Construction of the transport map 

In this section we call optimal every probability measure4> 'Y on 
W x W such that J('Y) < oo and that J('Y) $ J(O) for every other 
probability (} having the same marginals as those of 'Y. We recall that a 
finite dimensional subspace F of W is called regular if the corresponding 
projection is continuous. Similarly a finite dimensional projection of H 
is called regular if it has a continuous extension to W. 

The proof of the next theorem, for which we refer the reader to [13], 
can be done by choosing a proper disintegration of any optimal measure 
in such a way that the elements of this disintegration are the solutions of 
finite dimensional Monge-Kantorovitch problems. The latter is proven 
with the help of the section-selection theorem [6]. 

Theorem 4.1 (General case). Suppose that p and v are two prob­
ability measures on W such that 

dH(P, v) < oo. 

4) In fact the results of this section are essentially true for the bounded, 
positive measures. 
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Let (11"n, n ~ 1) be a total increasing sequence of regular projections (of 
H, converging to the identity map of H). Suppose that, for any n ~ 1, 
the regular conditional probabilities p( · l1r; = x.l) vanish 1r; p-almost 
surely on the subsets of (1r;)-1 (W) with Hausdorff dimension n- 1. 
Then there exists a unique solution of the Monge-Kantorovitch problem, 
denoted by 'Y E :E(p, v) and 'Y is supported by the graph of a Borel map 
T which is the solution of the Monge problem. T : W --+ W is of the 
form T = Iw + ~ , where ~ E H almost surely. Besides we have 

d'k(P, v) = r IT(x) - xlkd'Y(x, y) 
lwxw 

fw IT(x) - xlkdp(x), 

and for 1r; p-almost almost all x;, the map u --+ ~( u + x;) is cyclically 
monotone on (11";)-1{x;}, in the sense that 

N 

L (ui + ~(x* + ui), Ui+l- ui) H ~ 0 
i=l 

1r;p-almost surely, for any cyclic sequence {u1, ... ,uN,uN+l = ul} 
from 11"n(W). Finally, if, for any n ~ 1, 1r:j;v-almost surely, v(·l11":j; = 
y.l) also vanishes on the n-1-Hausdorff dimensional subsets of(11":j;t1(W), 
then T is invertible, i.e, there exists S : W --+ W of the form S = Iw +"' 
such that 'f/ E H satisfies a similar cyclic monotononicity property as ~ 
and that 

1 = 'Y{(x,y)EWxW:ToS(y)=y} 

= 7{(x,y) E W X W: SoT(x) =x}. 

In particular we have 

dk(p, v) r IS(y) - Ylkd'Y(x, y) 
lwxw 

= fw IS(y) - Ylkdv(y). 

Remark 4.1. In particular, for all the measures p which are ab­
solutely continuous with respect to the Wiener measure J..L, the second 
hypothesis is satisfied, i.e., the measure p( ·l1r;j; = x;) vanishes on the 
sets of Hausdorff dimension n- 1. 

The case where one of the measures is the Wiener measure and the 
other is absolutely continuous with respect to J..L is the most important 
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one for the applications. Consequently we give the related results sepa­
rately in the following theorem where the tools of the Malliavin calculus 
give more information about the maps~ and 'TJ of Theorem 4.1: 

Theorem 4.2 (Gaussian case). Let v be the measure dv = LdJ.L, 
where L is a positive random variable, with E[L] = 1. Assume that 
dH(J.L, v) < oo {for instance L E L log L). Then there exists a 1-convex 
function ¢ E ID2,1 , unique upto a constant, such that the map T = 
Iw + V'¢ is the unique solution of the original problem of Monge. More­
over, its graph supports the unique solution of the Monge-Kantorovitch 
problem 'Y. Consequently 

(Iw x T)J.L = 'Y 

In particular T maps J.L to v and Tis almost surely invertible, i.e., there 
exists some T- 1 such that T- 1v = J.L and that 

1 J.L{x:T- 1 oT(x)=x} 

= v{yEW:ToT- 1(y)=y}. 

Remark 4.2. Assume that the operator V' is closable with respect 
to v, then we have 'TJ = V' '1/J. In particular, if v and J.L are equivalent, 
then we have 

T-1 = Iw + V''I/J, 

where is '1/J is a 1-convex function. 

Remark 4.3. Let (en, n E lN) be a complete, orthonormal in H, 
denote by Vn the sigma algebra generated by { 8e1 , ... , 8en} and let Ln = 
E[LIVnl· If ¢n E ID2,1 is the function constructed in Theorem 4.2, 
corresponding to Ln, then, using the inequality (3.3} we can prove that 
the sequence (¢n,n E lN) converges to¢ in ID2 ,1 . 

Remark 4.4. Assume that L E L~(J..L), with E[L] = 1 and let 
(Dk, k E IN) be a measurable partition of W such that on each Dk, L is 
bounded. Define dv = LdJ.L and vk = v(-IDk)· It follows from Theorem 
3.1, that dH(J.L, vk) < oo. Let then Tk be the map constructed in Theorem 
4.2 satisfying TkJ.L = vk. Define n(dk) as the probability distribution on 
lN given by n({k}) = v(Dk), k E lN. Then we have 

f f(y)dv(y) = f f(Tk(x))J.L(dx)n(dk). 
lw lwxJN 

A similar result is given in [9], the difference with that of above lies in 
the fact that we have a more precise information about the probability 
space on which T is defined. 
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Let us give some applications of the above theorem to the factoriza­
tion of the absolutely continuous transformations of the Wiener measure. 

Assume that V = Iw + v : W --+ W be an absolutely continuous 
transformation and let L E L~ (J-L) be the Radon-Nikodym derivative of 
VJ-L with respect to J.l-· Let T = Iw + V'¢ be the transport map such 
that TJ-L = L.J-L. Then it is easy to see that the map s = r-1 o V is a 
rotation, i.e., SJ.l- = J.l- (cf. [29]) and it can be represented as s = Iw +a. 
In particular we have 

(4.4) a+V'¢os=v. 

Since¢ is a 1-convex map, we have h--+ ~lhlh+¢(x+h) is almost surely 
convex (cf. [11]). Lets'= lw+a' be another rotation with a': W--+ H. 
By the 1-convexity of¢, we have 

1 1 .( ) 21a'lh + ¢ o s' ~ 21alh + ¢ o s + a+ V'¢ o s, a'- a H, 

J.J--almost surely. Taking the expectation of both sides, using the fact 
that sands' preserve the Wiener measure J.l- and the identity (4.4), we 
obtain 

E [~ lal~- (v,a)H] ~ E [~la'l~- (v,a')H] 

Hence we have proven the existence part of the following 

Proposition 4.1. Let R 2 denote the subset of L2 (J-L, H) whose ele­
ments are defined by the property that x --+ x + 17(x) is a rotation, i.e., 
it preserves the Wiener measure. Then a is the unique element of R 2 

which minimizes the functional 

Proof: The only claim to prove is the uniqueness and it follows 
easily from Theorem 4.2. 0 

The following theorem, whose proof is rather easy, gives a better 
understanding of the structure of absolutely continuous transformations 
of the Wiener measure: 

Theorem 4.3. Assume that U : W --+ W be a measurable map and 
L E L log IL a positive random variable with E[L] = 1. Assume that the 
measure v = L · J.l- is a Girsanov measure for U, i.e., that one has 

E[f o U L] = E[f] , 
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for any f E Cb(W). Then there exists a unique map T = Iw + '\1¢ 
with ¢ E ID2,1 is !-convex, and a measure preserving transformation 
R : W -+ W such that U o T = R J.L-almost surely and U = R o r-1 

v-almost surely. 

Another version of Theorem 4.3 can be announced as follows: 

Theorem 4.4. Assume that Z : W -+ W is a measurable map such 
that ZJ.L « J.L, with dH(ZJ.L, J.L) < oo. Then Z can be decomposed as 

Z=Tos, 

where Tis the unique transport map of the Monge-Kantorovitch problem 
for 'E(J.L, ZJ.L) and s is a rotation. 

Although the following result is a translation of the results of this 
section, it is interesting from the point of view of stochastic differential 
equations: 

Theorem 4.5. Let (W, J.L, H) be the standard Wiener space on IRd, 
i.e., W = C(IR+, IRd). Assume that there exists a probability P « J.L 
which is the weak solution of the stochastic differential equation 

dyt = dWt + b(t, y)dt, 

such that dH(P, J.L) < oo. Then there exists a process (Tt, t E IR+) 
which is a pathwise solution of some {anticipative) stochastic differential 
equation whose law is equal to P. 

Proof: Let T be the transport map constructed in Theorem 4.2 
corresponding to dP/dJ.L. Then it has an inverse r-1 such that J.L{T- 1 o 
T(x) = x} = 1. Let¢ be the 1-convex function such that T = Iw + '\1¢ 
and denote by (D8 ¢, s E IR+) the representation of '\1¢ in L 2 (IR+, ds). 
Define Tt(x) as the trajectory T(x) evaluated at t E IR+. Then it is easy 
to see that (Tt. t E IR+) satisfies the stochastic differential equation 

Tt(x) = Wt(x) + 1t l(s, T(x))ds , t E IR+, 

where Wt(x) = x(t) and l(s,x) = D8 ¢ o r-1 (x) if x E T(W) and zero 
otherwise. D 
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§5. The Monge-Ampere equation 

Assume that W = lRn and take a density L E IL log IL. Let¢ E ID2, 1 

be the 1-convex function such that T = I+ '\7¢ maps 11- to L · 11-· Let 
S =I+ '\11/J be its inverse with 1/J E ID2,1 . Let now '\7~¢ be the second 
Alexandrov derivative of¢, i.e., the Radon-Nikodym derivative of the 
absolutely continuous part of the vector measure '\72¢ with respect to 
the Gaussian measure 11- on lRn. Since ¢ is 1-convex, it follows that 
'\72¢ ~ -IlR" in the sense of the distributions, consequently '\7~¢ ~ 
-IlR" 11--almost surely. Define also the Alexandrov version La¢ of L¢ as 
the Radon-Nikodym derivative of the absolutely continuous part of the 
distribution L¢. Since we are in finite dimensional situation, we have 
the explicit expression for La¢ as 

La¢(x) = ('V¢(x), x)JR"- trace ('V~¢) 

Let A be the Gaussian Jacobian 

Remark 5.1. In this expression as well as in the sequel, the notation 
det2(IH +A) denotes the modified Carleman-Fredholm determinant of 
the operator IH +A on a Hilbert space H. If A is an operator of finite 
rank, then it is defined as 

n 

det2 (IH +A) = IT (1 + li)e-1' , 

i=l 

where (li, i :S n) denotes the eigenvalues of A counted with respect to 
their multiplicity. In fact this determinant has an analytic extension to 
the space of Hilbert-Schmidt operators on a separable Hilbert space, cf. 
[7] and Appendix A.2 of [29]. As explained in [29], the modified deter­
minant exists for the Hilbert-Schmidt operators while the ordinary de­
terminant does not, since the latter requires the existence of the trace of 
A. Hence the modified Carleman-Fredholm determinant is particularly 
useful when one studies the absolute continuity properties of the image 
of a Gaussian measure under non-linear transformations in the setting 
of infinite dimensional Banach spaces (cf., [29] for further information). 

It follows from the change of variables formula given in Corollary 
4.3 of [19], that, for any f E Cb(lRn), 

E[f o T A] = E [f 1a<P(M)] , 
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where M is the set of non-degeneracy of JIRn + '\'~¢, 

and 8iP denotes the subdifferential of the convex function iP. Let us 
note that, in case L > 0 almost surely, T has a global inverse S, i.e., 
SoT = To S = IIRn p,-almost surely and p,(8iP(M)) = p,(S-1 (M)). 
Assume now that A > 0 almost surely, i.e., that p,(M) = 1. Then, for 
any f E Cb(IRn), we have 

E[foT] E [1 ° TAo T~l o T] 

E [1 A 0 ~-l 1act>(M)] 

E[fL], 

where T-1 denotes the left inverse ofT whose existence is guaranteed 
by Theorem 4.2. Since T(x) E 8iP(M) almost surely, it follows from the 
above calculations 

1 
-=LoT 
A ' 

almost surely. Take now any t E [0, 1), the map x -t ~lxlk + t¢(x) = 
iPt(x) is strictly convex and a simple calculation implies that the map­
ping Tt =I +t'\1¢ is (1-t)-monotone (cf. [29], Chapter 6), consequently 
it has a left inverse denoted by St. Let us denote by Wt the Legendre 
transformation of iPt: 

Wt(Y) = sup {(x,y)- iPt(x)}. 
xEIRn 

A simple calculation shows that 

< 

Since W 1 is the Legendre transformation of iP 1 ( x) = I x 12 /2 + ¢( x) and 
since L E ll., log :n:.,, it is finite on a convex set of full measure, hence it 
is finite everywhere. Consequently Wt(Y) < oo for any y E IRn. Since 
a finite, convex function is almost everywhere differentiable, '\1\ll t exists 
almost everywhere on and it is equal almost everywhere on Tt(Mt) to the 
left inverse Tt-l, where Mt is the set of non-degeneracy of JIRn + t'\1~¢. 
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Note that JJ.(Mt) = 1. The strict convexity implies that Tt-l is Lipschitz 
with a Lipschitz constant l~t. Let now At be the Gaussian Jacobian 

Since the domain of ¢ is the whole space IRn, At > 0 almost surely, 
hence, as we have explained above, it follows from the change of variables 
formula of (19) that TtJJ. is absolutely continuous with respect to JJ. and 
that 

1 
At =LtoTt, 

JJ.-almost surely. 
Let us come back to the infinite dimensional case: we first give an in­
equality which may be useful. 

Theorem 5.1. Assume that (W, JJ., H) is an abstract Wiener space, 
assume that K, L E 1L~(JJ.) with K > 0 almost surely and denote by 
T : W ---+ W the transfer map T = Iw + '\7 ¢, which maps the measure · 
K djJ. to the measure LdJJ.. Then the following inequality holds: 

(5.5) 
1 
2E(IV¢1~J:::; E(-logK + logL o T]. 

Proof: Let us define k as k = K o r-1 , then for any f E Cb (W), 
we have 

hence 

fw f(y)L(y)dJJ.(y) = fw f o T(x)K(x)dJJ.(x) 

fw f o T(x)k o T(x)dJJ.(x), 

L 
TJJ.=k·Jl.· 

It then follows from the inequality (3.3) that 

~E [IV¢1~] < E [~log~] 

= E [log~=~J 
= E[-logK + logL o T). 

D 
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In case K and L are given as e-u and e-v we have another inequal­
ity containing the Fisher information (cf. [211 for the finite dimensional 
case): 

Theorem 5.2. Assume that U, V E 102,1 are such that E[e-u1 = 
E[e-v1 = 1 and that E[e-uiV'Uit-1 + E[e-viV'VIt-1 < oo. Define dp = 
e-u dll and dv = e-v dll. Then we have 

(5.6) dH(P, v) ~ Ep[IV'Uit-PI2 + Ev[IV'VIt-11/2 . 

The equation (5.6} can be refined in the following way: let 

~~:±(U, V) = Ep[IY'Uit-PI2 ± { Ep[IV'Uit-1 + 2(Ep(U)- Ev(V))} 112 

and let 

~~:±(V, U) = Ev[IV'VIt-f12 ± {Ev[IV'VIt-1 + 2(Ev(V)- Ep(U))} 112 . 

We then have 
(5.7) 

max{~~:-(U, V), ~~:_(V, U)} ~ dH(p, v) ~ min{~~:+(U, V), ~~:+(V, U)}. 

Proof: By taking the conditional expectations with respect to the 
sigma algebras generated by a finite number of elements of the first 
Wiener chaos and using the Jensen inequality, we can reduce the problem 
to the finite dimensional case. Let now T = I + V' ¢ be the transport 
map sending p to v, let also S =I+ V''I/J be its inverse. As we have seen 
before, we can write A = exp( -U + V o T) as 

A= det2(J + V'!¢) exp { -.Ca¢- ~IV'¢1t-} · 

Solving IV'¢1t- from this expression and using the fact that -.Ca¢ ~ -.C¢ 
in the sense of the distributions, we obtain 

~IV'¢1t- ~ U- VoT- .C¢. 

Taking the expectation of both sides of this inequality with respect to 
p, we obtain 

(5.8) ~dt-(p, v) ~ Ep[U1- Ev[V1 + Ep[(V'¢, V'U)1. 

Interchanging T and S and p and v in the inequality (5.8), we obtain 
also 

(5.9) ~dt-(p, v) ~ Ev[V1- Ep[U1 + Ev[(V''I/J, V'V)1. 
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Adding (5.8) to (5.9) and using the Cauchy-Schwarz inequality completes 
the proof of the first part. For the second, using the inequalities ( 5.8) and 
(5.9), with the help of the Cauchy-Schwarz inequality and the general 
expression of solutions of the second order polynomial equation we get 
the claim at once. D 

Suppose that ¢ E ID2,1 is a 1-convex Wiener functional. Let Vn be, as 
usual, the sigma algebra generated by {8e1, ... ,Den}, where (en, n 2 1) 
is an orthonormal basis of the Cameron-Martin space H. Then ¢n = 
E[¢1Vn] is again 1-convex (cf. [11]), hence .C¢n is a measure as it can be 
easily verified. However the sequence (.C¢n, n 2 1) converges to .C¢ only 
in ID'. Consequently, there is no reason for the limit .C¢ to be a measure. 
In case this happens, we shall denote the Radon-Nikodym density with 
respect to J-L, of the absolutely continuous part of this measure by .Ca¢· 

Lemma 5.1. Let ¢ E ID2,1 be !-convex and let Vn be defined as 
above and define Fn = E[¢1Vn]· Then the sequence (.CaFn,n 2 1) is a 
submartingale, where .CaFn denotes the J-L-absolutely continuous part of 
the measure .CFn. 

Proof: Note that, due to the 1-convexity, we have .CaFn 2 .CFn for 
any n E lN. Let Xn = .CaFn and f E ID be a positive, Vn-measurable 
test function. Since .CE[¢1Vn] = E[.C¢1Vn], we have 

E[Xn+l f] > (.CFn+l, f) 
(.CFn, f), 

where ( ·, ·) denotes the duality bracket for the dual pair (ID', ID). Con­
sequently 

for any positive, Vn-measurable test function f, it follows that the abso­
lutely continuous part of .CFn is also dominated by the same conditional 
expectation and this proves the submartingale property. D 

Lemma 5.2. Assume that L E 1L log 1L is a positive random variable 
whose expectation is one. Assume further that it is lower bounded by a 
constant a > 0. Let T = Iw + '\1¢ be the transport map such that 
TJ-L = L .J-l and let r-1 = Iw + '\11/J. Then .C,P is a Radon measure on 
(W, B(W)). If L is upper bounded by b > 0, then .C¢ is also a Radon 
measure on (W, B(W)). 

Proof: Let Ln = E[LIVn], then Ln 2 a almost surely. Let Tn = 
Iw + 'V¢n be the transport map which satisfies TnJ-l = Ln .J-l and let 
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T.,;-1 = Iw + '\l'l/Jn be its inverse. We have 

By the hypothesis -log Ln ::=; -log a. Since 'l/Jn is 1-convex, it follows 
from the finite dimensional results that det2 (IH + '\l~'l/Jn) E [0, 1] almost 
surely. Therefore we have 

.Ca 'l/Jn ::=; - log a , 

besides .C'l/Jn ::=; .Ca'l/Jn as distributions, consequently 

as distributions, for any n ~ 1. Since limn .C'l/Jn = .C'lj; in ID', we obtain 
.C'lj; ::::; -log a, hence - log a - .C'lj; ~ 0 as a distribution, hence .C'lj; is a 
Radon measure on W, c.f., [10], [28). This proves the first claim. Note 
that whenever L is upperbounded, A = 1/ LoT is lower bounded, hence 
the proof of the second claim is similar to that of the first one. D 

Theorem 5.3. Assume that L is a strictly positive bounded mndom 
variable with E[L] = 1. Let¢ E ID2,1 be the !-convex Wiener functional 
such that 

T=lw+'\7¢ 

is the tmnsport map realizing the measure L .J-L and letS= Iw +'\!'if; be 
its inverse. Define Fn = E[¢1VnJ, then the submartingale (.CaFn, n ~ 1) 
converges almost surely to .Ca¢· Let>..(¢) be the mndom variable defined 
as 

>..(¢) lim inf An 
n->oo 

where 

Then it holds true that 

(5.10) E[f o T >..(¢)]::::; E[f] 
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foranyf E Ct(W), inparticularA.(</J) ~ L!T almost surely. lfE[A.(<fJ)] = 
1, then the inequality in {5.10} becomes an equality and we also have 

1 
A.(</J)=LoT' 

Proof: Let us remark that, due to the 1-convexity, 0 ~ det2 (IH+ 
V"~Fn) ~ 1, hence the liminf exists. Now, Lemma 5.2 implies that C</J 
is a Radon measure. Let Fn = E[<PIVn], then we know from Lemma 
5.1 that ( CaFn, n ~ 1) is a submartingale. Let c+ </J denote the positive 
part of the measure C</J. Since c+<jJ ~ C</J, we have also E[£+<fJIVn] ~ 
E[C<PIVn] = CFn. This implies that E[£+</JIVn] ~ £;!"" Fn. Hence we find 
that 

sup E[C;!"" Fn] < oo 
n 

and this condition implies that the submartingale (CaFn, n ~ 1) con­
verges almost surely. We shall now identify the limit of this submartin­
gale. Let C8 G be the singular part of the measure CG for a Wiener 
function G such that CG is a measure. We have 

E[Ca<PIVn] + E[Cs<PIVnl 
CaFn +CsFn, 

hence 

almost surely, where E[Cs<PIVn]a denotes the absolutely continuous part 
of the measure E[Cs<PIVnl· Note that, from the Theorem of Jessen 
(cf., for example Theorem 1.2.1 of [29]), limn E[C~<PIVn]a = 0 and 
limn E[C; <PIVn]a = 0 almost surely, hence we have 

p.-almost surely. To complete the proof, an application of the Fatou 
lemma implies that 

E[f o T A.(</J)] ~ E[/] 

E [foT-1 ] LoT 

for any f E c: (W). Since T is invertible, it follows that 
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almost surely. Therefore, in case E[.X(¢)] = 1, we have 

1 
.X(cf>)=LoT' 

and this completes the proof. 
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D 

Corollary 5.1. Assume that K, L are two positive random vari­
ables with values in a bounded interval [a, b] C (0, oo) such that E[K] = 
E[L] = 1. LetT= Iw + '\1¢, ¢ E ID2,1 , be the transport map pushing 
Kdt-t to Ldt-t, i.e, T(Kdt-t) = Ldt-t. We then have 

LoT .X(¢) -5, K, 

t-t-almost surely. In particular, if E[.X(¢)] = 1, then T is the solution of 
the Mange-Ampere equation. 

Proof: Since a> 0, 

dTJ.L L b 
--=--<-. 

dt-t KaT- a 

Hence, Theorem 5.10 implies that 

consequently 

E[foTLoT.X(¢)] < E[fL] 

E[foT K], 

LoT .X(¢) -5, K, 

the rest of the claim is now obvious. 

For later use we give also the folowing result: 

D 

Theorem 5.4. Assume that L is a positive random variable of class 
H., log H., such that E[L] = 1. Let ¢ E ID2,1 be the 1-convex function 
corresponding to the transport map T = lw+ '\1 ¢. Define Tt = Iw+t'\1 ¢, 
where t E [0, 1]. Then, for any t E [0, 1], Ttt-t is absolutely continuous 
with respect to the Wiener measure t-t· 

Proof: Let cf>n be defined as the transport map corresponding to 
Ln = E[Pl;nLniVn] and define Tn as Iw + '\lcf>n· For t E [0, 1), let 
Tn,t = Iw + t'Vcf>n· It follows from the finite dimensional results which 
are summarized in the beginning of this section, that Tn,tl-t is absolutely 
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continuous with respect to f-l· Let Ln,t be the corresponding Radon­
Nikodym density and define An,t as 

Besides, for any t E [0, 1), 

(5.11) 

f-l-almost surely for any 0 i= h E H. Since <Pn is of finite rank, (5.11) im­
plies that An,t > 0 f-l-almost surely and we have shown at the beginning 
of this section 

1 
Ant=----

, Ln,t 0 Tn,t 

f-l-almost surely. An easy calculation shows that t ---> An,t is logarithmi­
cally concave. Consequently 

E [Lt,n log Lt,n] E [logLn,t o Tn,t] 

- E [log At,n] 

< E [Ln log Ln] 

< E[LlogL], 

by the Jensen inequality. Therefore 

sup E[Ln,t log Ln,t] < oo 
n 

and this implies that the sequence (Ln,t, n ~ 1) is uniformly integrable 
for any t E [0, 1]. Consequently it has a subsequence which converges 
weakly in £ 1 (!-l) to some Lt. Since, from Theorem 4.2 and from Remark 
4, limn <Pn = ¢ in ID2,1 , where ¢ is the transport map associated to L, 
for any f E Cb(W), we have 

E[f oTt] 

and this completes the proof. 

li.fE [/ o Tnk,t] 

li.fE [/ Lnk,t] 

E[f Lt], 

Let us give an application of this result: 

0 
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Proposition 5.1. Assume that the hypothesis of Theorem 5.4 are 
valid. Let Vt = Tti-L with v1 = v, t E [0, 1]. Then 

In particular Tt o 88 is the optimal transport of V8 to Vt and the Wiener 
functional '\11/;8 + t'\1¢ o 8 8 is an exact form. 

Proof: It suffices to prove the claim for the case s = 1. Let lit = 
Tt o Sv, then 

dk(llt, ll) < I ITt o S(y)- Yikdll(y) 

= I ITt(x)- T(x)ikdJ.L(x) 

(1- t)2E[IV¢1kl, 

which means that 

Moreover, from the triangle inequality 

dH(J.L, ll) < dH(ll, lit)+ dH(llt, J.L) 

dH(ll, lit)+ tdH(J.L, v), 

we obtain that (1 - t)dH(J.L, ll) ~ dH(ll, lit)· The rest is obvious from 
Theorem 4.2. D 

§6. Solution of the Monge-Ampere equation with the Ito cal­
culus 

To have a better understanding of what will follow, let us give an 
interpretation of the Monge-Ampere equation. Assume that we are given 
two probability densities K and L and we look for a map T : W ---+ W 
such that 

LoTJ(T) = K 

almost surely, where J(T) is a kind of Jacobian to be written in terms 
of T. In Corollary 5.1, we have shown the existence of some ).( ¢) which 
gives an inequality instead of the equality. The reason for that originates 
from the singularity of the second derivative of the potential function ¢. 
Although in the finite dimensional case there are some regularity results 
about the transport map (cf., [5]), in the infinite dimensional case such 
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techniques do not work. All these difficulties can be circumvented using 
the miraculous renormalization of the Ito calculus. In fact assume that 
K and L satisfy the hypothesis of the corollary. First let us indicate 
that we can assume W = 0 0 ([0, 1], IR) (cf., [29], Chapter II, to see how 
one can pass from an abstract Wiener space to the standard one) and 
in this case the Cameron-Martin space H becomes H 1 ([0, 1]), which 
is the space of absolutely continuous functions on [0, 1], with a square 
integrable Sobolev derivative. Let now 

K 
A= LoT' 

where Tis as constructed above. Then A.p, is a Girsanov measure for the 
map T. This means that the law of the stochastic process (t, x) --t Tt(x) 
under A.p, is equal to the Wiener measure, where Tt(x) is defined as 
the evaluation of the trajectory T(x) at t E [0, 1]. In other words the 
process (t, x) --t Tt(x) is a Brownian motion under the probability A.p,. 
Let (:F[, t E [0, 1]) be its filtration, the invertibility ofT implies that 

V Fr=B(W). 
tE(O,l] 

A is upper and lower bounded p,-almost surely, hence also A.p,-almost 
surely. The Ito representation theorem implies that it can be represented 
as 

where o{) = f~ a8 ds is an H-valued random variable. In fact a can 
be calculated explicitly using the ItO-Clark representation theorem (cf., 
[28]), and it is given as 

(6.12) 

dt x Adp,-almost surely, where EA denotes the expectation operator with 
respect to A.p, and DtA is the Lebesgue density of the absolutely con­
tinuous map t --t V' A(t, x). From the relation (6.12), it follows that a 
is a function of T, hence we have obtained the strong solution of the 
Mange-Ampere equation. Let us announce all this as 

Theorem 6.1. Assume that K and L are upper and lower bounded 
densities, letT be the tmnsport map constructed in Theorem 4.1. Then 
T is also the strong solution of the Mange-Ampere equation in the Ito 
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sense, namely 

p,-almost surely, where a is given with (6.12}. 
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