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3-transposition automorphism groups of VOA 

Masaaki Kitazume and Masahiko Miyamoto 

Abstract. 

We will consider some vertex operator algebras (VOAs) whose 
automorphism groups are generated by 3-transpositions. Our main 
examples are some code VOAs. We will classify the structures of 
the automorphism groups of the code VOAs. We give explicit con­
structions of such code VOAs, and determine the full automorphism 
groups for some cases. 

§1. Introduction 

A vertex operator algebra V is an infinite dimensional Z-graded 
algebra, but it has sometimes a finite full automorphism group and a 
vertex operator subalgebra offers automorphisms of V, see [M1]. In 
this paper, we will treat the case where dim V0 = 1 and V1 = 0. In 
this case, V2 is a commutative (nonassociative) algebra with a symmet­
ric invariant bilinear form(*,*) given by (v,u)l = V3U for u,v E v2. 

This is called a Griess algebra in [M1]. Our purpose in this paper is to 
study several vertex operator algebras which have 3-transposition auto­
morphism groups. A 3-transposition group is a group generated by a 
conjugacy class of involutions such that the product of two involutions 
in this class has the order less than or equal to 3. First examples are 
the code VOAs Me which are constructed from even linear binary codes 
C in [M2]. If C has no codewords of weight 2, then dim(Me)o == 1 
and (Me h = 0 and so (Me h is a Griess algebra. In this case, the full 
automorphism group of Me is finite [M4] and the automorphism group 
of Me has a normal subgroup which is a 3-transposition group. We will 
classify such 3-transposition groups G and construct code VOAs with 
automorphism groups G. Other examples are the Weyl groups of the 
root lattices of simply laced finite dimensional Lie algebras, which are 
also 3-transposition groups. Actually, for every root lattice, we will con­
struct a VOA whose automorphism group contains a semidirect product 
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of the Weyl group and some 2-group. Our most interesting example is 
a VOA constructed from the E 8 -lattice. This VOA also has a structure 
of a code VOA. We will show its full automorphism group is isomorphic 
to o+(lo, 2), which contains properly the semidirect product mentioned 
above. We note that this result is already shown by R. Griess [G]. 

The essential tool is a rational conformal vector with central charge 
~. Here a rational conformal vector e is an element in V2 such that 

L(n) = en+l satisfies Virasoro algebra relations: 

- - - m 3 - m 
[L(m), L(n)] = (m- n)L(m + n) + Dm+n,o 24 lv 

with central charge ~ and {en} generates a rational Virasoro VOA 
L(~, 0) over the vacuum 1, where Y(e, z) = l:nEIZ enz-n-l is aver­
tex operator of e. 

§2. Griess Algebras 

Let V = EB~=O Vn be a vertex operator algebra (VOA) with the 
vacuum 1 E V0 and the Virasoro element w E V2 . In this paper, we 
assume that V is a VOA over the real field JR. and has a positive definite 
invariant bilinear form(·,·). For example, a lattice VOA or a code VOA 
satisfies these conditions. 

We further assume the following conditions: 

dim(Vo) = 1 (i.e.V0 = (1) ), dim(V1 ) = 0. 

Then by [Li], the invariant bilinear form is uniquely determined up to 
scalar multiplication, and we may assume 

(u,v)1 =u3v 

for every u, v E 1/2. Moreover we can define a binary symmetric product 
u x von V2 by 

uxv:=u1v. 

The triple (V2 , x, (·,·))is called a Griess algebra. 
In [Ml], the following theorems has been proved. 

Theorem 2.1. The following two conditions are equivalent to each 
other. 

(1) ~e E V2 is an idempotent (i.e. e X e = 2e} with (e, e) = i 
(2) e is a rational conformal vector with central charge ~, that is, 

the subVOA Vir(e) generated bye is isomorphic to L(~,0). 
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Then V splits into the direct sum of irreducible Vir(e)-submodules, 
which is isomorphic to L(~,0),L(~, ~) or L(~, 116 ). If there exist no 
Vir( e)-sub modules isomorphic to LG, 1~), then we say that e is of type 
2. An idempotent which is not of type 2 is called of type 1. 

Theorem 2.2. (1) For an idempotent e of type 1, define an en­
domorphism Te on V by 

Te = id on submodules isomorphic to L(~,0) or LG, ~) 
Te = -id on submodules isomorphic to L( ~, 1

1
6 ). 

Then Te is a automorphism of the VOA V, and r; = idv. 
(2) For an idempotent e of type 2, define an endomorphism CYe on 

v by 

CYe = id on submodules isomorphic to L(~,0) 
CYe = -id on submodules isomorphic to L(~, ~). 

Then CYe is a automorphism of the VOA V, and CY~ = idv. 

Theorem 2.3. If e, f ( e -=1- f) are conformal vectors of type 2, then 
one of the following holds. 

(1) (e,f) = 0 and (CYeCYJ) 2 = 1 
(2) (e, f) = 312 and (CYeCYJ ) 3 = 1 

§3. Code Vertex Operator Algebras 

Let C be a binary even code of length n. We further assume that 
the minimal weight of C is four. Let Me be the code VOA defined in 
[M2], that is, 

and Me ( c = ( c1 , c2 , ... , Cn) E C) consists of all linear combinations of 
the form u1 ® u2 ® ... ® Un ® ec (ui E L(~, ~)),where Ci are regarded 

' ( ') ' as integers 0, 1, and ec is a symbol with ecec = ( -1) c,c ec ec. The 
degree of u1 ® u2 ® ... ® Un ® ec is the sum of the degrees of Ui and 
~ (c, c) and so the degrees of elements in Me are integers since C is an 

even code. The element i = 1 ® 1 ® ... ® 1 ® e0 is the vacuum of Me. 
Set wi = 1 ® 1 ® ... ® w ® ... ® 1 ® e0 ( w is on the i-th component ) 
and define w = w1 + ... + -wn. Then w is the Virasoro element of Me. 
The following Lemmas and Theorem are proved in [M2]. In particular, 
(Me)2 becomes a Griess algebra by Lemma 3.1. 

Lemma 3.1 ([M2]). (1) Me has an invariant bilinear form. 
(2) dim(Me)o = 1 and (Meh = {0}. 
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Lemma 3.2 ([M2]). (1) wi is a conformal vector of type 2. 
(2) Let H be a [8, 4, 4]-Hamming subcode of C with supp(H) = 

{ i1, i2, i3, i4, i5, i6, i7, is}. Then for any a ElF~, 

1(Ai Ai) 1 e = ea H := - w 1 + ... + w 8 + -, 8 8 
{3Ee, lf31=4 

is a conformal vector of (Me)z. 
(3) If suppH C Cj_, then ea,H is of type 2. 

Remark 3.3. If a equals to a' modulo H j_, we have ea = ea'. 
Hence there exist 24 elements ea,H for each H. 

Theorem 3.4 ([M2]). Let De be the set of involutions O'e such 
that e is a conformal vector of type 2. and let Ke be the subgroup of 
Aut(Me) generated by De. Then De is a set of3-transpositions of Ke. 

Lemma 3.5. Let X= {u1, ... ,un}, whereui = O'w' fori= 1, ... ,n. 
Let e be a conformal vector of type 2 and assume O'e rt X. Then 
ICx(ue)l = n- 8. 

Proof. By the equations: ~ = (e, e) = (w, e) = (w1 + ... + v.rn, e) 
and Theorem 2.3, there are exactly eight wi, say w\ ... , w8 , such that 
(wi,e) = 312 fori= 1, ... ,8 and (wi,e) = 0 fori= 9, ... ,n. Q.E.D. 

Corollary 3.6. The maximal number of mutually commuting el­
ements of De is equal to the length n of the code C. 

Let G be a 3-transposition group generated by D. We will describe a 
3-transposition group by the graph whose vertices are the elements of D 
and edges are defined by : 

{a, b} is an edge{=:} a=/= b, (ab) 2 = 1. 

We will denote this graph by r( G) or r(D). The graph r( G) is connected 
if and only if D is a single conjugacy class of G. 

If 0 2(G) =/= 1, then D = D02(G)/02(G) is a set of 3-transpositions 
of G = G/02(G), and the number of the elements of d02(G) n D is 
a power of 2 for any d E D. If r(G) is connected, then this number 
(= 2k, say) does not depend on the choice of dE D. Then we write 

r(G) = 0~2k) T(G). The set d02(G)nD consists of mutually commuting 
elements, and e E d02(G) n D ifand only if CD(d) = CD(e). 

If any two elements of D do not commute, then G' = 0 3 (G) and 
IDI is some power of 3. If IDI = 3t then we write r(G) = r(Ht). Notice 
that r(S3) = r(Hl). 

Now we will state the main result of this section. Here we denote by 
o+(2n, 2) the group generated by symplectic transvections preserving 
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a given quadratic form with Witt index n. The group o+(2n, 2) is a 
3-transposition group and contains a simple subgroup o+(2n, 2) with 
its index 2. 

Theorem 3.7. Let Ke be the subgroup of Aut(Me) generated by 
De, and E be a subset of De such that f(E) is a connected component 
off(De). Then f(E) is isomorphic to one of the following. 

f(E) lEI £ 
(i) r(o+(1o, 2)) 496 16 
(ii) r(Sp(8,2)) 255 15 

(iii) o~2) . r( o+ (8, 2)) 240 16 

(iv) o?). r(Sp(6, 2)) 126 14 

(v) 0~4) · f(S2m) (m > 1) 4m(2m- 1) 4m 

(vi) 0~8) · f(Hk) (k > 1) 8 x 3k 8 

Here£ is the maximal number of mutually commuting elements of E. 

Proof. Set H = (E) and let Y be a maximal set of mutually com­
muting element of E, that is, Y is the intersection of E and a Sylow 
2-subgroup of H. By Lemma 3.5, 1Y \ Cy(T)I = 8 for each TEE\ Y, 
since each element of E commutes with De\ E, 

Let if = H/02(H), E = E02(H)/02(H), Y = Y02(H)/02(H). 

Then f(H) = 0~2k) • r(H) for some k and r(H) is also connected. 
Moreover H satisfies that iY \ Cy-(T)I = 2

8k for each T E E \ Y. In 
particular, k = 0, 1, 2 or 3. 

Suppose 0 3 (H) (/_ Z(H). LetT E Y and T1 E TEE\ {T}. Then 
Y \ Cy-(T') = {T} and so k = 3. Hence if Y = {T1, ... ,Ts} for somes, 
then E = h 0 3 (H) n E) U ... U ( T8 0 3 (H) n E). Since r(H) is connected, 
we haves= 1 Hence f(H) = r(Ht) for some t. By the same argument 
if k = 3 then r(H) = f(Ht) for some t. 

Now we may assume 0 3 (H) C Z(H) =:> 0 2(H). Then we can use 
the list of Fischer's classification [Fi], and it is easily verified that r(H) 
is one of the following 

(k = o) qo+(10,2)), 
(k = 1) qo+(8, 2)), 
(k = 2) f(S2m)(m > 2). 

The proof of Theorem is completed. 

f(Sp(8, 2)) 
r(Sp(6,2)) 

Q.E.D. 

Remark 3.8. (1) The main parts of the groups of the cases (iii), (iv) 
are the Weyl groups W(E8 ), W(E7) respectively. Under such a view­
point, the main parts of the groups of (v) are the Weyl groups W(D2m) 

(m = 2for(vi)). (i.e. 0~4) · f(S2m) ~ 0~2) · f(W(D2m))) 



320 M. Kitazume and M. Miyamoto 

(2) 0~4) • r(S4) is also written as 0~8) • r(H1). 
(3) We do not know any examples of (vi} of Theorem. 

In general, we can not determine the center Z ( K e) from the graph 
r(Ke). Under some assumption, we can prove Z(Ke) = {id}. 

Lemma 3.9. If C is spanned by the elements of weight 4, then 
Me is generated by (Meh as a VOA. 

Proof. Since L(~, 0) is generated by its Virasoro element as a VOA, 
M0 (0 E C) is generated by the vectors wi. Since L(~, ~) is generated 
by its highest weight vector as an £(~,0)-module, Mc(c E C,wt(c) = 4) 
is generated by the element of degree 2 as an M0-module. The assertion 
of Lemma is easily deduced from the fact McMc' C Mc+c' and McMc' -=1-

{0} for c, d E C. Q.E.D. 

Lemma 3.10. (I) If Me is generated by (Meh as a VOA, then 
we have Z(Ke) = {id}. 

(2) Furthermore if(Meh is spanned by the conformal vectors ea,H, 
then Aut(Me) is a subgroup of Aut(Ke) 

Proof. (I) is trivial. Let ¢ E CAut(Mc)(Ke). Then¢ commutes 
with all the element of De, and thus ¢ stabilize all the vectors ea,H. 
By the assumption of (2), ¢ acts trivially on Me and we have ¢ is 
the identity. Since Ke is a normal subgroup of Aut(Me), Lemma is 
proved. Q.E.D. 

§4. Weyl groups 

Let L be a root lattice of type Xn with root system 4?, where X 
be one of A, D, E, and n = 6, 7, 8 if X = E. Let V v'2L be the VOA 

constructed from ..;2£ as in [FLM]. Since there are no roots in ..;2£, 
(V v'2Lh = C ® L. Let ()be an automorphism induced from -I on L 
and V(Xn) = (V v'2L)6 the fixed point space of(). We will show that 
Aut(V(Xn)) contains a semidirect product of the Weyl group W(Xn) 
and some 2-group. 

By the construction, V(Xnh is spanned by the vectors v( -I)v( -I)1 
and ev'2x + e-v'2x for vEL and x E 4?. The former are identified with 
the vectors of the symmetric tensor 82 (IR ® L). In particular, 

Lemma 4.1. dim V(Xnh = n(n 2+ I)+ ~14?1. 

For example, dim V(Esh = 36 + I20 = I56, and dim V(Dnh 
n(n2+l) + n(n- I)= ~(3n2 - n). 
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Let x E <I>, then v'2x has a squared length 4 and so 

e(x)i = ~x(-1)x(-1)1- (-1)i~(eV2x +e-V2x) (#) 
8 4 

are conformal vectors with central charge ~ for i = 1, 2. Since V ;/2L 

has a positive definite invariant bilinear form, e(x) 1 and e(x) 2 are both 
rational conformal vectors. As we showed in [M3], 

1 1 1 1 
x( - 1) E £(2, 2) ® £(2, 2) 

and 

as (e(x)l,e(x) 2 )-modules for y E L with (y,x) E 2Z. Therefore, we have 
proved the following result. 

Lemma 4.2. All conformal vectors e(x)i defined by roots in L as 
in (#) are of type 2. 

Let D be the set of all O"e(x)' for i = 1, 2 and each root x E <I>. By 
Lemma 4.2 and Theorem 2.3, Dis a set of 3-transpositions. 

By direct calculations, we have: 

Theorem 4.3. Let x andy be distinct two roots. If (x, y) = 0, 
then (e(x)i,e(y)i) = 0 and (CTe(x)iO"e(y)'? = 1 for i,j = 1,2. If (x,y) = 
±1, then (e(x)i,e(y)i) = }2 and (CTe(x)'O"e(y)') 3 = 1 fori,j = 1,2. 

Notice that there exist two involutions O"e(x)l, O"e(x)z for each root x. 
Hence the set { CT e(x )1, CT e(x)2} is a nontrivial block of imprimitivity of the 
action of the group (D) on D by conjugation. l,From a general theory of 
3-transposition groups, all the products CTe(x)lO"e(x)z generate the normal 
subgroup 0 2 ( (D)). Hence the group (D) is a semidirect product of the 

Weyl group W(Xn) and 0 2 ((D)), that is, r((D)) ~ 0~2 ) · r(W(Xn)). 
By [M5], we have the following Proposition. 

Proposition 4.4. The VOA V(E8 ) is isomorphic to the code VOA 
Vc, where Cis the 2nd order Reed-Muller code RM(4, 2) of length 16. 

Proof. We use the notation in Section 5 of [M5]. Let { x 1 , ... , x8 } be 
an orthonormal basis of an 8-dimensional Euclidean space. Set L(l) = 
(xi : i = 1, ... , 8) and E8 (4) be the lattice spanned by 

l ( xl _ x3 _ x5 _ x 7) + x2, 
l( -xl + x2- x3- x4)- x7, 

2xi (i = 1, ... , 8), 

l ( xl _ x2 + x5 _ x6) _ x3, 

l(xl + x3- x6 + x8) + x5, 
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which is isomorphic to the root lattice of type E 8 . Then the lattice VOA 
VEs(4 ) contains the following 16 mutually orthogonal conformal vectors 
of type 1 : 

2i-j - 1 i( 1)21 ( 1)j 1 ( 2xi + -2xi) (. - 1 8 . - 1 0) e - 4x - - - 4 e e z - , ... , , J - , . 

Let P(4) = (Tei : i = 1, ... , 16) and £(4) = E 8 (4) n £(1). Then £(4) is 
isomorphic to V2Es and (VEs(4))P(4) coincides with V£(4)· 

Let V be a VOA constructed by the orbifold construction from 
VEs(4). Then Vis isomorphic to VE8(4 ). Let P = (Tei : i = 1, ... , 16). 
(Here we use the same symbols Tei· Notice that P C Aut(V), and 
P(4) C Aut(VEs(4J).) Then VP is also constructed by the orbifold con­
struction from (VEs(4J)P(4), and VP is isomorphic to Me by Proposi­

tion 5.1 of [M5]. Clearly yP contains ((VE8 ( 4J)P(4l) 0 = (V£(4)) 0 , which 
is isomorphic to V(E8 ). By Lemma 4.1 we have dim V(E8 )2 = 156, 
and we will show that dim(Me)2 = 156 in Section 5. Hence we have 
(((VEs(4J)P(4l) 0 )2 = (VP)2 and thus V(Es) is isomorphic to Me by 
Lemma 3.9. Q.E.D. 

Similarly the following isomorphism can be proved. 

where m is a integer and C' and Cm will be defined in the next section. 

§5. Examples 

In this section, we will give some examples and consider the full 
automorphism groups. The notation of (1) will be used in (2)-(4). 

(1) Me ~ V(E8 ) : Let 0 be the set of all the vectors of the 4-
dimensional vector space V over the two element field F2, that is, a 
point of 0 is a vector of V. We regard the power set P(O) of 0 (i.e. the 
set of all the subsets of 0) as a vector space over F2 by defining the sum 
X+ Y as their symmetric difference (XU Y) \(X n Y) for X, Y c 0. 

We define the code C C P(O) as the subspace spanned by all the 
2-dimensional affine subspaces of V. Then C is a [16, 11, 4]-code and 
is known as the extended Hamming code of length 16 or the 2nd order 
Reed-Muller code RM(4, 2) of length 16. 

A codeword of minimal weight of C corresponds with a 2-dimensional 
affine subspace of V. Hence C contains 140(= (~~=~m~~~l x 4) vectors 

of weight 4, and thus dim(Me )2 = 156. 
Let W be a 3-dimensional affine subspace of V, and Hw be a sub­

code of C spanned by all the 2-dimensional affine subspaces of W. 
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Then it is easy to see that Hw is a [8,4,4]-Hamming subcode of C, 
and suppH w c Cj_. Since the number of the 3-dimensional affine sub-

£ V . 30( (16-1)(16-2)(16-4) 2) b . 480( 30 24) spaces o 1s = (8 _ 1)(8 _ 2)(8 _ 4) x , we can o tam = x 
involutions defined by a conformal vector ea,Hw for some W. Hence 
the set De contains at least 496 elements. By Theorem 3. 7, we have 
IDel = 496 and f(Ke) ~ r(O+(lO, 2)). By Lemmas 3.9, 3.10 and the 
fact IOut(n+(10,2))1 = 2, we have Ke = Aut(Me) ~ o+(10,2). 

We note that this result is already obtained by R. L. Griess ([G]). 
(2) Let 0 be the zero vector of V, and set 0' = 0 \ {0}. We define 

the code C' C P(O') as the subspace spanned by all the 2-dimensional 
affine subs paces W of V satisfying 0 ¢: W. Then C' is a [15, 10, 4]-code. 

By a similar calculations as in (1), we have that dim( Me' )2 = 15 + 
(16-1)(16-2) _ I I _ (16-1)(16-2)(16-4) 4 _ 
(4_1)(4_2) x 3 - 120, De' - 15 + (8 _ 1)(8 _ 2)(8 _ 4) x 2 - 255, and 

f(Ke,) ~ f(Sp(8, 2)). By Lemma 3.10 and the fact l0ut(Sp(8, 2))1 = 1, 
we have Ke = Aut(Me) ~ Sp(8, 2). 

(3) Me" ~ V(E7 ) : Let U be a one-dimensional subspace of V, 
and set O" = 0 \ U. We define the code C" c P(O") as the subspace 
spanned by all the 2-dimensional affine subspaces W of V satisfying 
U n W = 0. Then C" is a [14, 7, 4]-code. There exist seven 2-(resp. 
3-) dimensional linear subspaces containing U. Hence dim( Me" )2 = 
14 + 7 x 3 + 28 x 2 = 91 and IDe" I = 14 + 7 x 24 = 126. Moreover we 

have f(Ke") ~ 0~2) · f(Sp(6, 2)). 
(4) Me=~ V(D2111): For an integer m > 1, we define a [4m,3m-

2, 4]-code Cm by the following generating matrix 

111100000000 
001111000000 

000000000000 
101010100000 

000000000000 

00000000 
00000000 

00001111 
00000000 

10101010 

Then dim(Memh = 6m2 - m, IDeml = 8m2 - 4m, and r(Kem) C>! 

0~4) · f(S2m)· 
(5) Let r be a integer greater than 1. Let Vi, rli, Ci c P(rli) be a 

copy of V, 0, C of (1) respectively fori= 1, ... , r . We fix a 1-dimensional 
subspace ui of Vi for each i. 

Set C = C1 ED C2 ED ... ED Cr, (i = {0} ED ... ED {0} ED Vi ED {0} ED ... ED {0}, 
Ui = {0} ED ... ED {0} ED Ui ED {0} ED ... ED {0}, and rf.j = Ui U Ui fori =f. j. 
Then the weight of rf.j is 4. Let C(r) be a code of length 16r spanned 
by C and all rf.j for i =f. j. 
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Let Wi be a 3-dimensional affine subspace of~. and H(Wi) be a 
subcode of C(r) spanned by all the 2-dimensional affine subspaces of Wi. 
Then the condition suppH(Wi) c C(r).L holds if and only if Wi contains 
Ui +a for any a E Wi. The number of Wi satisfying this condition is 
14( = <~~=;m~-:;~) x 2) for each i. It is easy to see that IDc(r) I = 240r 

and r(Kc(r)) ~ {0~2) • r(O+(s, 2))y. We note that this VOA does not 
satisfy the assumption of Lemma 3.10(2). 
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