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Combinatorial Cell Complexes 

Michael Aschbacher 

We define and discuss a category of combinatorial objects we call 
combinatorial cell complexes and a functor T from this category to the 
category of topological spaces with cell structure, whose image is closely 
related to the category of CW-complexes. This formalism was developed 
to study finite group actions on topological spaces. In order to make 
effective use of our detailed knowledge of the finite simple groups, it 
seems necessary to make such a translation from a purely topological 
setting to the language of geometric combinatorics. 

Our functor T assigns to each combinatorial cell complex X its geo­
metric realization T(X). We show the functor T defines an equivalence 
of categories between the category of combinatorial cell complexes whose 
cell boundaries are spheres, and a certain subcategory of CW-complexes 
we call normal CW-complexes. 

We often concentrate on a subcategory of combinatorial cell com­
plexes we call restricted combinatorial cell complexes; the restricted 
CW-complexes are the CW-complexes corresponding to the restricted 
combinatorial cell complexes under our equivalence of categories. Re­
stricted CW-complexes include regular CW-complexes but also many 
other classical examples like the torus, the Klein bottle, and the Poincare 
dodecahedron, which are discussed here as illustrations. 

We associate to each restricted combinatorial cell complex X, a sim­
plicial complex K(X) and a canonical triangulation of T(X) by K(X). 
The geometric realization of a general combinatorial cell complex can 
also be canonically triangulated, but by a more complicated simplicial 
complex than K (X). However we do not supply a proof of this last fact 
here. 

We define cellular homology combinatorially, and show that if X is 
restricted and the boundary of each cell is homologically- spherical, then 
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the homology of T(X) is the cellular homology of X. We define a duality 
operator on restricted complexes which will be used in a later paper to 
establish a version of Poincare duality for homology manifolds with cell 
structure which is more concrete than the usual version. 

Now some specifics. Let P be the category whose objects are the 
posets P such that each a E P is of finite height, and whose mor­
phisms are the maps preserving order and height. Let P* consist of 
those members of P with a greatest element. A combinatorial cell 
complex consists of a poset X E P, a function f : X --+ P*, a map 
(: V = ilxEX f(x) --+ X, and maps fv : f(x)(~ v) --+ J(((v)) for each 
v E V, such that 

(i) For each x EX, (: f(x)--+ X(~ x) is a map ofposets preserving 
height. 

(ii) For each x E X and v E f(x), fv : f(x)(~ v) --+ J(((v)) is an 
isomorphism of posets. 

(iii) If u, VE J(x) with u ~ V then fu = ftv(u) 0 fv­
(iv) For v E J(x), ( = ( o fv on J(x)(~ v). 
(v) For each x E X, f=x : f(x) --+ f(x) is the identity map and 

((oox) = x, where OOx is the greatest element of f(x). 
The posets f(x), x EX, are the cells of X and the boundary of the 

cell f ( x) is j ( x) = f ( x) - { OOx}. The faces of the cell are its subposets 
f(x)(~ v), v E J(x). A combinatorial cell complex is restricted if ( is 
injective on f(x)(?. v) for each v E f(x). Equivalently, for each x EX 
and y ~ x, the faces J(x)(~ v) with V E c-1 (y) n J(x) are pairwise 
disjoint. 

Intuitively a combinatorial cell complex consists of a collection f ( x), 
x E X, of cells, with the poset structure on X corresponding to inclusions 
among the cells. The maps ( and fv, v E V, keep track of identifica­
tions of cells with faces of larger cells, and glue cells together at their 
boundaries. Extra structure in some category C can be adjoined to each 
combinatorial cell to obtain C-cells and a C-cell complex. 

The triangulating complex K(X) of a combinatorial cell complex is 
defined in Section 5 and the geometric realization T(X) of X is defined 
in Section 10. Our major results are Theorem 10.6, which provides the 
canonical triangulation of T(X) by K(X) when Xis restricted, Theorem 
12.16, which shows the cellular homology of X is isomorphic to the 
homology of T(X) when X is restricted with homologically spherical 
cell boundaries, and Theorem 15.15, which establishes the equivalence 
of categories between combinatorial cell complexes whose cell boundaries 
are spheres and normal CW- complexes. The definitions of normal and 
restricted CW-complexes appear in Section 15. The reader may wish to 
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refer to Sections 13 and 16 for various examples such as the torus, the 
Klein bottle, and the Poincare dodecahedron. 

§1. Posets and typed simplicial complexes 

Let X be a poset. For x EX let h(x) be the height of x in X. That 
is h(x) is the maximum length of a chain in X with greatest element x, 
if the length of such chains is bounded, and oo otherwise. Write X ( s x) 
for the set of elements y E X such that y S x and define X ( < x), 
X(2: x), etc. similarly. 

Denote by P the category of posets X such that each x E X is of 
finite height. The morphisms in P are the maps of posets which preserve 
height. Let P* be the subcategory of those X E P such that X has a 
unique maximal member oo x. 

We regard X as a category whose objects are the members of X and 
with Mor(x,y) = {(x,y)} if x Sy and Mor(x,y) = 0 otherwise. 

Recall the order complex of a poset Xis the simplicial complex O(X) 
whose vertices are the members of X and whose simplices are the finite 
chains. Often we write X for the order complex O(X) of X. 

Example (1). If K is a simplicial complex its simplices form a 
poset under the inclusion relation and the barycentric subdivision sd(K) 
of K is the order complex of this poset. Thus the vertices of sd(K) are 
the finite simplices of K and the simplices of sd(K) are the chains of 
simplices of K. 

A typed simplicial complex over an index set I is a simplicial complex 
K = (V, ~) together with a type function h : V --+ I such that h is 
injective on simplices. The morphisms of typed complexes over I are 
the simplicial maps which preserve type. 

Example (2). The order complex of a poset is a typed complex 
where h(x) is the height of x. 

We will use the following notational conventions in discussing the 
homology of a typed simplicial complex. Let K be a typed simplicial 
complex with type function h : V --+ I and pick a total ordering of I. 
Given a k-simplex s in K, write 

k 
s = IT v = vo I\ · · · I\ vk E /\ (V) 

vEs 
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for the generator of Ck(K) ::; f/(V) corresponding to s, where s = 
{v0 , ... ,vk}withh(v0 ) < •·· < h(vk)- Thenourboundarymapbecomes 

k 

8(s) = ~)-l)isi 
i=O 

where Si = Vo I\ ... I\ Vi-l I\ vi+l I\ ... I\ Vk-
If S = S1 U · · · U Sr is a partition of S we write S = n:=l Si. More 

generally if J is some subset of I we can consider 

E(J) = {s EE: h(s) = J}. 

Then if J ~ L ~ I and c = I::sEE(L) ass E C*(K) with as E Z, then 
s = SJSL-J, where su = {v E s: h(v) E U} for U = J or L - J, and 
c = I::tEE(J) tCt, where Ct= I:t<;;s a8 SL-J· Indeed 

(1.1) Let K be a typed simplicial complex with type function h : 
V---+ I, J ~ L ~ I, and 

c= Lass= L tctEC*(K) 
sEE(L) tEE(J) 

with as E Z. Then 
(1) 8(c) = I::t(-l)N8(t)ct + (-l)Mta(ct) 
(2) If 8(c) = 0 then 8(Ct) = 0 for each t E E(J) and I::tEE(J) 8(t)Ct 

=0. 
(3) If L - J = {l} is of order 1 then 

Ct= L at,uU 
uEVi(t) 

where Vz(t) = {v E LinkK(t) : h(v) = l}, at,u = atu{u}, and 8(Ct) = 

I:uEVi(t) at,u · 
(4) If ILi = k+ 1 and J = {j} withj the maximal member of L then 

8(c) = I:t ta(ct) + (-l)kct, so 8(c) = 0 if and only if 8(ct) = 0 for each 
t E E(J) and I:t Ct = 0. 

Proof. Take L = {0, ... , k }. We first prove (1). Since 

Vo I\ ... I\ Vk = sgn(w)(v,r(O) /\ ... /\ V,r(k)) 

for 1r E Sym(L), changing our ordering of I by a suitable permutation 
1r, we may assume J = {O, ... ,j} and the ordering of J and L - J are 
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induced from L. Subject to this choice of ordering, we prove 

(*) 8(c) = I)a(t)ct + (-l)H1t8(ct)). 
t 

As a is linear, it suffices to take c = s. Lett= SJ; then ct = S£-J· Now 
for i:::; j, si = tict, while for i > j, si = tc;-1- 1 . Therefore 

k j k-j-1 

8(c) = a(s) = ~)-l)ii = z)-1/tiCt + L (-l)i+Hltc~ 
i=O i=O i=O 

So (1) is established. Further under the hypotheses of (4), the sign 
of a permutation 1r mapping k to the first member of L and preserving 
the order on L - J, is (-l)k and of course 8(t) = 1, so by (*), 8(c) = 
Lt ( -1 )k Ct + t8( Ct), establishing the first statement in ( 4). 

Suppose 8(c) = 0. Then by (1), 8(c) = A+ (-l)MLtt8(ct) with 

A = LrESA brr and (-l)Mt8(ct) = LrESt brr, where SA and St, t E -
:E(J) are suitable subsets of :Ek-1 (K) and St is the set of simplices 
s E SAU Ut St with t ~ s. In particular the sets SA, St, t E :E(J), are 
pairwise disjoint. As 8(c) = 0, br = 0 for all r, so as our index sets are 
pairwise disjoint, (-l)Mt8(ct) = LrES, brr= 0 and hence 8(ct) = 0. 
As this holds for all t, also 0 = Lt 8(t)ct, 

Thus (2) is established. Finally (2) completes the proof of (4), since 
under the hypotheses of (4), 8(t)ct = Ct, The proof of (3) is straightfor­
ward. 

§2. Cells 

Let C be a category. Define Cell ( C) to be the category of covariant 
functors F : X ---+ C, where X E P* is regarded as a category as in 
Section 1. In addition we almost always impose extra conditions on the 
cells. 

Regard (X, F) E Cell(C) as a category whose objects are the pairs 
(x,F(x)), x EX, with 

Mor((x, F(x)), (y, F(y))) = {(x, y), F(x, y)} if x:::; y 

where F(x,y): F(x)---+ F(y) is the C-morphism associated to (x,y) by 
F and 

Mor((x, F(x)), (y, F(y))) = 0 otherwise. 
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Notice that as F is a functor, F(x, z) = F(y, z) o F(x, y) whenever 
X::;; y::;; Z. 

The morphisms in Cell(C) are the covariant functors ¢: (X, F) -----, 
(Y, G) together with isomorphisms <Px : F( x) -----, G ( ¢( x)) such that for 
all x::;; z in X, the following diagram commutes: 

F(z) ~ G(<f>(z)) 

F(x,z)j jG(q,(x),q,(z)) 

F(x) ~ G(<f>(x)) 

Here for x EX, (x,F(x)) is an object of (X,F), so <f>(x,F(x)) is an 
object of (Y, G) which must then be of the form (</>(x), G(<f>(x))) for some 
¢(x) E Y. Further as¢ is a functor, if x 1 ::;; x2 then Mor((x1, F(x1)), ( 
x2, F(x2))) -/- 0, so Mor((¢(xi), G(¢(x1))), (¢(x2), G(¢(x2))))-/- 0 and 
hence ¢(xi) ::;; ¢(x2), so ¢: X -----, Y is a map of posets. 

The category Cell(C) is the category of C-cells. Intuitively a C-cell 
is an object F( oox) in C together with a distinguished family (F(x) : 
x EX) of subobjects, called the faces of F(oox), indexed by the poset 
X, with the inclusion relation on these subobjects corresponding to the 
partial order on X. In the case of combinatorial and topological cells 
this intuition is made precise in the following two examples: 

Example. (1) Let C = P*. Then Cell(P*) is the category of 
combinatorial cells. We also require that a combinatorial cell (X, F) 
satisfy F(x) = X(::;; x) and F(x, y) : F(x) -----, F(y) be inclusion for all 
x, y E X with x ::;; y. So a combinatorial cell is nothing more than a 
poset X in P* together with its faces X(::;; x), x EX. 

(2) Let C = Top be the category of topological spaces with mor­
phisms closed injections. In this case Cell( Top) is the category of topo­
logical cells. We also demand that a topological cell (X, F) satisfy the 
requirements that if x, y EX then 

(i) F(x, oo)(F(x)) n F(y, oo)(F(y)) = Uz:s;x,y F(z, oo)(F(z)). 
(ii) If x-/- y then F(x, oo)(F(x))-/- F(y, oo)(F(y)). 
(iii) For each Y <;;;; X, LJyEY F(y, oo)(F(y)) is closed in T. 
Since for x E X, F(x,oo) : F(x) -----, F(oo) is a closed injection, 

we can identify F(x) with its image in F(oo). Condition (i) says that if 
x::;; y then F(x) <;;;; F(y), and then condition (ii) says the map x f---+ F(x) 
is an isomorphism of the poset X with the poset {F(x) : x E X} of 
distinguished closed subspaces of F( oo). 
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§3. Cell complexes 

Again let C be a category. Let Complex(C) be the category whose 
objects consist of 

(1) Some XE P. 
(2) A function f; X------> Cell(C). 
(3) A map ( : V = IlxEX f(x) ------> X such that for each x E X, 

(: f(x)------> X(:S x) is a morphism in P. 
(4) For each x EX and v E f(x), an isomorphism fv; f(x)(:S v)------> 

f(((v)) of C-cells satisfying: 
(5) If u,v E f(x) with U ::S; V then fu = ftv(u) o fv• 
(6) For v E f(x), ( = ( o fv on f(x)(:S v). 
(7) For each x E X, f 00 x : J(x) ------> f(x) is the identity map and 

( ( OOx) = x, where oox is the greatest element of f ( x). 
Formally f(x) is a pair (Xx,Fx) where Xx is a poset and Fx; Xx------> 

C is a functor, but we usually write f(x) for the poset Xx and F for Fx. 
In particular this is the convention in axioms (3) and (7). However the 
isomorphism f v of axiom ( 4) is an isomorphism of cells, so it consists of 
a covariant functor fv : f(x)(:S v) ------> J(((v)) and isomorphisms fv,u : 
Fx(u) ------> Fc;(v)Uv(u)) for each pair u, v E f(x) with u :S v, and these 
isomorphisms satisfy Fc;(v) Uv( u), fv( w )) o fv,w = fv,w o Fx(w, u) for each 
w :Su :S v. 

The morphisms 1/; : ( X, f) ------> (Y, g) are morphisms 1/; : X ------> Y in P 
together with morphisms 1Px: f(x)------> g('l/;(x)) in Cell(C) for each x EX 
such that 

(a) For each x E X and v E f ( x), the following diagram commutes: 

f(x)(:S v) ~ g('l/;(x))(:S 1Px(v)) 

tvl 

f(((v)) 
,P<(v) 

------+ g('l/;(((v))) 

(b) For each x E X the following diagram commutes: 

f(x) ___f__, X(:S x) 

,Pxl l,j; 

g('l/;(x)) ___f__, Y(:S 1/;(x)) 

Further we define composition in our category so that if ¢ : (Y, g) ------> 

(Z, h) is a morphism then(¢ o 1/;)x = <P,f;(x) o 1Px for each x EX. 
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The members X = (X, f) of Complex(C) are called C-cell complexes. 
X is a combinatorial cell complex if the cells are combinatorial cells. X 
is a topological cell complex if the cells of X are topological. 

Intuitively a cell complex consists of cells indexed by the poset X 
together with identifications of the faces of cells accomplished by the 
maps ( and fv,· v E V. 

Example (I). Let X E P and for x E X and v E X(:'.S: x) let 
f(x) = X(:'.S: x) and let ( and fv be the appropriate identity maps. 
Then X is a combinatorial cell complex. We call this cell complex the 
simplicial cell complex of the poset X. 

Remarks. (1) Given any C-cell complex (X, f, F) we can suppress 
the C-structure supplied by the functor F and obtain the combinatorial 
cell complex (X, f) of (X, f, F). This gives us a forgetful functor from 
C-cell complexes to combinatorial cell complexes. 

(2) The combinatorial cell complexes are the simplest cell complexes, 
and we can give a somewhat simpler definition of this category equiv­
alent to the specialization of the general definition above to the case 
of combinatorial cells: A combinatorial cell complex consists of a poset 
XE P, a function f: X--, P*, a map (: V = IlxEX f(x)--, X, and 
maps fv : f(x)(:'.S: v)--, f(((v)) for each v EV, such that 

(i) For each x EX, (: f(x)--, X(:'.S: x) is a map ofposets preserving 
height. 

(ii) For each x EX and v E f(x), fv : f(x)(:'.S: v) --, f(((v)) is an 
isomorphism of posets. 

(iii) If u, VE f(x) with U :'.S: V then fu = ftv(u) o fv­
(iv) For v E f(x), ( = ( o fv on f(x)(:'.S: v). 
(v) For each x E X, f 00., : f(x) --, f(x) is the identity map and 

((oox) = x. 
Moreover a morphism 'lj; : (X, f) --, (Y, g) of combinatorial cell com­

plexes consists of a height preserving map 'lj; : X --, Y of posets together 
with height preserving maps 'l/Jx : f(x) --, g('lj;(x)) of posets for each 
x E X such that 'lj; and 'l/Jx satisfy the commutative diagrams (a) and 
(b) for morphisms of cell complexes given earlier in this section. 

Define a cell complex (X, f) to be regular if ( : f(x) --, X(:'.S: x) is 
an isomorphism for each x E X. For example the simplicial cell complex 
of a poset (defined in Example (1)) is a regular cell complex. We will 
see in a moment that, up to isomorphism, all regular combinatorial cell 
complexes are simplicial cell complexes. Define (X, f) to be restricted 
if ( is injective on f(x)(?. v) for each v E f(x). For example regular 
cell complexes are restricted, but the converse is certainly not true. The 
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combinatorial cell complexes of the torus and Klein bottle, discussed 
in Section 13, are examples of restricted cell complexes which are not 
regular, as is the complex of the Poincare dodecahedron, discussed in 
Section 16. 

The cells of the cell complex (X, f, F) are the C-cells f(x) = (Xx, 

Fx). The boundary of the combinatorial cell f ( x) is j ( x) = f ( x) - { x} 
and if f(x) is a C-cell with extra structure supplied by F(x) then j(x) 

is the C-cell complex with extra structure F(x) = F(x)li(x)· We say 

(X, f, F) is of height n if X is of height n. 

Example (2). Let O::::; n E Zand let X(n) be the poset {0, 1, ... , 
n} under the usual order. Fork E X(n) define f(k) = {(k,i) : 0::::; 
i ::::; k} and order f(k) so that the map ( : f(k) -----, X(n) defined by 
((k, i) = i preserves order. Define f(k,i) : f(k)(::::; (k, i)) -----t X(n)(::::; i) 
by f(k,i)(k,j) = (i,j). Then (X(n), f) is a combinatorial cell complex 
isomorphic to the simplicial cell complex of the poset X(n). As X(n) is 
an n-simplex, we call X ( n) the simplicial cell complex of the n-simplex. 

(3.l)Let X = (X, f) be a regular combinatorial cell complex. Then 
(X, f) is isomorphic to the simplicial cell complex of the poset X. 

Proof. Let X = (X, 1) be the simplicial cell complex of X. Thus 
X = X, J(x) = X(::::; x) for each x EX, and ( and fv are the appropriate 
identity maps. Define 

'I/;: (X, f) -----, (X,f) 

and 
if: (X,f)-----, (X, f) 

to be the morphisms with 'I/; : X -----, X and if : X -----, X the identity 
maps, 1Px : f(x) -----, f(x) the restriction of ( to f(x), and ifx = 1/;;1 . 

It is essentially immediate from the definition of 'I/; and if and from 
axiom 6 for cell complexes that each of these maps is a morphism of cell 
complexes. Of course if = 'l/;- 1 , so 'I/; is an isomorphism. 

(3.2) Let (X, J) be a combinatorial cell complex and x EX. Then 
the po set f ( x) is of height h( x) and OOx is the unique member of f ( x) 
of height h(x). 

Proof. As f(x) E P*, oox is the unique element of f(x) of max­
imal height. Then as ( : f(x) -----, X(::::; x) preserves height, h(f(x)) = 
h(oox) = h(((oox)) = h(x) by axiom 7 for cell complexes. 
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§4. Topological cell complexes 

Let X, f, F be a topological cell complex. That is X E P, for x E X, 
f(x) is a topological cell with F(v) the topological space associated to 
v E f ( x) E P*, etc. 

Write x for OOx. As in Example (2) in Section 2, we regard each 
cell f(x) as a topological space F(x) together with a distinguished class 
{F(v) : v E f(x)} of closed subspaces. Namely, for v E f(x), we have 
a closed injection F(v,x): F(v)-----+ F(x), and we identify F(v) with its 
image under this injection and regard it as a closed subspace of F(x). 
Because F is a functor, these identifications are compatible with the 
ordering on f(x); that is if u < v < x then F(u) ~ F(v) ~ F(x) 
and the identification of F( u) with a subspace of F(x) factors through 
the identification of F(u) with a subspace of F(v). Subject to these 
conventions, F(x) is a topological space with a poset of distinguished 
closed subspaces, and that poset is isomorphic to f ( x). 

Recall from Section 2 that topological cells are required to satisfy 
the property that if u,v E f(x) then F(u,x)(F(u)) n F(v,x)(F(v)) = 
Uw:s;u,v F(w, x)(F( w) ), which under our new notational conventions 

translates into the statement that F(u) n F(v) = Uw:s;u,v F(w). Also if 

u -=f- v then F(u,x)(F(u)) -=f- F(v,x)(F(v)), which in our new language 
reads if u -=f- v then F(u) -=f- F(v). In particular it follows that 

(4.1) For each x EX and a E F(x) there exists a unique v E f(x) 
of minimal height such that a E F( v). 

Next let v E f(x). Then we have an isomorphism fv: f(x)('.5: v)-----+ 
f(((v)) of topological cells. The identifications above identify f(x)('.5: v) 
with F(v) and the subspaces determined by the poset J(x)('.5: v), and 
identify f(((v)) with the space F(((v)) and its family of subspaces. As 
f v is an isomorphism of topological cells, it induces an isomorphism 
Fv : F(v) -----+ F(((v)) such that if u '.5: v then Fv(F(u)) = F(fv(u)). 
Further as Fis a functor, Fu= Ffv(u) o Fv. 

Let Fn = Uaim(x)=n F(x) be the disjoint union of the spaces asso-

ciated to the n-cells of X, and An = Um:s;n Fn, Thus for each a E An 
there is a unique x(a) EX with a E F(x(a)) and by 4.1 there is;a unique 
v(a) E f(x) of minimal height such that a E F(v(a)). Let y(a}= ((v(a)) 
and observe that Fv(a)(a) E F(y(a)) with x(Fv(a)(a)) = y(a). 

For x EX of dimension n, a E F(x), and b E An-l, define a~ b if 
Fv(a) = b for some v E f(x) with a E F(v) and b E F(((v)). 

We construct a topological space An by factoring out a suitable 
equivalence relation ~n from An. The definition is recursive. Namely the 
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equivalence relation ~n on An is defined to be the equivalence relation 
on An generated by'\,, regarded as a relation on Fn U An-l, and ~n-l· 
We first observe that: 

(4.2) For a E An-1, [a]n n An-1 = [a]n-1, where [a]k is the equiva­
lence class of a with respect to ~k· 

Proof. It suffices to show that if a E Fn and b, c E An with a '\. b 
and a'\. c then [b]n-1 = [c]n-1• Let x = x(a), r = x(b), ands = x(c). 
Then a E F(u) n F(w) where u E (-1(r) and w E (-1(s). By an earlier 
remark, F(u) n F(w) = Uv<u w F(v), so a E F(v) for some v :s; u, w. - , 
Now FJ..,(v)(b) = (FJ.., (v) o Fu)(a) = Fv(a) = Ffw(v)(c), so by induction 
on n, [b]n-1 = [c]n-1• 

Let A= Un An and~= Un ~n· By 4.2, ~ is an equivalence relation 

on A. Write a for the equivalence class of a E A and let A= A(X) = 

A/~. We conclude from 4.2 that 

(4.3) For each a EA and nonnegative integer n, an An= [a]n­

For x EX, u E f(x), define I(u) = F(u)- Uu>vEJ(x) F(v). Further 
define 

Ax:F(x)-+A 

and let F(x), i(x) be the image of F(x), I(x) in A under the map Ax. 

(4.4) (1) The map Ax : J(x) -t A is an injection. 
(2) For a EA there exists a unique y(a) EX such that anI(y(a)) -/-

0. 

(3) There exists a unique element ,(a) E F(y(a)) with ,(a) E a. 
(4) If x EX and b E anF(x), then there exists v E f(x)n(- 1 (y(a)) 

with b E F(v) and Fv(b) = ,(a). Further F(y(a)) = F(0 ~ F(x). 

Proof. Let n = h(x) and a, b E J(x). If a= b then by 4.3, [a]n = 
[b]n- But by definition of ~n, [a]n = {a} for a E J(x) as h(x) = n. This 
establishes (1) and (3). 

Let x E X and suppose x is minimal subject to an F(x) -1- 0. 

Let b E F(x) n a; claim b E J(x). For if not then b E F(v) for some 
x -/- v E f(x) and then b ~ Fv(b) E F(y) with y = ((v). Now F(y) = 

F(v) ~ F(x), and the minimality of x is contradicted. In particular 
there exists some y EX with an J(y) -1- 0. 
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On the other hand suppose ai E ii with ai E I(yi), for i = 1, 2, and 
let n = max{h(y1), h(y2 )}. Then, as we saw in paragraph one, liin.Anl = 
1, so a1 = a2 and hence as a1 is in F(y) for a unique y E X, Y1 = y2. 
This establishes (2). 

We saw in paragraph two that if x E X and b E ii n F(x), then 
either b E I(x)" or there is y < x and v E (-1(y) with b E F(v) and 
F(y) = F(v) ~ F(x). In the former x = y(a) by (2), so that (4) holds, 
and in the latter (4) holds by induction on h(x). 

(4.5) (1) The sets i(x), x EX, partition A. 

(2) F(x) n F(y) = Uz~x,y F(z). 

Proof. Part (1) follows from 4.4.2. Let ii E .F(x) n F(y). Then by 
4.4.4, ii E .F(y(ii)) ~ F(x) n F(y) and y(a)::; x,y. Thus (2) holds. 

We topologize F(x) by defining a subset C of F(x) to be closed if 
and only if A;1(C) is closed in F(x). Then we topologize A by decreeing 
that C ~ A is closed in A if and only if C n F(x) is closed in .F(x) for 
each x EX. 

{4.6) (1) F(x) is closed in A so a subset C of F(x) is closed in F(x) 
if and only if C is closed in A. 

(2) Ax : F(x)---. A is continuous. 
(3) If ( : f(x) ---. X(::; x) is injective then Ax : F(x) ---> F(x) is a 

homeomorphism. 
(4) For each Y ~ X, uyEY F(y) is closed in A. 

Proof. Let C be closed in A. Then by definition of the topology 
on A, C is closed in .F(x). Conversely if F(x) is closed in A and C is 

closed in .F(x) then C is closed in A, so to prove (1) it remains to show 
F(x) is closed in A. We must show F(x) n F(y) is closed in .F(y) for all 
y EX. By 4.5.2, 

Further 

so 

F(x) n F(y) = LJ F(z) 
z~x,y 

u F(v) 
vE(- 1 (z)nf(y) 

>,;;;1(.F(x) n F(y)) = u 
z~x,y 

vEC 1 (z)nf(y) 

F(v) 
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is closed in F(y) by axiom (iii) for topological cells in Example (2) of 

Section 2. Now by definition of the topology on A, F(x) n F(y) is closed 

in F(y), completing the proof of (1). A similar argument establishes (4). 

By definition of the topology on F(x), Ax : F(x) -+ F(x) is contin­
uous, so (2) follows from (1). Assume (: f(x) -+ X(:S:: x) is injective. 

Claim Ax: F(x)-+ F(x) is bijective. For if a,b E F(x) with a= b then 
by 4.4.4, there is u,v E f(x) n (- 1 (y(a)) with a E F(u), b E F(v), and 
Fu(a) = Fv(b) = ~(a). As ( is injective, u = v. Then as Fu is injective, 
a= b. So Ax is bijective. Now for D c:;;; F(x) closed, D = A; 1 (Ax(D)) is 
closed, so Ax ( D) is closed in P ( x) by definition of the topology on P ( x). 
This proves (3). 

( 4. 7) Let t..p : (X, f, F) -+ (Y, g, G) be a morphism of topological cell 
complexes. Then 

(1) 'P induces a continuous map A(t..p): A(X)-+ A(Y) via A(t..p)(a) = 
t..p(a). 

(2) A is a covariant functor from the category of topological cell 
complexes to the category of topological spaces. 

Proof. Let ,p = A ( t..p). 0 bserve first that ,p is well defined, since 
if ai E a, i = l, 2, then ai E F(vi) c:;;; F(xi) with Vi E (-1 (y), where 
y = y(a) and Fv,(ai) = ~(a) E F(y). Then Gcp(vi)('P(ai)) = 'P(~(a)), so 
t..p(a1) ~ 'P(~(a)) ~ t..p(az). 

Next claim ,p: F(x) -+ G(t..p(x)) is continuous for each x EX. For 

if C is a closed subset of G(t..p(x)) then A;lx)(C) is closed in G(t..p(x)) 

and then as t..p: F(x)-+ G(t..p(x)) is continuous, t..p- 1(A;c1x)(C)) is closed 

in F(x). So as Acp(x) a t..p = ,po Ax, A; 1 (,:p- 1 (C)) is closed in F(x). 

Therefore ,:p-1(C) is closed in F(x), so indeed ,p : F(x) -+ G(t..p(x)) is 
continuous. Therefore by 4.6 and the definition of the topology on A(X) 
and A(Y), ,p: A(X)-+ A(Y) is continuous. Hence part (1) of the lemma 
is established. Part (2) is straightforward. 

§5. The triangulating complex of a combinatorial cell complex 

Let (X, f) be a combinatorial cell complex. Let V = V(X) = 
llxEX f (x) be the disjoint union of the posets f(x), x E X. So for 

each v EV there exists a unique ((v) EX with v E f(((v)). 
For v E V define 

L(v) = {u EV: fw(v)?: u for some w E f(((v))(?: v)}. 
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(5.1) Let x E X, v E f(x), u E L(v), and w E f(x)(?. v) with 
fw(v) ?. u. Then 

(1) ((u) = ((w). 
(2) If (X, f) is restricted then w is the unique z E f(x) (?. v) with 

((z) = ((u) and we denote w by fu(v). 

Proof. As fw(v) ?. u, u E f(((w)), so ((u) = ((w). If X is re­
stricted then for each y E X there is at most one z E f(x) (?. v) with 
((z) = y, so (2) holds. 

Define the graph .6. = .6.(X) of the cell complex X to be the graph 
with vertex set V and u adjacent to v if u E L(v) or v E L(u). The 
clique complex of a graph r is the simplicial complex with vertex set r 
and simplices the cliques of r. Denote by K(X) the clique complex of 
.6.(X). We call K(X) the triangulating complex of X. 

(5.2) If u E L(v) then ((u) ~ ((v) ~ ((u) ~ ((v). 

Proof. As u E L(v), there is w E f(x)(?. v) with fw(v) ?. u. Then 

((u) = ((w) ~ ((v), ((v) = ((fw(v))?. ((u), and ((v) ~ ((w) = ((u). 

(5.3) If u,v E V are adjacent with ((u) = ((v) and ((u) = ((v) 
then u = v. 

Proof. We may take u E L(v). Let x = ((v) and w E f(x)(?. v) 

with fw(v) ?. u. Then ((w) = ((u) = ((v) = x, so by 3.2, w = OOx = x. 
Then v = fx(v)?. u, so as ((v) = ((u) and ( preserves height, v = u. 

Forss;; .6. define X(s) = {((v): v Es} and ((s) = {((v): v Es}. 

(5.4) Lets be a simplex in K(X). Then 
(1) There is a unique ordering Vo, ... , Vk of the vertices of s such 

that vi E L(vj) forO ~ i ~j ~ k. 

(2) ((vo) ~ · · · ~ ((vk) ~ ((vo) ~ · · · ~ ((vk)-

(3) Assume (X, f) is restricted and let Wi = Jv; ( vk). Then wi is the 

unique w E f(((vk))(?. vk) with ((w) = ((vi)- Moreover wo ~ · · · ~ 
Wk= ((vk) and fw; (wi) ?. Vj for j?. i. 

Proof. Induct on the dimension k of s. The case k = 0 is trivial, 
so take k > 0. By 5.2, X(s) and ((s) are chains, so pick Vk E s with 

((vk) maximal, and subject to this constraint, with ((vk) maximal. Let 
t = s - { vk}. By induction on k, there is a unique ordering v0 , .•. , vk-l 
oft satisfying the conditions of the lemma. Let i < k. By 5.3 and 
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the choice of vk, either ((vi) < ((vk) or ((vi) < ((vk). Then by 5.2, 

vi E L(vk), and ((vi)~ ((vk) ~((vi)~ ((vk), establishing (1) and (2). 
Thus it remains to prove (3), so we may assume X is restricted. 

By 5.1.2, Wi is the unique w E f(((vk))('2. Vk) with ((w) = ((vi). By 

induction, Zi = fv;(vk_i) is the unique z E f(((vk_i))('2 Vk-1) with 

((z) = ((vi) for i < k. Further zo ~ · · · ~ Zk-1 and fz,(zj) '2. Vi. 
Now J;;;L 1 (zi) '2. J;;;L 1 (vk-1) and Wi '2. Vk '2. J;;;L 1 (vk-1), so as X is 

restricted, Wi = J;;;L 1 (zi). So as Zj '2. Zi for j '2. i, Wj '2. wi. Then 

fwi(wi) '2. fwi(vk) '2_ Vj, completing the proof of (3). 

Fors a simplex of K(X), Lemma 5.4 says that X(s) has a greatest 

element ((s). 

(5.5) Ifs is a simplex of K(X) then dim(s) ~ h(((s)) and dim(s) ~ 
IX(s)I + l((s)I - 2. 

Proof. Let s = {Vo, ... , vk} be ordered as in 5.4. By 5.3, for each 

1 ~ i ~ k, ((vi-1) < ((vi) or ((vi-1) < ((vi)• Let </>(i) = ((vi-1) or 
( ( Vi-l) in the respective case. Then the map </> : { i : 1 ~ i ~ k} -t 

X(s) - {((s)} U ((s) - {y} is an injection, where y = ((vk). Therefore 
the second remark in the lemma holds. Also by 5.4, { </>( i) : i} is a chain 

oflength k - l in X(< ((s)), so the first remark holds. 

(5.6) Let (X, f) be of height n and V(n) = {(m, k) : 0 ~ k ~ m ~ 

n}. Define T: V -t V(n) by T(v) = (h(((v)), h(((v))). Then K(X) is a 
typed simplicial complex over V ( n) with type function T. 

Proof. This follows from 5.3 and 5.4. 

Remark 5.7. Observe we have a covariant functor K from the cat­
egory of combinatorial cell complexes to the category of typed simpli­
cial complexes. We have already associated a typed simplicial complex 
K(X) to X. Suppose a: X -t X is a morphism of combinatorial cell 
complexes. Then for x E X, we have a map ax : f(x) -t f(a(x)) 
of posets which induces a map K(a) : V(X) -t V(X) defined by 
K(a)(v) = a((v) (v). If u E L(v) there is w E f(x)('2 v) with fw(v) '2_ u. 
Then as 

f(x)(~ w) ~ f(a(x))(~ ax(w)) 

twl 

f(((w)) 
°'((w) - f(a(((w))) 
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commutes, 

K(a)(u) = °'((u)(u) :S °'((u)Uw(v)) 

= lc><x(w)(ax(v)) = fK(a)(w)(K(a)(v)), 

with K(a)(v) = ax(v) :S ax(w) = K(a)(w), so K(a)(u) E L(K(a)(v)). 
Thus K(a) : .6.(X) -+ .6.(.X) is a map of graphs, and thus induces a 
simplicial map from K(X) to K(X). As a preserves height, K(a) also 
preserves the type function T of Lemma 5.6. It is easy to check that 
K(a o /3) = K(a) o K(/3), so K is indeed a functor. 

Example 5.8. Consider the simplicial cell complex (X(n), f) of the 
n-simplex defined in Example (2) in Section 3. The set V(n) = {(k, i) : 
0 :S i :S k :S n} is V ( X ( n)). Denote by K ( n) the triangulating complex 
K(X(n)) of X(n). Then for (a,b),(a,/3) E V(n), (a,b) E L(a,/3) if 
and only if b :S /3 :S a :S a. The complex X(n) is regular and hence 

restricted. Observe that if (a,b) E L(a,/3) then fca,b)((a,/3)) = (a,a). 

In the remainder of this section we discuss the triangulating complex 
K(n) of the simplicial cell complex X(n) of the n-simplex. Observe 
first that we may regard V ( n) as the lower diagonal elements in an 
n + 1 by n + 1 square array. From this point of view, for (a, /3) E 
V ( n), L (a, /3) is the set of entries in V ( n) living in the rectangle with 
corners (/3,0), (/3,/3), (a,0), (a,/3) sitting directly above and to the left 
of (a, /3). Similarly those (a, b) with (a, /3) E L(a, b) form the rectangle 
with corners (a, /3), (a, a), (n, /3), (n, a), sitting directly below and to 
the right of ( a, /3). 

Next 5.4 translates into the statement: 

(5.9) A subsets of V(n) is in the set :E(n) of simplices of K(n) 
if and only if we can orders so thats = {(ai,/3i) : 0 :S i :S k} with 
/Jo :S · · · :S f3k :S ao :S · · · :S °'k. 

For (a,/3) E V(n) define 

l(a, /3) = {(a, b): a= a and b = /3 -1 or /3 =band a= a - 1} 

and a directed graph structure on V(n) bye-+ f if e E l(J). Notice if 
e-+ f then e is adjacent to fin the graph .6.(n) of X(n). Also e-+ f if 
e and fare adjacent lattice points in the array V(n). 

Fors E :E(n), let a*(s) = max{a: (a,/3) Es} and a*(s) = min{a: 
(a,/3) Es}. Define /3*(s) and /J*(s) similarly. 
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(5.10) The maximal simplices ~*(n) of K(n) are precisely the di­
rected paths p =Po··· Pn of length n in the directed graph (V(n),-+) such 
that Pi-+ Pi-l, Po= (a*(p), 0), Pn = (n, /3*(p)), and a*(p) = /3*(p). In 
particular a*(p) = n and /3*(p) = 0. 

Proof. Let p be a maximal path and order p as in 5.9. Notice 
/3o = /3*(p), ao = a*(p), f3k = /3*(p), and ak = a*(p). Now p U 
{(n, /3k), (ao, 0)} E ~(n), so by maximality of p, n = ak = a*(p) and 
0 = /3o = /3*(p). If Pi (/. l(Pi+1) then ai+l - ai > 1 or /3i+l - /3i > 1, or 
ai+l - ai = /3i+l - /3i = 1, and we adjoint (ai + 1,/3i), (ai,/3i + 1), or 
(ai + 1, /3i) top in the respective case to contradict the maximality of p. 
Thus pis a directed path in (V(n),-+ ). Notice the length of the path p 

is the number N of changes down and to the right as the path proceeds 
from Po to Pk, since at each step there is exactly one such change. Fi­
nally p U {(n, a 0 )} E ~(n), so (n, a 0 ) = Pk by maximality of p. Thus 
/3*(p) = a 0 = a*(p). This implies that n = N, sop is of length n, 
completing the proof. 

Remark 5.11. Lemma 5.10 says the maximal simplices p of ~(n) 
are all of dimension n and are the paths in the directed graph (V ( n), -+) 
within rectangles R(k) with corners (k, 0), (k, k), (n, 0), (n, k) running 
from the upper left hand corner (k, 0) to the lower right hand corner 
(n, k), where k = /3*(p) = a*(p). 

§6. Affine space, convex sets, and triangulations 

Let Rn be n-dimensional Eulidean space. An affine subspace of Rn 
is a coset U + x of a linear subspace U of Rn. The dimension of the 
affine subspace U +xis dim(U), with the empty set of dimension -1. 

A subset C of Rn is convex if for each x, y E C and each real number 
t with 0 :S t :S 1, tx + (l - t)y E C. The intersection of any family of 
convex sets is convex, so for each subset S if Rn there is a smallest 
convex subset [S] of Rn containing S. We call [S] the convex closure of 
S. 

Define the affine dimension of a subset S of Rn to be the smallest 
dimension of an affine subspace containing S. Thus the affine dimension 
of S is dim(U(S)), where U(S) = (x - y : x, y E S), since U(S) + s is 
the smallest affine subspace containing S for any s E S. In particular 
dim(S) :S ISi - 1 and we say Sis affine independent if dim(S) = ISi -1 
achieves this bound. 

The next lemma is well known and easy to prove: 
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(6.1) (1) For S ~ Rn, 

[S] = { L axx : 0 S ax ER, Lax = 1, and 
xEX X 

X is a finite subset of S}. 

( 2) Let S = { x 0 , ••• , x k} be an affine independent subset of Rn. 
Then each x E [S] can be written uniquely as x = Ei aixi with O S ai 

and Ei ai = l. 

(6.2) Let X, Y ~ Rn be convex, X = [x,X n Y], Y = [y,X n Y], 
and [x, y] ~XU Y. Then XU Y is convex. 

Proof. XU Y ~ Z = [X, Y] = [X n Y,x,y]. Let z E Z - [x,y]. 
Then z =ax+ by+ (l - a - b)v for some v EX n Y and OS a, b ER 
with a+b < l. Then w = (ax+by)/(a+b) E [x,y] ~ XUY, so we may 
take w EX. Hence z = (l-a-b)v+ (a+b)w EX, so that Z ~ XUY 
as desired. 

(6.3) Let x,y,z,w E Rn, 0 < E: < 1, p = E:Z + (1- 1=:)y, q 
E:X + (1 - 1=:)w, X = [p, e, fl, and Y = [q, e, fl, where either 

(1) e=1=:x+(l-1=:)y andf =1=:z+(l-1=:)w, or 
(2) e = E:Z + (1 - 1=:)x and f = E:y + (1 - 1=:)w. 

Then [p, q] ~ X U Y and X U Y is convex. 

Proof. We assume (1) holds; the proof of when (2) holds is essen­
tially the same. Notice if [p, q] ~ XU Y then XU Y is convex by 6.4, so 
it remains to show [p, q] ~XU Y. 

Let O s t s 1 and v = tp + (1 - t)q. Suppose first t ~ 1/2 and let 
a= b = l - t. Then 1- a - b = 2t-1 and OS 2t-1 S 1 as 1/2 St S 1. 
Then by 6.1, v = ae+bf + (l-a-b)p EX. So let t S 1/2 and this time 
take a = b = t, so that 1 - a - b = l - 2t and O S 1 - 2t S 1 because 
0 St S 1/2. Now v = ae +bf+ (l - a - b)q E Y. 

In (2) take a= (l - t)c/(1- c) and b = l - t if t ~ E:, while if t SE: 
take a= t and b = t(l - 1=:)/1=:. 

Let K = (V, E) be a finite dimensional simplicial complex with 
vertex set V and simplices E. A triangulation of a topological space T 
by K is a map cp of E into the set of closed subspaces of T together with 
homeomorphisms 

'Ps: cp(s)-. cp(s) = [u(s,v): v Es] C Rk 

for each k-simplex s of K such that 
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(Tl) Fors, t E ~, 'P(s) n 'P(t) = 'P(s n t), where 'P(0) = 0. 
(T2) T = UsEE 'P(s) and C ~Tis closed in T if and only if Cn'P(s) 

is closed in 'P( s) for all s E ~-
(T3) For each k-simplex s of Kandt~ s, cp(s) = [u(s, v): v Es] is 

of affine dimension k and 'Pt,s = 'Ps o 'Pt 1 acts on cp(t) = [u(t, v) : v Et] 
via 'Pt,s: I:vEtavu(t,v) f---> I:vEtavu(s,v). 

A morphism of topological spaces 'Pi : Ki ---+ Ti, i = 1, 2, with 
triangulation is a pair (a, /3) where a : K 1 ---+ K 2 is a simplicial map, 
/3 : T 1 ---+ T 2 is continuous, and for each s E ~ 1 , 

(T1) /3('P1(s)) ~ 'P2(a(s)), and 
(T2) 0: 8 o 'P! = 'P;(s) o /3, where 0: 8 : cp1(s)---+ cp2(a(s)) is defined by 

vEs vEs 

Example 6.4. Let I be an index set and for J ~ I let TJ = [uj 

j E J] be a convex subset of Rk of affine dimension k = JJJ - 1. Let 
K = (X0 , ~) be a typed simplicial complex with type function h : X 0 ---+ 
I ( cf. Section 1) and let X = sd( K) be the barycentric subdivision of 
K. 

We now construct a topological cell complex x(K). We begin by 
defining X to be the poset of x(K). (Notice XE P.) Then for x EX we 
form a topological cell f(x) = (f(x), F(x)) by letting f(x) = X(:::; x) and 
for u:::; v:::; x, defining F(v) = Th(v), (where h(v) = {h(z): z Ev}~ I, 
keeping in mind that v is a simplex of K) and defining F ( u, v) : F ( u) ---+ 
F( v) to be the inclusion map. The map ( is defined to be the identity 
map on each f(x), and for v E f(x), fv : f(x)(:::; v) ---+ f(((v)) is 
also the identity map. It is straightforward to check that x(K) is a 
topological cell complex. Notice that the combinatorial cell complex of 
the topological cell complex x(K) is the simplicial cell complex of sd(K). 
In particular x(K) is a regular complex. 

We next extend x to a covariant functor from the category of typed 
simplicial complexes over I to the category of topological cell complexes. 
Namely if a : K ---+ K is a morphism of typed complexes over I, then 
a extends to a map x(a) : sd(K) ---+ sd(K) of posets via x(a)(x) = 
{a(v) : v Ex}. Next for x EX, define x(a)x: F(x)---+ F(x(a)(x)) to 
be the identity map. This makes sense, since as a preserves the type 
function h, h(x) = h(x(a)(x)), so F(x) = F(x(a)(x)). It is easy to 
check that x( a) is a morphism of topological cell complexes and that 
x(a o /3) = x(a) o x(/3), so that xis indeed a covariant functor. 



20 M. Aschbacher 

Form the topological space A= A(x(K)) as in Section 4. We next 
construct a triangulation rp: K---+ A. Namely for x EX define r.p(x) = 
F(x) ~ A. Then for v E x, define u(x, v) = uh(v) E Th(x) and define 
'Px : rp(x) - Th(x) by 'Px : a f--+ a. The map 'Px is just the inverse of 

Ax : F(x) ---+ F(x) defined in Section 4 by Ax(a) = a. As ( is injective, 
4.6.3 says the map Ax is a homeomorphism, so 'Px is a well defined 
homeomorphism. 

By definition of the space A, r.p(x) = F(x) is a closed subspace of 
A for each x E X and axiom (T2) for triangulation holds. By 4.5, for 

x, y EX, r.p(x)nr.p(y) = F(x)nF(y) = Uz~x,y F(z) = F(xny) = r.p(xny), 
so axiom (Tl) holds. Finally if y::; x then 

'Py,x = 'Px o rp; 1 = A; 1 o Ay : L aiui ---+ A; 1 (L aiui) = L aiui, 
i i i 

s·o axiom (T3) is satisfied. 
Let T(K) = A(x(K)) and r.pK : K---+ T(K) the triangulation just 

constructed. The space T(K) is the geometric realization of the simpli­
cial complex K. 

To complete our discussion in this example, we extend T to a co­
variant functor from the category of typed simplicial complexes over I 
to the category of topological spaces with triangulation by essentially 
viewing T as the composition T0 =Ao X· We have just seen that xis a 
functor and by 4. 7, A is a functor, so To = Ao x is a functor from typed 
complexes to topological spaces. Suppose a : K 1 ---+ K 2 is a morphism 
of typed simplicial complexes over I. Define T(a) = (a, T0 (a)). As To is 
a covariant functor, T(a o /3) = T(a) o T(/3), so it remains to check that 
T(a) is a morphism of triangulated spaces. We leave that as an exercise 
for the reader. 

§7. Polyhedral cell complexes 

A polyhedml cell complex is a C-cell complex (X, J) where C is the 
category of triangulated topological spaces. Thus for x E X and v E 
f(x), F(v) is a topological space together with a triangulation nv : 
f(x)(::; v) ---+ F(v), where f(x)(::; v) is regarded as an order complex. 
Moreover for each simplex s of f(x)(::; v), i.Jv(s) = i.J<;(v)(fv(s)) and if 

u::; v ands~ f(x)(::; u) then i.Ju(s) = i.Jv(s) and F(u,v) : F(u) ---+ 

F(v) satisfies F(u, v)(Bu(s)) = Bv(s) and B~ o F(u, v) = B: on Bu(s). 
Finally fv : f(x)(::; v)---+ f(((v)) as an isomorphism of polyhedral cells 

satisfies Fv(Bv(s)) = B(;(v)Uv(s)) and Etc~) 0 Fv = B~ on BV(s). 
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A morphism of polyhedral cell complexes a: (X, f, F, B) --, (X, f, P, 
B) is a morphism a: (X, f, F)--, (X,J, P) of topological cell complexes 
such that for each x E X and each simplex s of f(x), ax(Bx(s)) ~ 
Ba(xl(a(s)) and a o Bx= Ba(x) o a on Bx(s). 

s s a(s) x 

Example 7.1. We proceed as in Example 6.4. In particular let 
I= {O, 1, 2, ... } and for J ~ I let TJ = [u1 : j E J] be a convex subset 
of Rk of affine dimension k = IJI - l. 

Let X = (X, f) be a combinatorial cell complex. We associate a 
polyhedral cell complex P(X) = (X, f, F, B) to X. For x E X the 
polyhedral cell associated to x is obtained using the construction of 
Example 6.4. Namely if h(x) = n then f(x) is a typed complex over 
I with respect to the height function h : f(x) --, I, so we can apply 
the geometric realization functor T of Example 6.4 to f ( x) and obtain 
a topological space F(x) = T(f(x)) (the geometric realization of the 
order complex of f(x)) and a triangulation Bx : f(x) __, F(x). Then 
for v E f(x), F(v) is the subspace Uu::;v Bx(u) ~ T(f(x)(-5. v)) and 

Bv: f(x)(-5. v) __, F(v) is the restriction of Bx to f(x)(-5. v). For u $_ v, 
F(u,v): F(u) __, F(v) is the inclusion map. Notice as Bv and Bu are 
restrictions of Bx, B~ = B"; on Bu ( s) for each simplex s of f ( x) ( $_ v). 

Axioms (i) and (iii) for topological cells (given in Example (2) of 
Section 2) are satisfied by 4.5.2 and 4.6.4. 

Next as T is a functor, the isomorphism fv of posets induces an 
isomorphism T(fv) = Uv, Fv) of spaces with triangulation from Bv : 
f(x)(-5. v)--, F(v) to B((v): f(((v))--, F(((v)). In particular Fv(Bv(s)) 

= B((v)Uv(s)) for each simplex S of f(x)(-5. v) and Btcl) 0 Fv = B~ on 

Bv(s). 
We next extend P to a functor from combinatorial cell complexes to 

polyhedral cell complexes. Let a : X --, X be a morphism of com­
binatorial cell complexes. Our morphism P(a) : P(X) __, P(X) is 
defined so that its image under the forgetful functor is a. Further 
for x E X, ax : f(x) --, J(a(x)) as a map of posets is a morphism 
of typed complexes, so applying our functor T we get a morphism 
T(ax) = (ax, Tx) of spaces with triangulation from T(f(x)) = F(x) to 
T(f(a(x))) = F(a(x)), where Tx = A(x(ax)). We let P(a)x = T(ax)-

Check that P(a) is a morphism of polyhedral cell complexes. More­
over as T(a o /3) = T(a) o T(/3) we have P(a o /3) = P(a) o P(/3). 

In the remainder of this section assume (X, f, F, B) is a polyhedral 
cell complex. We adopt the notational conventions of Section 4. In 
particular for x E X and v E f(x) we regard F(v) as a subspace of 
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F(x), so that F(u,v) becomes inclusion for each u :S v. Similarly for 
s a simplex of f ( x) (:S v) we can regard Bv ( s) = Bx ( s) and write both 
as B(s). Already by the definition of polyhedral cell complex we have 

iJx (s) = iJv(s ), and as F( v, x) is inclusion, B~ = B: oF( v, x) = B:, and 
we denote both by B 8 • That is B : f ( x) -+ F ( x) is a triangulation and 
for each v E f(x), B restricts to a triangulation B: f(x)(:S v)-+ F(v). 

Let S be a simplex inf (x ). We have a homeomorphism Bs : B(S) -+ 

B(S) = [uj : j E J], where J is the set of heights of vertices in S 
and by axiom (T3), Bs(v) = uh(v)· Now if U <;;; S and av 2 0 with 

LvEU av = l, Lv avUh(v) is a well defined element of B(S) and we 

define LvEU avB(v) = Bs1(:Ev avUh(v))- Notice by axiom (T3) that 
this definition is independent of the choice of S containing U. Further 

(7.2) If w E f(x) and U is a simplex in f(x)(:S w) then Z = fw(U) 
is a simplex in f(((w)), Fw(B(U)) = B(Z), LvEU avB(v) E B(U) <;;; 
F(w), and 

vEU zEZ 

Proof. Let q = LvwavB(v). As U <;;; f(x)(:S w), S = UU {w} 
is a simplex in f(x) and by the discussion above Lv avuh(v) E B(w) so 
q E B(w) <;;; F(w). As fw is a map of posets, Z = fw(U) is a simplex in 
f(((w)). Finally by definition of polyhedral cell complex, BzoFw = Bu, 
so Fw(q) = Fw(Bi/(I:v avuh(v))) = Bz 1 (Lv avUh(v)) = Lz azUh(z)· 

Next we associate to each x E X a graph r = r ( x) called the residual 
graph of X at x. Let 

V(x) = {(w, v): w E f(x) and v E f(((w))}. 

For ( w, v) E V(x) define 

L(w,v) = {(w',v') E V(x): w' '.S w, fw(w') 2 v, and iJw(w')(v) 2 v'} 

Finally let f(x) be the graph with vertex set V(x) and (w,v) adjacent 
to (w',v') if (w',v') E L(w,v) or (w,v) E L(w',v'). 

Let K(x) be the clique complex of r(x). We call K(x) the residual 
complex of X at x. Observe 

(7.3) Let x EX, (f(x),g) the simplicial cell complex of the poset 
f ( x), and for w E f ( x) and u '.S w, write ( w, u) for u regarded as an 
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element off (x )('5. w) in V(f (x ), g). Then the map (w, v) 1-+ ( w, f,;;;1 ( v)) 
is an isomorphism of K(x) with K(f(x),g). 

Next pick a real number O < c: < 1. For v E f(x) define 

P(v) = c:B(x) + (1 - c:)B(v) E F(x). 

As x is the greatest element of f ( x), { x, v} is a simplex of f ( x) and so 
the notation is well defined. 

Next for (w, v) E V(x) define P(w, v) E F(x) by 

P(w, v) = F;;; 1 (P(v)) = c:B(w) + (1- c:)B(f;;;1(v)). 

Thus P(w,v) E F(w). Indeed 

(7.4) For w E f(x), P(w) E I(x) and for (w, v) E V(x), P(w, v) E 
I(w). 

Proof. Recall from Section 4 that I(w) = F(w)-UuEf(x)(<w) F(u). 
Now Bis a triangulation of F(x) with F(w) the union of the topological 
simplices B(S), S <;;;; f(x)('5. w), so 

F(x) = F(x) - I(x) = LJ F(w) = LJ B(S). 
x#-wEf(x) xf/:.S 

So as P(w) = c:B(x)+(l-c:)B(w) with O < c: < 1, P(w) is contained only 
in B(S) for simplices S containing x, and hence P(w) E I(x). Similarly 
P(v) E I(((w)), so P(w, v) = F;;;1(P(v)) E F;;;1(I(((w))) = I(w). 

(7.5) Ifs= {(w0 , v0 ), ••• , (wk, vk)} is a simplex in K(x) = K(r(x)) 
then 

(1) We can orders so that v0 '5. v1 '5. · · · '5. vk '5. w0 '5. · · · '5. wk, 
where vi = f;;;/ (vi). 

(2) (w1,v1) E L(wi,vi) for j '5. i. 
(3) S(s) = {vi,wi: 0 '5_ i '5. k} is a simplex of f(x) with P(wi,vi) E 

B(S(s)) for each i. 
( 4) P( w, v) E B(S) for some simplex S of f(x) if and only if w and 

J;;;1 (v) ES. 

Proof. Parts (1) and (2) follow from 7.3 and 5.4. Notice (1) implies 
S(s) is a simplex of f(x). Then (4) completes the proof of (3), so it re­
mains to prove (4). But (4) holds as P(w, v) = c:B(w)+(l-c:)B(f;;; 1 (v)) 
and B : f ( x) ---+ F ( x) is a triangulation. 

Lets be a simplex in K(x). By 7.5, there is a smallest simplex S(s) 
of F(x) such that P(e) E B(S(s)) for each vertex e Es. For Sa simplex 
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of f(x) containing S(s), identifying B(S) with B(S) we can consider the 
convex closure cp(s) = [P(e): e Es] of the points P(e) in B(S). Because 
B is a triangulation, these identifications are independent of S. We let 
u(s, e) = P(e), cp(s) = cp(s), and cp8 : cp(s)---+ cp(s) be the identity map. 
The remainder of this section and all of the next section are devoted to 
showing: 

Theorem 7.6. cp: K(x)---+ F(x) is a triangulation of F(x). 

As cp(s) is a convex subset of B(S(s)), cp(s) is closed in B(S(s)), and 
then as B(S(s)) is closed in F(x), we conclude cp(s) is closed in F(x). 
If t ~ s then by 7.5, S(t) ~ S(s), so cp(t) ~ cp(s) and then as cp8 and 'Pt 

are identity maps, 'Pt,s = cp8 o cp-; 1 : cp(t) ---+ cp(s) is the inclusion map. 
Therefore axiom (T3) in the definition of triangulation is satisfied by cp 
if { P ( e) : e E s} is affine independent for each s. Hence 

(1.1) To establish Theorem 7.6 is suffices to verify: 
(1) Fors, t E E(x) the set of simplices of K(x), cp(s)ncp(t) = cp(snt). 

(2) F(x) = UsEE(x) cp(s). 
(3) {P(e) : e Es} is affine independent of order dim(s) + 1 for each 

s E E(s). 
(4) C ~ F(x) is closed in F(x) if and only if C n cp(s) is closed in 

cp(s) for each s E E(x). 

For 7.7.1 is axiom (Tl), while 7.7.2 and 7.7.4 are axiom (T2). Finally 
we have seen that 7.7.3 implies axiom (T3). 

So it remains to verify 7.7.1 through 7.7.4. 

(7.8) (1) We may assume X = {x0 < · · · < Xn = x} is a chain and 
( : f(xi) ---+ X(s xi) is an isomorphism for each i. 

(2) Under this assumption on X, 7.7.2 implies 7.7.4. 

Proof. Consider the polyhedral cell complex X = (X,f, F, B), 
where X = f(x), J(v) = f(v), F(v) = F(v), (: f(v) ---+ f(x) is inclu­
sion, fv is the identity map, and B(v) = B(v) for each v E f(x). Notice 
that the combinatorial cell complex (X, 1) of this polyhedral complex 
is just the simplicial cell complex of O(f(x)); in particular by 7.3, there 
is a natural isomorphism of K(x) with K(X,f). Then if Theorem 7.6 
holds for X it also holds for X, so replacing X by X, it suffices to take 
X = f(x) and (: f(x)---+ X an isomorphism. 

Let S be a simplex of X, Es= {s E E(x) : B(s) ~ S}, s E E(x), 
and ss = {(w,v) Es: w,f;;;1(v) ES}. Then cp(s) nB(S) ~ B(S(s)) n 
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B(S) = B(S(s) n S) as Bis a triangulation. Also cp(s) n B(S(s) n S) = 
cp(ss) as the elements of cp(s) are of the form 

Lai(cB(wi) + (1- c)B(f;;;/(vi))) 
i 

while the elements B(wi), B(f;;;/(vi)), are affine independent in B(S(s)). 
Therefore cp(s) nB(S) = cp(ss). In particular for s, t E E(x), cp(s) ncp(t) 
= cp(s)nB(S(t))ncp(t)nB(S(s)) = cp(ss(t))ncp(ts(s)) = cp(sr)ncp(tr), 
where T = S(s) n S(t), since s ~ S(s) so Ss(t) = sr and similarly 
ts(s) = tr, Therefore if for each simplex T and each e, f E Er, we have 
cp(e)ncp(f) = cp(enf), then 7.7.1 holds. Similarly if B(T) = UeEET cp(e), 
for each T, then 7.7.2 holds as does 7.7.4. The latter holds because B 
is a triangulation so C is closed in F(x) if and only if C n B(T) is 
closed in B(T) for each T, and because 7.7.4 holds when T = X and 
B(T) = UeEET cp(e), since in that case E(x) is finite. So it suffices to 
show for each simplex S of X that cp: Es--+ B(S) satisfies 7.7.1 through 
7.7.3. Hence replacing X by S, we may assume Xis a chain. That is 
(1) holds, and we have already observed that (2) holds. 

In the remainder of the proof we assume X is as described in Lemma 
7.8. Therefore X is an n-simplex with greatest element x and ( is 
injective, so by 3.1, (X, f) is the simplicial cell complex of then- simplex. 
That is (X, f) is isomorphic to the complex (X(n), f) of Example (2) in 
Section 3, so K = K(X) is isomorphic to the complex K(n) = K(X(n)) 
discussed in Example 5.8 and subsequent lemmas in Section 5. Further 
by 7.3, the residual complex K(x) is isomorphic to K. Thus without 
loss we may take X = X(n), V(x) = V(X) = V(n), etc. We adopt the 
notational conventions of Section 5 used to discuss X ( n). 

Next F(x) = [Bi : 0 ::; i ::; n] is the convex affine subspace of Rn 
generated by the affine independent set of vectors Bi= B(xi), 0::; i::; n. 
Further for (a,{3) E V(n), P(a,{3) = cBa + (1- c)B13. 

{7.9) For each s E E(x), {P(e) : e E s} is affine independent of 
order dim( s) + 1. 

Proof. Without loss s is a maximal simplex, so s = { s0 , ••. , sn} 
is described in 5.10. Thanslating, we may take Bo = 0, so it remains 
to show Y = {P(si) : 0 ::; i ::; n} contains a basis for Rn as a linear 
space. As { B0 , •.• , Bn} is affine independent and generates F(x) of 
affine dimension n, { B 1 , ... , Bn} contains a basis for Rn so it suffices to 
show Bi E (Y) = U. Assume not; then as i = a or {3 for some (a, /3) Es, 
we can pick k minimal subject to Bak or B13k i U, where Sk = (ak,/3k), 
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Ass is a path in (V(n), -), sk E l(sk-l) so without loss ak = ak-1 and 
f3k = f3k-1 + 1. Now P(sk) = c:Bak + (1- c:)B13k EU. By minimality of 
k, Bak-i E U, so as ak = ak-1, B13k E U, contrary to the choice of k. 

Remark 7.10. Observe that if (a, /3) and ('-y, 8) E V(n) with a? 'Y 
then one of the.following holds: 

(0) 'Y ? (3 ? 8 and y E x.l. 
(I) (3 > 'Y and y <t x.l. 
(II) (3 < 8 and y <t x.l. 
Define a subset 0 of V(n) to be convex if whenever u = (a, (3) and 

v = ('Y, 8) are in 0 with a? 'Y and u <t v.l then 
(i) (a,'Y) and ((3,8) are in 0 if (3 > 'Y, and 
(ii) ('Y,/3) and (a,8) are in 0 if (3 < 8. 

Theorem 7.11. If 0 ~ V(n) is convex then D(0) = C(0) is con­
vex, where D(0) = Us~O,sEE cp and C(0) = [P(x): x E 0]. 

Proof. First if 0 is a clique then D(0) = cp(0) = C(0) by definition 
of cp(0). So we may assume 0 is not a clique. In particular as we prove 
Theorem 7.11 by induction on 101, the induction is anchored. 

Let N = min{a: (a,(3) E 0} and M = max{/3: (a,(3) E 0}. Assume 
first that N ? M. Then whenever ( a, (3), ('Y, 8) E 0 with a ? 'Y, we have 
(3 ::;; M::;; N ::;; 'Y, so by Remark 7.10, either ('Y, 8) E (a, /3).l or (3 < 8, 
'Y < a, and as 0 is convex, ('Y, (3) and (a, 8) are in 0. 

Let 0* = {(a,(3) E 0: 0 </: (a,/3).1}. As 0 is not a clique, 0* =fa 0. 

Define 
f3o = min{/3 : ( a, /3) E 0*}, 

ao = max{ a : ( a, (30 ) E 0*}, 

a1 = min{a: (a,(3) E 0*}, 

/31 = max{/3: (a1,/3)0*}, 

Vi= (ai,f3i), and 0i = 0-{vi}. 
By definition of v0 , there exists ('Y, 8) E 0 - vc}, so by definition of 

/3o, we have 8 ? (30 . Thus by an earlier remark, (30 < 8 and 'Y < a 0 . 

Then by definition of v1, a 1 :::; 'Y < a 0 • By symmetry, (30 < (31. 
Claim 00 is convex. For if ( a, (3), ('Y, 8) E 0 with a ? 'Y and ('Y, 8) <t 

(a, /3).l, then by an earlier remark, (3 < 8, 'Y < a, and ('Y, /3), (a, 8) E 0. 
As f3o ::;; (3 < 8, (a, 8) =fa v0 , while if (3 = (30 then a 0 ? a > 'Y, so 
('Y, /3) =fa vo. Hence ('Y, (3), ( a, 8) E Bo and 00 is indeed convex. Similarly 
01 is convex. 

Next let X = C(0o), Y = C(01), q = P(v0 ), and p = P(v1). Then 
X = [p,C(0o n 01)] and C(00 n 01) ~ X n Y, so X = [p,X n Y] and 
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similarly Y = [q, X n Y]. By induction on the order of 0, X = D(00 ) 

and Y = D(01 ). 

Alsop= P(v1) = c:Ba, + (1 - c:)B131 and q = P(vo) = c:Ba0 + (1 -
c:)B130 • Further ao > a1 and /31 > /3o, so Vo~ vf- and hence by an earlier 
remark, (a0 ,/31), (a1,/30 ) E 0, and indeed as neither is v0 nor v1, each is 
even in 00 n 01 : Therefore 

e = P(ao, /31) = c:Ba0 + (1- c:)B131 EX n Y 

and 
f = c:Ba, + (1 - c:)B130 EX n Y. 

Thus XU Y is convex by 6.3.1 and 6.2. Finally observe that XU Y = 
D(0), so that Theorem 7.11 holds in this case. For as v0 ~ vf-, each 
s E ~ with s ~ 0 is contained in 00 or 01. 

This leaves the case N < M. This time let a 0 = N, /30 = max{,8 : 
(a0 ,/3) E 0}, /31 = M, a 1 = min{a: (a,/31) E 0}, vi= (ai,/3i), and 0i = 
0 - {vi}. This time /30 S a 0 = N < M = /31 S a 1, so vo ~ vf-. Again 0i 
is convex. For if (a, ,8), ('y, 6) E 0 with a 2: 'Y and ('y, 6) ~ (a, ,8)J_ then 
by Remark 7.10, either (i) ,8 > 'Y and (a, ry), (/3, 6) E 0, or (ii) /3 < 6 and 
('y, /3), (a, 6) E 0. In case (i), a 2: /3 > 'Y 2: N = ao, so Vo -=I- (a, ry) or 
(/3, 6). Similarly /31 = M 2: /3 > 'Y 2: 6, so v1 -=I- (a, ry) or (/3, 6). Thus 
(a, ry), (/3, 6) E 00 n 01 in case (i). On the other hand in case (ii), ,8 < 6, 
so a > 'Y 2: ao and if 'Y = ao then /3o 2: 6 > /3, so vo -=I- ('y, /3) or (a, 6). 
Also ,81 2: 6 > /3 and if ,81 = 6 then a 1 S 'Y < a, so v1 -=I- ('y,/3) or (a,6). 
So again (a,ry), (/3,6) E 0o n 01. 

So 00 and 01 are convex. Again let X = C(0o), Y = C(01), q = 
P(v0 ), and p = P(v1). As before, X = [p,X n Y] and Y = [q,X n Y], 
and by induction, X = D(00 ) and Y = D(01). As v0 ~ vf-, as a 1 > a0 , 

and as ,81 = M < N = a 0 , it follows from Remark 7.10 and the convexity 
of 0 that (a1, a 0 ), (,81, /30 ) E 0, and then even are in 0o n 01, So 

e = P(a1,ao) = c:Ba, + (1- c:)B00 

and 
f = P(/31, /3o) = c:B131 + (1 - c )B130 

are in D(00 n 0i) ~ X n Y. Hence by 6.3.2 and 6.2, XU Y is convex. 
Finally as above, XU Y = D(0), completing the proof. 

Corollary 7.12. A= UsEE cp(s). 

Proof. Notice V(n) is convex with ~ = {s E ~ : s ~ V(n)}, so 
D(V(n)) = UsEE 0(s) is convex by Thoerem 7.11. But Ba= P(a, a) E 
C(V(n)) = D(V(n)) for each a, 0 Sa Sn. Therefore A= [Ba : 0 S 
a Sn]~ D(V(n)), completing the proof. 
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§8. The proof of Theorem 7.6 is completed 

In this section we complete the proof of Theorem 7.6. By 7.8 and 
the discussion following the proof of that lemma, we have reduced to 
the case where X = X(n) is an n-simplex with maximal member x = n, 
A= F(x), E = E(x), and K = K(X) = K(x) = K(n). By 7.7, 7.8, 7.9, 
and 7.12, it suffices to prove; 

(8.1) Fors, t EE, c,o(s) n c,o(t) = c,o(s n t). 

Recall we have 

V(n) = {(a,,6); 0 s; ,6 s; as; n} 

with (a', ,6') E L( a, ,6) if and only if ,6' s; ,6 s; a' s; a. 
Let y E A. Recall from Section 7 that A = [Bi ; 0 s; i s; n] is 

the polytope in Rn generated by the affine independent set of vectors 
Bi and for (a,,6) E V(n), P(a,,6) = e:B0 + (1 - e:)Bf3· In particular 
y = L~=O aiBi with ai :2:: 0 and Li ai = 1, and that this expression is 
unique as the Bi are affine independent. Define 

sup(y) = {i EX; ai -1- O} 

and for s E E let 
sup(s) = {a,,6; (a,,6) Es} 

(8.2) Ifs,t EE withsup(s)Usup(t) -I-X thenc,o(s)nc,o(t) = c,o(snt). 

Proof. Let m ~ sup(s) U sup(t). Replace X by X = X - {m} ~ 
X(n - 1), V(n) by 

V(n) = {(a, ,6) E V(n) ; a, ,6 EX} ~ V(n - 1), 

and A by A= [Bi ; i EX]. Then by induction on n, ip; K(V(n)) -+ 

A is a triangulation, where cp is the restriction of c,o to K(V(n)). As 
sup(s) U sup(t) s;; X, sand tare simplices of K(V(n)), so c,o(s) n c,o(t) = 
cp(s) n cp(t) = cp(s n t) = c,o(s n t). 

From now on picks, t EE such that c,o(s) n c,o(t) -1- c,o(s n t). If rs;; s 
then c,o(r) = [P(v) ; v E r] s;; [P(v) ; v E s] = c,o(s), so c,o(s n t) s;; 
c,o(s) n c,o(t). Thus we can picky E c,o(s) n c,o(t) - c,o(s n t). By a remark 
above there is a unique expression, y = Li aiBi with O s; ai E R and 
Li ai = 1. Also by 7. 9, { P ( v) ; v E s} is affine independent, so there is 
a unique expression y = LvEs bvP( v) and similarly a unique expression 

Y = LvEt evP(v). For r EE and, EX, let 

Ir(,)= {a; (a, 1 ) Er} and Jr(,)= {,6; (,,,6) Er} 
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(8.3) sup(y) = sup(s) = sup(t) = X. 

Proof. Ifsup(y) = X then as sup(y) s;; sup(s) nsup(t), the lemma 
holds. So it remains to prove sup(y) = X. So assume not. Let Xs = 
{o:,/3: b(a,(3) -1- 0} and so= {v Es: bv -1- 0}. Define Xt and t0 similarly. 
Then X -I- sup(y) = Xs = Xt, Xs = sup(so), and Xt = sup(to)- By 8.2, 
y E <p(s0 ) n <p(t0 ) = <p(s0 n t0 ) s;; <p(s n t), a contradiction. 

{8.4) (1) For O: > /3*(s), aa/E = Lf3EJs(a) ba,(3· 

(2) For /3 < o:*(s), a(3/(l - c) = LaEis(f3) ba,(3· 

(3) If"'= o:*(s) = /3*(s) then 

a1< = c( L b1<,(3) + (1 - c) L ba,1<· 
(3E~(~ aE~(~ 

Proof. This follows as P(o:,/3) = EBa + (1 - c)B(3 and /3*(s) < 
o:*(s). 

Recall from Section 5 that we can think of the members of V ( n) as 
the lower diagonal elements in an n + l by n + l square array. Notice 
we have a duality on statements concerning V(n) and K corresponding 
to the involution on X interchanging i and n - i for each i E X, and 
this corresponds to reflecting V ( n) about the "diagonal" { ( n, 0), ( n -
1, 1), ... , (0, n)}. In applying this duality, one must also interchange the 
roles of E and 1 - E. We use this duality frequently from now on. In 
particular for k E X define 

R*(k) = {z = LZiBi EA: LZi 2'. c} 
i?_k 

and define R* ( k) dually. That is 

R*(k) = { z = L ZiBi : L Zi 2: 1 - c} 
i i'cok 

Define o:* ( s, y) to be the minimum o: such that ba,(3 -1- 0 for some ( o:, /3) E 
s and define /3* ( s, y) dually. 

(8.5) Let k EX. Then 
(1) y E R*(k) if and only if k:; o:*(s, y), 
(2) y E R*(k) if and only if k 2'. /3*(s, y). 

Proof. We prove (1); then (2) follows by duality. Suppose first that 
k:; o:*(s, y), Then by 8.3, Lj?_k a1 = E(Lves bv) + (l-c) LaEis(k) ba,k 
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= € + (1 - c )b, where b 2:: 0, since EvEs bv = 1 and bv 2:: 0. Thus if 
k :S a*(s, y), y E R*(k). 

On the other hand if k > /3*(s, y) then by 8.4, Ej~k aj = c(Ea(v)~k 

bv) :Sc with equality if and only if k :S a* (s, y), where v = (a(v), f3(v)). 
So as a*(s,y) 2:: f3*(s,y), we conclude that if y E R*(k) then k 2:: 
a*(s,y). 

(8.6) (1) cp(s) n R*(k) = {z E cp(s) : a*(s,z) 2:: k} = cp(s*(k)), 
where s*(k) = {(a,/3) Es: a 2:: k}. 

(2) cp(s) n R*(k) = {z E cp(s) : f3*(s,z) :S k} = cp(s*(k)), where 
s*(k) = {(a, /3) Es: /3 :S k}. 

Proof. As usual (2) is the dual of (1) so it suffices to prove (1). 
But (1) follows from 8.5.1. 

(8.7) a*(s) :S f3*(t) + 1. 

Proof. Let a*(s) = k. By 8.6, cp(s) ~ R*(k) and cp(t) n R*(k) = 
cp(t*(k)). Similarly setting j = f3*(t), we have cp(t) ~ R*(j) and cp(s) n 
R*(j) = cp(s*(j)). Therefore 

cp(s) n cp(t) = cp(s) n R*(j) n cp(t) n R*(k) = cp(s*(j)) n cp(t*(k)) 

Assume j < k - 1. Then k - 1 ff- sup(t*(k)) as a*(t*(k)) 2:: k > k - 1 
and /3*(t*(k)) :S j < k - 1. Therefore by 8.3, cp(s) n cp(t) = cp(s*(j)) n 
cp(t*(k)) = cp(s*(j) n t*(k)) ~ cp(s n t), a contradiction. 

(8.8) Suppose v E s n t. Then 
(1) If sup(s - {v}) =/- X then bv =/- Cv­

(2) If J8 (a) = {/3} then Jt(a)=f. {/3}. 
(3) If Is(/3) = {a} then It(/3) =/- {a}. 

Proof. Assume sup( s - { v}) =/- X but bv == Cv = b and let y' = 
(y-bP(v))/(1-b). As P(v) E cp(snt), y' E cp(s) ncp(t)-cp(snt). Then 
as sup(y') ~ sup( s - { v}) =/- X, 8.3 supplies a contradiction. 

Thus (1) is established. Notice (3) is the dual of (2) so it remains 
to prove (2). Assume J 8 (a) = {/3}. Then by 8.4, aa/c = bv and a ff. 
sup(s - {v}). Thus by (1), bv =/- Cv, so by symmetry, Jt(a) =/- {/3}. 

We next observe that we can choose s, t to be maximal simplices 
of dimension n. For s ~ s0 and t ~ t0 where s0 and t0 are maximal 
simplices and hence of dimension n by Remark 5.11. Notice if r ~ s0 

then by definition of cp, cp(r) n cp(s) = <p(r n s). Hence if cp(s0 ) n cp(to) = 
cp(so n to) then cp(s) n cp(t) = cp(s) n cp(t) n cp(s0 n t0 ) = cp(s) n cp(s0 11 t) = 
cp(s n t). Therefore replacing s, t by s0 , t0 if necessary, we may assumes 
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and t are of dimension n. Hence s and t are described in 5.10 and 5.11. 
In particular a*(s) = (3*(s) and a*(t) = (3*(t). Let K = a*(s). 

(8.9) a*(t) = a*(s) = K. 

Proof. Without loss K > a*(t). Then as a*(t) = (3*(t), (3*(t) = 
"° - 1 by 8.7. 

Now a*(s,y) 2: a*(s) = K, so by 8.5, y E R*(K) and then by another 
application of 8.5, a*(t, y) 2 K. Then as X = sup(y), v = (0, K) and 
u = (n, K - 1) are int. By duality, (3*(s, y) SK -1 and u, v Es. 

Next by 8.4, either Is(O) = {K} and bv = ao/(l - E) or J8 (K) = {O} 
and bv = a,j E. Similarly either It (0) = { K -1, K} and Cv = ao/ (1- E) or 
Jt(K) = {O} and cv = a,.)E. Then by 8.6, we may asssume Is(O) = {K}, 
bv = ao/(l - E), Jt(K) = {O} and Cv = a,,jE. Now by 8.4, ao/(1 -
c) = Cv + C and a,.jE = bv + B, where C = I:aEit(O) Ca,O - Cv and 

B = I:/3EJs(1<) b,..,,13 - bv. But then 

bv = ao/(l - c) = Cv + C = a"'/E + C = bv + B + C. 

We conclude B = C = 0 and hence bv = Cv. Now 8.6 supplies a 
contradiction. 

Let S be the set of maximal simplices m of K with a*(m) = K. 

Thuss, t ES. We partition S into four classes Si, 1:::; i:::; 4, where 

S1 = {m E S: Jm(K) = {O} and Im(K) = { n }}, 

S2 = {m ES: Jm(K) = {O} and Jm(n) = {K}}, 

S3 = {m ES: Im(O) = {K} and Im(K) = {n}}, 

S4 = {m ES: Im(O) = {K} and Jm(n) = {K}}. 

Notice that the duality map interchanges S2 and S3 and fixes S1 and 
S4 . So anything we prove about S2 establishes the dual statement for 
S3 at the same time. 

(8.10) Ifs E S3 U S4 then t E S1 U S2. 

Proof. This follows from 8.8.3. 

(8.11) Lets E S3 U S 4 and define 

b= L ba,1<, 

aEis(1<) 

b = L br.,/3, c* = L Ca,o 

0</3EJs(1<) 1<<aEit(O) 
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Then 
(1) b < c and b + c* =I- O, 
(2) s E S3. 

Proof. By 8.10, t E S1 U S2 . Thus Jt(K) = {0}, so c,.,o = a,./1:: -
(1 - 1::)c/1:: by 8.4.3. Similarly as s E S3 U S4, 18 (0) = {K}, so b* = 
L,.<o:EI.(o) bo:,o = 0. Now by 8.4.2, 

(*) ao/(1 - 1::) = b,.,o + b* = c,.,o + c* 

so b,.,0 = c,.,0 + c* = a,./1:: - (1- 1::)c/1:: + c*. Next by 8.4.3, a,./1:: = 

b,.,o + b + (1 - 1::)b/1::, so 

b,.,o = a,./1:: - (1 - 1::)c/1:: + c* = b,.,o + b + (1 - 1::)(b - c)/1:: + c* 

so that 

(**) 0 = b + c* + (1 - 1::)(b - c)/1::. 

Therefore to prove (1) it suffices to show b < c. Assume otherwise. 
Then b,c*, (b - c) ~ 0, so by (**), b = c* = b - c = 0. But then 
b* = c* = 0, so by (*), b,.,0 = c,.,0 and applying 8.8.1 to v = (K, 0), we 
have a contradiction. 

Therefore (1) is established and it remains to prove (2), so we may 
take s E S4. Therefore J8 (n) = {K}, so by 8.4.1, an/E: = bn,1<· Hence 

b = bn,1< + b = an/E: + b, where b = Ln>o:El.(1<) bo:,1<• Again by 8.4.1, 

c + Cn,1< = an/1::, where c = Ln>,8EJt(n) Cn,,8· Therefore 

b = an/ E: + b = Cn,1< + b + c. 

Finally ass E S4, t (/. S2 by the dual of 8.10, sot E S1. Thus It(K) = {n}, 

so c = Cn,1<. Therefore b = Cn,1< + b + c = c + b + c ~ c, as b, c ~ 0. This 
contradicts ( 1). 

{8.12) Up to a permutation of { s, t} and duality, (s, t) E S1 x S1 , 

S3 x S1, or S3 x S2. 

Proof. This follows from 8.10 and 8.11. 

Define v = (a,/3) Es to be an inflection point of s if v = (K,0) or 
(n,K), or IJs(a)I > 1 < lls(/3)j. By 5.10, s = {vo,--•,vn} is a directed 
path in (V(n),---.) with Vo = (K, 0) and Vn = (n, K). Let Vi 0 , ••• , Viz 
be the inflection points with ij < ii+l· Then vio = (ao,/30) = (K,0) 
and Viz = (n, K). Ifs E S1 U S2 then Js(K) = {0}, so Vi1 = (a1, /3o) 
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with "' = ao < a1. Then proceeding recursively, Vi2 r = ( Ctr, f3r) and 
viar+i = ( ar+l, f3r) with ai < ai+l and /3i < /3i+l · Further if s E S1 
then l 8 (t,,) = {n}, sol= 2N is even and (n,t,,) = (aN,f3N), while if 
s E S2 then J 8 (n) = {t,,} sol= 2N + 1 is odd and (n, "') = (aN+l, f3N ). 
Then dualizing the case s E S2 to get the answer when s E S3 , we 
conclude: 

(8.13) The inflection points for s are: 
(1) ( ai, f3i), ( ai+l, f3i), 0 '.S i < N, and ( etN, f3N) = ( n, t,,), ifs E S1. 
(2) (ai,f3i), (ai+1,/3i), 0 :'.Si :SN, ifs E S2. 
(3) (ai, f3i), (ai, /3i+1), 0 :'.Si :SN, ifs E S3. 

(8.14) Fors E S1 U S2 we have: 
(1) ba.,f3i = aa./c for ai <a< ai+l· 
(2) ba.i,f3 = a{3/(1 - c), for f3i-1 < (3 < f3i-
(3) ba.i,f3, = b,..,o + 1/c L,..<a.:Sa.i aa. - 1/(1 - c) Lo:S{3<f3i af3 

= 1- 1/c L,..<a.:Sn aa. - 1/(1- c) Lo:S{3<{3, a{3 

(4) ba.i,f3,_ 1 = 1/(1 - c) LO:Sf3:Sf3,-i af3 -1/c L,..<a.<a.i aa. - b,..,0 

= 1/(1 - c) Lo:Sf3:Sf3,-i a{3 + 1/c La.i:Sa.:Sn aa. - 1 

unless s E S2 and i = N + 1. 
(5) b,..,o = 1 - 1/ c L,..<a.:Sn aa.. 
(6) Ifs E S2 then bn," = an/c. 

Proof. If Ctj <a< aj+ 1 then J 8 (a) = {/3j} because (a, /3j) is not 
an inflection point since vi2;+1 = ( Ctj+i, /3j) is the next inflection point 
after Vi 2 j = (aj,/3j)- Therefore (1) holds by 8.4.1. Similarly (2) holds. 
We prove the first equality in (3) and ( 4) by induction on i. To anchor 
the induction, recall (a0 ,(30 ) = ("',0), so (3) holds when i = 0. Then for 
i > 0, 8.4.1 says 

L ba.,,{3 = aa.jc 
{3;-j.{3EJs (a;) 

which by (2) and induction on i is equal to 

f3i-l <{3<{3; 

=b,..,0 + 1/c L aa. - 1/(1 - c) L af3 
t<<a.:Sa., O:Sf3<{3, 
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as claimed. A similar argument establishes (4), except whens E 8 2 and 
i = N + l, when /3i-l = ,-;, so that 8.4.3 must be used rather than 8.4.2, 
which is appropriate for smaller. In this case ass E 82, J 8 (n) ={,-;,}so 
bn,K- = an/c: by 8.4.1. But also by 8.4.3, aK, is equal to 

c:bK.,0 + (1 - c) 

by (1), and then by induction on i, bn,K- is equal to 

aK,/(l - c:) - c:bK,,o/(l - c:) - 1/c: L an - bK,,o/(l - c:) 
nN-1<n<n 

- 1/c: 

=1/(1 - c:) L a13 - l/c: L an - bK,,o/(l - c:). 

Then as bn,K- = an/c:, we have 

as I:~=O ai = l. This gives (5) and (6) when s E 82. 

Similarly whens E 8 1 we conclude from the first equality in (3) that 

But also by 8.4.3, 

aK, = c:bK-,0 + ( 1 - c )bn,K-

= c:bK-,D + (1 - c:)bK-,D + (1 - c:)/c: L an - L a13 

as I:i ai = l. Therefore bK-,D = l - 1/c: I:K-<n:5n an, so that (5) holds in 
this case too. Finally substituting (5) into the first inequality in (3) and 
(4) gives the second inequality. 

The dual of 8.14 in the case s E 8 2 is: 
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(8.15) Fors E S3 we have: 
(1) ba.,/3; = aa/E: for O!i-1 <a< O!i. 

(2) ba;,/3 = a13/(l - c), for f3i < (3 < /3i+l· 
(3) ba;,/3;+1 = 1 - 1/(1 - c) L0</3</3;+1 a13 - 1/c La;<asn aa. 

(4) ba;,/3; = 1/c La;Sa.Sn aa+l/(l-c) Losf3S/3; a13-l unless i = 0. 

(5) bn,1< = 1 - 1/(1 - c) Los/3<1< a13. 
(6) b1<,o = ao/(1 - c). 

(8.16) (s, t) (/. S1 x S1. 

Proof. Assume s, t E S1 . Let v = (11:, 0) and u = (n, 11:). Then by 
8.14.5, bv = cv, while by 8.14.3, bu= Cu= 1-1/(l - c) Los/3<1< a13. Let 

y' = (y - bvP(v) - buP(u))/(l - bv - bu)-

Then y' E <p(s) n <p(t) - <p(s n t), while 11: (/. sup(y'), contradicting 8.3. 

(8.17) (s,t) (/_ S3 x sj for j = 1 or 2. 

Proof. Assume otherwise. Recall the definition of b and c* from 
8.11. Then as s E S3 , 8.15 says 

c* = L Ca,O = L Ca,O 

= 1/c L aa - 1 + ao/(1 - c). 
1<<asn 

Similarly as t E S1 U S2 , 8.14 says 

b = L bl<,/3 = L bl<,/3 
0</3EJ,(t<) 0</3S/31 

0</3</31 

= 1 - a0/(1 - c) - 1/c L aa. 
1<<asn 

That is b = -c*, contradicting 8.11.1. 

Notice 8.12, 8.16, and 8.17 constitute a contradiction. Therefore the 
proof of Theorem 8.1, and hence also of Theorem 7.6, is at last complete. 
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§9. Triangulating the space of a restricted polyhedral cell 
complex 

In this section we continue to assume (X, f, F, B) is a polyhedral 
cell complex and also continue the notational conventions of Section 7. 
Let K = K ( X) be the triangulating complex of X and let E be the set 
of simplices of K. 

Recall for x EX we have the residual complex K(x) of X at x with 
vertex set 

V(x) = {(w, v) : w E f(x) and v E f(((w))} 

with simplex set E(x). Definer,: V(x)-+ V by r,(w, v) = v. 

(9.1) (1) r,(L(w,v)) ~ L(v) for each (w,v) E V(x) . 
. (2) r,: V(x) -+ V induces a morphism r, : r(x) -+ b. of graphs and 

a morphism r,: K(x)-+ K of simplicial complexes. 

( 3) If ( X, f) is resticted then each S E E with ( ( S) = x is the image 
underr, of a uniques E E(x). Indeed if S = {vo, ... ,vk} with Vi E L(vj) 

for i ~ j, and wi = fvi(vk) thens= s(S) = {(wi,vi): 0 ~ i ~ k}. 

Proof. Let (y,u) E L(w,v). Then y ~ w, z = fw(Y) 2 v, and 
fz(v) 2: u. As fz(v) 2: u, r,(y,u) = u E L(v). Thus (1) holds. As 
v = r,(w,v), (1) implies (2). 

Under the hypotheses and notation of (3), 5.4 says w0 ~ • · · ~ Wk 

with fwi(wi) 2: Vj for j 2: i. Also as Vi E L(vj), fv.(vj) is the unique 

w E f(xj) with ((w) = Xi and w 2: Vj. Thus f:,(vj) = fwi(wi), so 
fJw (wi)(vj) = Vi. Therefore (wi,vi) E L(wj,Vj), sos E E(x). By 

J 

construction, r,(s) = S. Finally ifs'= {(w~,vD : 0 ~ i ~ k} E E(x) 
with r,(s') = S then v~ = r,(w~, vD = Vi- Next x = ((S) = ((vk), so 
vk E f(x), while as (wL vk) E V(x), Vk E f(((w,.,)), so wk = x = wk. 
As (w;,vi) E L(x,vk), w; = fx(wi) 2 Vk and fw/vk) 2 Vi, sow; = 

fvi (vk) = Wi- That is s = s1 is unique, completing the proof of (3). 

Recall from Theorem 7.6, we have a triangulation 'Px : K(x) -+ 

F(x). Recall by construction that ifs E E(x) then 'Px(s) = cpx(s) = 
[P(e) : e E s], where P(wi, vi) = cBh(wi) + (1 - c)Bh(v,), and 'Ps is the 
identity map. 

In the remainder of this section we assume (X, f) is restricted and 
use the triangulations 'Px, x EX, to construct a triangulation <p: K-+ 
A, where A = A(X) is the topological space of X constructed in Sec-
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tion 4. Recall from Section 4 that we have a map 

For S E E define 
cp(S) = A('Pi;(s)(s(S))) 

define 
rp(S) = 'Pi;(s)(s(S)) 

with u(S,vi) = u(S(s), (wi,vi)) = P(wi,vi) and define '{JS : cp(S) -+ 
rp(S) by cps= A81, where As: 'Pi;(s)(s(S))-+ cp(S) is the restriction of 

A to 'Pi;(s)(s(S)). 

(9.2) For SEE, x = ((S), ands= s(S), As : 'Px(s) -+ cp(S) is a 
homeomorphism and cp(S) is closed in A. 

Proof. Lets= {(wi,vi) : 0 ~ i ~ k}, W = {wi : i}, D = 'Px(s), 
and Dw = I(w) n D for w E W. Then D = [P(wi,vi) : i], so by 6.3 
each d ED can be written uniquely in the form d = Li diP(wi, vi) with 
0 ~ di and Lidi = l. By 7.4, P(wi,vi) E I(wi) nF(wi) for j 2: i, so 

Dw = {d ED: dj = 0 for j > i(w) and di=/- 0 for some i E I(w)} 

where I(w) = {i: Wi = w} and i(w) = max{i: i E I(w)}. In particular 
the Dw partition D. Next Fw : Dw -+ F(((w)) is a homeomorphism 
and by 4.4, A: J(((w))-+ A is an injection, so as Ao Fw =Aon F(w), 
A : Dw -+ A is an injection. Further by 4.5, the sets i(y), y E X, 
partition A, so as w f---> ((w) is an injection on W, i(w) n i(u) = 0 

for distinct u, w E W, and hence A : D -+ A is an injection. Thus 
As : D-+ cp(S) is bijective and continuous. 

Finally D is closed in F ( x) and C ~ F ( x) is closed in A if and only 
if A- 1 (C) is closed in F(x). Now as A : D -+ cp(S) is a bijection, if 
E ~Dis closed then E = A-1 (A(E)) is closed in F(x), so A(E) is closed 
in A. Thus As is a homeomorphism and cp(S) = A(S) is closed in A. 

(9.3)Let T E E and S ~ T. Then cp(S) ~ cp(T) and 'PS,T 
Lvavu(S,v)-+ Lvavu(T,v). 

Proof. Let x = ((T), t = s(T) = { vo, ... , vk}, s = s(S), r = 
1 A 

,,,- (S) ~ t, l = max{i: Vi Er}, Wi = fv,(vk), w = wz, and y = ((w). 
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Then u(T,vi) = P(wi,vi) = sB(wi) + (l -s)B(f;;;,1(vi)), so for i:::; l, 

Fw(P(wi, vi))= sB(fw(wi)) + (1- s)B(vi) = P(fw(wi), vi) 

by 7.2. Then 

Fw(z:=aiu(T,vi)) = Fw(LaiP(wi,vi)) = LaiP(fw(wi),vi) 

= L aiu(S, vi) 

by another application of 7.2. In particular Fw('Px(r)) = <.py(s). Also 
As o Fw = Ar on 'Px(r) as Fw(a) ~ a for each a E F(w). So 1.p(S) = 

>.s(<.py(s)) = >.s(Fw('Px(r))) = >.r('Px(r)) ~ 1.p(T). Also 

<.ps,r(L aiu(S, vi))= (<pr O 'Ps 1 )(L aiu(S, vi)) 
i 

= <.pr(>.s(Fw(L aiu(T, vi)))) 

= <.pr(>.r(L aiu(T, vi))) = L aiu(T, vi), 

completing the proof. 

(9.4) 1.p(S) n 1.p(T) = 1.p(S n T) for all S, TE ~-

Proof. By 9.3, 1.p(S n T) ~ 1.p(S) n 1.p(T), so it remains to show that 
if e E 1.p(S) n 1.p(T) then e E 1.p(S n T). Then e =es= er for some eR E 

'P((R)(s(R)). Then x = y(er) = y(er) = y(e) = y(es) in the notation 

of Section 4; that is e E l(x) and eR E I(wR) with WR E f(((R)) and 

((wR) = x. For R = S,T, let R = {v ER: ((v):::; x}. Then as we 
saw during the proof of the previous lemma, FwR(eR) E 'Px(s(R)), so 

replacing S, T by S, T, we may assume x = ((S) = ((T). 
Now 1.px(s(R)) ~ F(x) and eR E I(x). Then as >. : I(x) -+ A is 

injective, es= er E 'Px(s(T)) n<.px(s(S)) = 'Px(s(S) ns(T)) by Theorem 

7.6. Also er E I(x), so s(S) n s(T) = s(S n T) with ((Sn T) = x, so 
e = >.(es) E >.(1.px(s(S n T))) = 1.p(S n T), completing the proof. 

Theorem 9.5. If (X, f, F, B) is a restricted polyhedml cell com­
plex then <.p : K -+ A is a triangulation. 

Proof. By 9.2, for each S E ~, 1.p(S) is a closed subspace of A and 
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is a homeomorphism. Thus 

<.ps = \s1 : r.p(S)--; cp(S) = <.p((s/s(S)) 

is a homeomorphism. Axiom (T3) for triangulations holds by 9.3 and 
axiom (Tl) holds by 9.4. 

As <.f)x : K(x) --; F(x) is a triangulation, F(x) = UsEE(x) <.f)x(s) 
and C ~ F(x) is closed if and only C n <.px(s) is closed in <.px(s) for 

all s E ~(x). Also by 4.5, A = Ux F(x), so as <.p(S) = 'Pc;(s/s(S)), 
A= UsEE r.p(S). Further by definition of the topology on A, D ~ A is 

closed in A if and only if Dx =An .F(x) is closed in .F(x) for all x EX. 

Then as F(x) = UsEE(s) r.p(77(s)), if Dx n r.p(77(s)) is closed in r.p(77(s)) for 

alls E ~(x) then >..;; 1 (Dx n r.p(77(s))) is closed in t.px(s), so as <.f)x is a 
triangulation, >..;; 1 (Dx) = Us >..;; 1 (Dx n r.p(77(s))) is closed in F(x), so Dx 
is closed in .F(x). Thus Dis closed in A if and only if Dnr.p(S) is closed 
in r.p(S) for all SE ~- That is axiom (T2) is satisfied. 

Corollary 9.6. The homology and fundamental group of the space 
A(X) of a restricted polyhedral cell complex X are isomorphic to the 
simplicial homology and fundamental group of K(X). 

Remark 9.7. We can also triangulate the space A of a polyhedral 
cell complex (X, f, F, B) which is not restricted, but not by the triangu­

lating complex K(X). Instead consider the set V(X) of all pairs (S,w), 
where S = { v0 , •.• , vk} is a simplex of K(X) with the standard ordering, 

and w : S--; f(((vk)) with w(S) a simplex in f(((vk)) and Wi = w(vi) 
satisfying ((wi) = ((vi), fwi(wi) ~ Vj, and ftw;(w;)(vj) ~ Vi for j ~ i. 
Partially order V(X) by (S, w) ~ (T, 0) if T ~ S and 0(v) = fw(w(v)) 
for each v E T and w = max(w(T)). Finally let K(X) be the order 

complex of the poset V(X). 
Observe we have a map of posets from V(X) into sd(K(X)) defined 

by (S,w) 1----+ S, and this map is an isomorphism of K(X) with sd(K(X)) 
when X is restricted. 

For x EX, Theorem 7.6 supplies a triangulation <.f)x : K(x)--; F(x). 
Fors a simplex of K(x), let P(s) be the barycenter of r.p(s). A simplex 
a of sd(K(x)) is a chain {so C • • • C sk} of simplices of K(x) and 
we have the barycentric subdivision '¢x : ~(sd(K(x))) --; F(x) of the 
triangulation <.px, which is also a triangulation of F(x), and is defined 
by '¢x(a) = [P(si): 0 ~ i ~ k]. 

We can use the triangulation '¢x in place of <.px and argue as in this 
section to construct a triangulation 'lj; : k --; A. Namely suppose a = 
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{so C ··· C sr} is a simplex in sd(K(x)) with si = {(wb,vb), ... ,(wL, 
vL)} E ~(x) ordered as in 7.5 and with wt = x. Define 77(a) = 

{(Si,wi): 0 Si Sr} a simplex of K(X) by 

Si= {fwi(v;): 0 S j Ski}, 
J 

The map 7/ plays the role that the map 7/ defined at the start of this 
section played for restricted complexes. 

Conversely given a = {(Si, wi) : 0 S i S r} a simplex in K(X) 
with Si = {vb, ... , viJ in the standard ordering and x = ((v'{J = ((a), 
define v(a) = {s0 , ... , Sr} by si = {(wb, vb), ... , (wL, vt)}, where w; = 
Wk ( vJ) and ii} = f:;) ( v}). The simplex v( a) plays the role of the simplex 

J 

s(S). Thus we define 

'I/J(a) = .\('I/Jc(o-)(v(a))), 

;/;(a)= 'I/Jc(o-)(v(a)), 

for a a simplex of K(X). We can now repeat the proofs of Lemmas 9.1 
through 9.5 with some small variation, to establish the analogous state­
ments for general combinatorial cell complexes and the triangulation 
'Ip : K(X) -, A. 

§10. The triangulation functor 

By Theorem 9.5, if X = (X, f, F, B) is a restricted polyhedral cell 
complex then there exists a triangulation ~x : K(X) _, A(X). We 
seek to extend ~ to a functor from the category of restricted polyhedral 
cell complexes to the category of triangulated topological spaces. Our 
triangulation ~ x depends on a choice of real c, 0 < c < 1. Fix some 
choice of c and use it to define ~x for all choices of X. Further given a 
morphism a: X-, Y of poyhedral cell complexes, define f:' : ~x _, ~Y 

by ~"' = ( K (a), A( a)), where A is the functor of 4. 7 and K is the functor 
of 5. 7. We prove the following two results at the same time: 

(10.1) ~ is a covariant functor from the category of restricted poly­
hedral cell complexes to the category of triangulated topological spaces. 

(10.2) Let a : X _, X be a morphism of restricted polyhedral cell 
complexes. Then 
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(1) For x EX and a- a simplex in f(x), 

vEa V 

and 

vEa vEa 

(2) For S = {vo, ... , vk} a simplex in K(X) ordered as in Lemma 9.1 

and x = ((S), 

lx(S) = { Lai.P(wi,vi): 0 :S ai ER and Lai= 1} 

where Wi = fvJvk) E f(x), and 

with K(o:)(S) ={vi: 0 :Si :S k}, Vi= o:((v,/vi), and Wi = o:x(wi) = 

J,dvk)-

By Theorem 9.5, (x : K(X) ___, A(X) and tx : K(X) ___, A(X) are 
triangulations. By Remark 5.7, K(o:) : K(X) -----, K(X) is a simplicial 
map, while by 4.7, A(o:) : A(X) -----, A(X) is a continuous map. So to 
prove 10.1, we must show e',of3 = l°'oe and for each simplex S of K(X) 

(T1) A(o:)(lx (S)) <;;; lx (K(o:)(S)), and 

(T2) o:s o lf = ti(a)(S) o A(o:), where 

vES vES 

The first remark follows from the fact that A and K are functors. The 
first statements in (1) and (2) of 10.2 follow from the definition of F(x) 
and lx (S), respectively. Moreover if Sis as in 10.2, by definition of lf, 
u(S,vi) = P(wi,vi) and 

Therefore 10.2.2 implies (T1 ) and (T2 ), so it remains to prove 10.2. 
As o: is a morphism of polyhedral complexes, o:x(Bx (a-)) <;;; jja(x) (o:( 

a-)) and o:,,.oB~ = B:~;\ oo:x on Bx(a-) for each x EX and each simplex a-
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of f ( x). In particular in the notation of Section 7, ax ( B ( v)) = B ( ax ( v)) 
for each v E f(x). Also for a= {Yo, ... ,Ym}, by definition 

L aiB(yi) = B-;;1 ( L aiuh(y;)) 
i i 

B x B-a(x) ·Bx( ) h so as a,,. o ,,. = a(o-) o ax on a , we ave 

ax ( LaiB(yi)) =ax(B-;;1 ( Laiuh(y;))) =B:~;~(a,,.( Laiu(a, Yi))) 
i i i 

-a(x)(" ) " -=Ba(o-) ~aiu(K(a)(a),K(a)(Yi)) = ~aiB(ax(Yi)) 
i i 

so that 10.2.1 is established. 
Recall the definition of V(x) and P(w, v) from Section 7, and ob­

serve that as a is a morphism of cell complexes, for (w, v) E V(x), 
(ax(w),ac;(w)(v)) E V(a(x)) and ax(B(f;;;1(v))) = B(ax(f;;;1(v))) = 

B(l;.:.,\w/ax(v))). Therefore 

ax(P(w, v)) = ax(c:B(w) + (1 - c:)B(f;;;1(v))) 

=c:B(ax(w)) + (1 - c:)B(f;.:.,\w/ax(v))) = P(ax( w), ax(v)(v)) 

by an earlier remark. Therefore 

A(a)(.P(w,v)) = ax(P(w,v)) = .P(ax(w),ax(v)(v)). 

Let S = {vo, ... ,vk} be a simplex of K(X) ordered as in 9.1, and 
x = ((S). Then from the definition of ~x in Section 9 and 9.1, 

~X (S) = -X(~x(s(S))) = [.P(wi, vi) : 0::; i::; k] 

where s(S) = {(wi,vi): 0::; i::; k} and Wi = fv;(vk)- Therefore 

ax(s(S)) = {(wi,i\): 0::; i::; k} = s(K(a)(S)) 

where ih = ax(v;)(vi) and Wi = ax(wi) = f,dvk)- Finally 

A(a)(Lai.P(wi,vi)) = ax(LaiP(wi,vi)) = Laiax(P(wi,vi)) 
i i i 

by 10.2.1, and then by an earlier observation this is equal to Li ai.P(wi, 
vi), completing our proof. 

We can now use the functor ~ to construct the triangulation func­
tor from the category of restricted combinatorial cell complexes to the 
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category of triangulated topological spaces. Namely we define the tri­
angulation functor to be the covariant functor T = l o P, where P is 
the functor from the category of combinatorial cell complexes to the 
category of polyhedral cell complexes constructed in Example 7.1. As 
the composition of covariant functors, T is a covariant functor. Given 
a combinatorial cell complex X = (X, f), we write T(X) for the topo­
logical space A(P(X)) and when X is restricted we write lx for the 
triangulation (P(X) : K(X) ----+ T(X). If a : X ----+ X is a morphism of 
combinatorial cell complexes, we write T(a) for the morphism lP(a) = 
(K(a), A(P(a))). 

We define T(X) to be the geometric realization of the combinatorial 
cell complex X. 

(10.3) Let 'Y : K 1 ----+ K 2 be a morphism of typed simplicial com­
plexes over I and r.pi : Ki ----+ Ti be triangulations. Then 

(1) 'Y extends to a morphism ('Y,/31 (r.p1,r.p2)): r.p1 ----+ r.p2 of triangu­
lated topological spaces. 

(2) If 8 : K 2 ----+ K 3 is a morphism of typed simplicial complexes over 
I and r.p3 : K 3 ----+ T 3 is a triangulation then {31501 ( r.p1, r.p3) = {3 15 ( r.p2, r.p3) o 
/3' ( r.p1, r.p2). 

(3) /3idK1 ( r.p1, r.p1) = idri. 
(4) If 'Y is an isomorphism then so is ('Y,/31 ('Y1,r.p2)). 

Proof. For s E I; 1 define 

'Ys: cj,1(s)----+ cj,2('Y(s)) 

L avu1 (s, v) f----+ L avu2 ('Y(s ), 'Y( v )). 
vEs vEs 

Observe that 'Ys is continuous. Now define f3s: r.p1(s)----+ r.p2('Y(s)) by 

/3 ( 2 )-1 1 s = 'P,(s) o 'Ys o 'Ps 

and then define 

/3 = U /3s-

That is for a E r.p1(s), /3(a) = f3s(a). 
We first check that /3 is well defined. To begin, if t ~ s then by 

axiom (T3) for triangulations, 'Pl,s = c,Z,L as maps from cj,i(t) to cj,i(s), 

where 'fits= r.pi o (r.pD-l and 

vEt vEt 



44 M. Aschbacher 

Also by definition of "ft and '"'( s, 

-2 -1 
'P,(t),,(s) 0 '"'It = '"'Is O 'Pt,s 

as maps from cp 1 (t) to c,o2 ('"Y(s)). Therefore the diagram 

'P!,s 1 
1 

r.pl ( s) ~ 'Pl ( s) ~ ',02 b( s)) 

commutes, so that {38 = f3t on r.p1(t). 
Further by axiom (Tl), if r, s E ~ 1 then r.p1(r) n r.p1(s) = r.p1(r n s). 

So setting t = r n s, we have f3r = f3t = {38 on r.p1 ( r) n r.p1 ( s), completing 
the proof that (3 is well defined. 

As '"Ys, r.p!, and (r.p;(s))-1 are continuous, so is {38 • Then by axiom 

(T2), (3 is continuous. That is if C is closed in T 2 then C n r.p2('"Y(s)) 
is closed in r.p2('"Y(s)) for each s E ~ 1. Therefore {3-; 1(C n r.p2('"Y(s))) = 
{3-1(C) n r.p1(s) is closed in r.p1(s). Hence {3-1(C) is closed in T 1. 

By definition of (3, /3(r.p1(s)) = f3s(r.p1(s)) <:;;: r.p2('"Y(s)) and r.p! o '"Ys = 
r.p;(s) o f3s = r.p;(s) o (3. Therefore ('"Y, /3) : r.p1 ----+ r.p2 is a morphism of 
triangulated topological spaces, establishing (1). 

Assume the hypotheses of (2). Then 

/3' = LJ {JJ, {36 = u {3%, {3601 = u /3:o,. 
sEE 1 tEE2 sEE 1 

Further (8 o '"'f)s = 8,(s) o '"'Is, SO 

{360, ( 3 )-1 (8 ) 1 s = 'P(6o,)(s) O O '"'f s O 'Ps 

= ((r.p~(,(s)))-l O 8,(s) 0 r.p;(s)) 0 ((r.p;(s))-l O '"'fs O r.p;) = /3;(s) 0 {3; 

and therefore {3601 = {36 o (31 , establishing ( 2). 
Part (3) follows as if r.p1 = r.p2 and'"'(= idK then '"Ys = id,p(s), so 

(3 ( 1)-1 1 .d 
8 = 'Ps O '"'fs O r.p 8 = Z 'Pl(s)· 

Finally (2) and (3) imply that 
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so /J'Y- 1 (<p2 ,<p1) = /J'Y(<p1,<p2 )-1, and hence (,,/J'Y(<p1,<p2 )) is an isomor­
phism. 

(10.4) Let K be a typed simplicial complex. Then each triangulation 
of K is isomorphic in the category of triagulated topological spaces to the 
geometric realization r.pK : K---. T(K) of K. 

Proof. Apply 10.3.4 to K 1 = K 2 = K, 'Y = idK, <p1 = <pK, and 
any triangulation cp2 : K ---. T 2 of K. 

Remark 10.5. It is well known that if T is the geometric real­
ization of a simplicial complex K, then the singular homology H*(T) 
is isomorphic to the simplicial homology H*(K) and the fundamental 
group 1r1(T) is isomorphic to the fundamental group 1r1(K) of K. 

As recalled in Remark 10.5, the homology and fundamental group 
of the geometric realization of a simplicial complex can be defined in a 
purely combinatorially manner in terms of the simplicial complex. We 
seek to do the same for combinatorial cell complexes. We know that if 
X is a restricted combinatorial cell complex, then ex : K(X) ---. T(X) 
is a triangulation of the geometric realization T(X) of X, so by Remark 
10.5, H*(T(X)) ~ H*(K(X)) and 1r1(T(X)) ~ 1r1(K(X)). Thus we 
define H*(X) = H*(K(X)) and 1r1(X) = 1r1(K(X)). Thus we have our 
combinatorial definition of the homology and fundamental group of a 
restricted combinatorial cell complex, and from the discussion above we 
have: 

Theorem 10.6. The triangulation functor T is a covariant func­
tor from the category of restricted combinatorial cell complexes to the 
category of triangulated topological spaces, which assigns to a restricted 
combinatorial cell complex (X, f) its geometric realization T(X) and 
the triangulation ex : K(X) ---. T(X) of the geometric realization by 
the triangulating complex of X. Moreover H*(T(X)) ~ H*(X) and 
1r1(T(X)) ~ 1r1(X). 

(10. 7) Let (X, f) be the simplicial cell complex of the poset X. Then 
the geometric realization of the cell complex (X, f) is homeomorphic to 
the geometric realization of the order complex O(X) of the poset X. 

Proof. Let P(X, f) = (X, f, F, B) and A = T(X, f) the topolog­
ical space of this polyhedral cell complex. Thus A is the geometric 
realization of the simplicial cell complex (X, f). We show there exists a 
triangulation <p: O(X) ---. A. Then by 10.4, A is homeomorphic to the 
geometric realization of CJ(X). 
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The triangulation is defined by cp(s) = FJZ(s), cp(x) = iJz(s), and 
'Ps = B; o X;-1 , where z is the greatest element of s. As (X, f) is 
the simplicial cell complex for the poset X, ( is injective, so by 4.6.3, 
>-x : F(x) ---+ F(x) is a homeomorphism and hence 'Ps makes sense. 

Check that if x ~ z then Bx(s) = Bz(s), i:Jx(s) = i:Jz(s), and B: o>.;;; 1 = 
B; o X;- 1 . Then use this fact to prove cp is a triangulation. We leave the 
details to the reader. 

{10.8) Assume X = (X, f) is a regular combinatorial cell complex. 
Let O(X) be the order complex of the poset X. Then H*(O(X)) ~ 
H*(X) and rr1(0(X)) ~ rr1(X). 

Proof. By 3.1, X is isomorphic to the simpicial cell complex Y of 
the poset X. Thus H*(X) ~ H*(Y) and rr1(X) ~ rr1(Y). But by 10.7, 
the geometric realizations A of Y and T of O(X) are homeomorhic, so 
H*(Y) ~ H*(A) ~ H*(T) ~ H*(O(X)). Similarly the fundamental 
groups are isomorphic. 

§11. Homology in K(X) 

Let (X, f) be a combinatorial cell complex, .6. = .6.(X) the graph of 
X, and K = K(X) the triangulating complex of X. Define 

vn = {v EV: h(((v)):::; n}, v: = {v EV: h(((v)) = h(((v)) = n} 

and Vn = vn - v;. Denote by .6.n and D-n the graphs on vn and Vn 
induced by .6., respectively. Let Kn = K(.6.n) and Kn = K(.6.n) be 
the clique complexes of .6. n and D.n, respectively. Define the n-skeleton 
of X to be the combinatorial cell complex xn = (Xn, f1xn ), where 
xn = {x E X : h(x) :::; n}. Thus Kn = K(Xn) is the triangulating 
complex of the n-skelton of X. 

By 5.6, K is a typed simplicial complex over Ix I, I= {O, 1, ... }, 

with type function r(v) = (h(((v)), h(((v))). Order Ix I lexiographi­
cally; that is (a,b) < (i,j) if a< i or a= i and b < j. We use this 
ordering to define our boundary operator on the simplicial chain com­
plex C*(K) of K as in Section 1. We also adopt the notional conventions 
established in that section. 

By 5.4, if s is a k-simplex of K then there is a unique ordering 
vo, ... , Vk of s such that Vi E L(vi+I) for each i. By 5.2, r(v0 ) :::; • • • :::; 

r(vk) also, so this is the ordering of s used to define the oriented simplex 
s = vo · · · Vk = vo I\ · · · I\ Vk via the conventions of Section 1. 
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Example. Consider the simplicial cell complex X ( n) of the n­
simplex, defined in Example (2) in Section 3. Recall from Section 5 
that 

V(X(n)) = V(n) = {(a, (3) E X(n) x X(n) : a~ /3}, 

and for (a,(3) E V(n), 

L(a,(3) = {(a,b) E V(n): b 5 (3 5 a 5 a} 

Recall we write K(n) for the triangulating complex K(X(n)) of the 
cell complex X(n). Then K(n) is a typed complex over V(n) with 
type function the identity map. As V(n) is ordered lexiographically, we 
have (a, b) < (a, (3) if a < a or a = a and b < (3. Notice K(n)m = 
{(a, b) E V(n) : a 5 m} ~ K(m), V(n): = {(m, m)}, and K(n)m = 
K(nr- {(m,m)}. By 5.9: 

(11.1) Lets = {(ai,/3i) : 0 5 i 5 k} be a subset of V(n) with 
(ai,f3i) 5 (aH1,f3H1) for each i. Thens is in ~(n) = ~(K(n)) if and 
only if f3o 5 · · · 5 f3k 5 ao 5 · · · 5 ak. 

Observe next that 

(11.2) For z Ev:, LinkKn(z) ~ O(j(((z))). 

Indeed LinkKn(z) = {u E Vn : ((u) = ((z)} and the identity map 

LinkKn(z) ---+ O(j(((z))) is an isomorphism. Observe also that under 
the notational conventions of Section 1, and by 1.1: 

(11.3) If z E Vnn and 

a= 

then 
az = 

sEl;k-l(LinkKn (z)) 

where ifs= v0 • · • Vk-l then sz = vo · · · Vk_ 1z. Further 8(az) = 8(a)z+ 
(-l)ka. 

{11.4) Let X be restricted of height at least n+ 1 and i : Kn ---+ Kn+l 
the inclusion map. Then 

(1) l is a homotopy equivalence. 
(2) l* : H*(Kn)---+ H*(Kn+i) is an isomorphism. 

Proof. We show for all simplices s of Kn+1, i-1(stKn+i (s)) is con­
tractible. Then by Theorem 1 in [3], i is a homotopy equivalence. 
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Let s = { v0 , .•• , vk} be a simplex in Kn+l ordered as in Lemma 
5.4. If Vo E Kn then Vo E l- 1 (stKn+i (s)) <:;;: stKn(vo) and hence 

l- 1 (stKn+i (s)) is contractible. 

So assume x = ((v0 ) is of height n + l. Let W = {w E f(x) : 
Vk s w < x} and for w E w let S(w) = f(((w))(s fw(vo)), T(w) = 
UuEW(:,'.w) S(u), and for U <:;;: W let T(U) = UuEU T(u). 

Observe that l- 1 (stKn+i (s)) = T(W). For if a E l- 1 (stKn+i (s)) 

then fwJvi) 2:: i, where Wi = fa(vi)- Then Wi 2:: Vi 2:: Vo and ((wi) = 
((a), so as Xis restricted, w = Wi is independent of i. Thus w = Wk E W 
and a E S(w) <:;;: T(W). 

Claim for each nonempty subset U of W, T(U) is contractible. Ob­
serve fw(v0) E T(w) C L(fw(v0)), so T(w) is contractible. Further if 
Z is the set of maximal members of U then C = {T(z) : z E Z} is a 
cover of T(U), so if Z = {z} then T(U) = T(z) is contractible. Next 
if I <:;;: Z, T1 = niEI T(i) = T(J), where J = niEI W(S i). So if 
I = { i} is of order 1 then T1 = T( i) is contractible, while if III > 1 then 
M(J) < M(U) = max{h(u) : u E U}, so by induction on M(U), T1 is 
contractible. Here we use the fact that J -/= 0 since Vk is the unique 
minimal element of J. It follows that T(U) has the homotopy type of the 
nerve N ( C) of the cover C, and N ( C) has the homotopy type of the set 
of all nonempty subsets of C, so N ( C) is contractible. Thus the Claim is 
established. In particular T(W) = l-1(stKn+i (s)) is contractible, com­
pleting the proof of (1). By (1), the inclusion l : Kn --+ Kn+l is a 
homotopy equivalence, sol*: H*(Kn)--+ H*(Kn+i) is an isomorphism. 

Next some notation. If C* and D* are chain complexes, then write 
Hom(C*, D*) for the group of all maps f = LJi fi, where fi E Hom(Ci, 
Di) is a group homomorphism. Further if G is a group, denote by 
Hom(G, C*) the chain complex whose ith term is Hom(G, Ci) and whose 

boundary map 8 is defined by 8(x)(g) = 8(((g)) for g E G and x E 

Hom(G, Ci)- Note that 8 is a boundary map, since 82 (x)(g) = (8(8(x))) 
(g) = 8(8(x)(v)) = 8(8(((v)) = 8 2 (((v)) = 0, so 8 2 = 0. Finally define 

kn to be the full subcomplex of Kn consisting of those v E V with 

h(((v)) = n. 
Using these notions and the simplicial complex K(n) discussed in 

the example earlier in this section, we now define 

¢ E Hom(C*(K(n)),Hom(Cn(Kn),C*(Kn))) 

For c E Ck(K(n)) we write <Pc for the image of c under¢. Thus 

¢c E Hom(Cn(Kn), C*(Kn))k = Hom(Cn(Kn), Ck(Kn)) 
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and as <p is a group homomorphism, it suffices to define ¢ on the genera­
tors a E Ek(n) of Ck(K(n)). Similarly as <f>u E Hom(Cn(Kn), Ck(Kn)) 
is a group homomorphism, it suffices to define <f>u on the generators 
s = {vo, ... , vn} E En(_kn), ordered so that Vo<···< Vn• We do so by 
decreeing that 

<f>u(s) = II fv.(vj)-
(i,j)Eu 

Observe 

{11.5) For a= {(ao,,Bo), ... , (ak,.Bk)} E Ek(n) ands= {vo, ... , 
vn} E En(_kn), with Vo < · · · < Vn and (ao,.Bo) < · · · < (ak, ,Bk), we 
have <f>u(s) E Ek(Kn) with 

fva ( V[jJ E L(fv°'. ( V[j;)) for i < j, 
' J 

Proof. The last two remarks in the lemma follow from the definition 
of fw(v). Ass E En(_kn), Vn = OOz, where z = ((vn), and Vr E f(z) for 
each r. As .Br :Sar, V[jr :S Var, so fvar(v[jr) is defined. 

Let i < j. Then by 11.1, ,Bi :S ,Bj :S ai :S aj. For r :S aj let 
Vr = fv°'_(vr)- Then V[j3- :S Va. with f;;°'_(V[j3-) ~ f;;°'_(vfjJ = fv°'_(v[jJ, 

3 1, 1, 1, 

so fv°' (v[jJ E L(fv°' (v[j3.)). In particular this shows <f>u(s) E Ek(Kn). 
' J 

By 11.5, <f>u(s) E Ek(Kn), so¢ is well defined. Thus we have proved: 

(11.6) The map <p defined above is in Hom(C*(K(n)), Hom(Cn(Kn), 
C*(Kn))). 

Next we have boundary maps {) on C*(K(n)) and on the chain 

complex 1i(n,K) = Hom(Cn(Kn),C*(Kn)). We observe next that the 
map ¢ preserves these boundary maps: 

(11.7) 8(¢c) = ¢a(c) for each c E C*(K(n)). Thus <p: C*(K(n))---+ 
1i(n, K) preserves the boundary maps. 

Proof. Let a= {(a0 , b0 ), ••• , (ak, bk)} E Ek(K(n)) and 

s = {vo, ... , Vn} E En(_kn)) 

Then 
<f>u;(s) = ITfva; (vb;)= <f>u(s)i 

#i 
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Therefore ifc = I:"a"a E Ck(K(n)) then </>c;(s) = I:"a"<p";(s) 

L"<l>"(s)i = (I:"a"</>")i = </>c(sf Then 

(8(</>c))(s) = 8(</>c(s)) = I)-l)i</>c(s/ = ~)-l)i</>c;(s) = </>a(c)(s) 
i i 

Let z Ev:, and L = LinkKn(z). We can also regard 

by composing ¢ with the map 

CI-+ CZ 

using 11.3. That is </>c = </>cz for c E Cn-1(£). 

§12. Cellular homology 

We begin by recalling a few standard facts from homological algebra 
and elementary algebraic topology. 

(12.1) If 

is a short exact sequence of chain complexes, then there exists a map 

such that for z E Hn(E), 8*(z) = [(a-1 o 8 o ,0-1)(z)]. That is if 

z = e + Bn(E) withe E Zn(E) then 8*(z) = a-1 (8(d)) + Bn-i(C) for 
each choice of d E Dn with ,6( d) = e. 

Proof. See for example Lemma 4.5.3 in [5]. 

{12.2) If 

0----tC~D.f!.+E----tO 

is a short exact sequence of chain complexes, then 

is an exact sequence of groups. 

Proof See for example Theorem 4.5.4 in [5]. 
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Recall if i : L ----+ K is an inclusion of simplicial complexes then i 

extends to a linear map i: C*(L)----+ C*(K) of simplicial chain groups, 
which induces a short exact sequence 

(*) 0----+ C*(L) __:-, C*(K) ~ C*(K)/C*(L)----+ 0 

of chain complexes. Let H(K, L) = H*(C*(K)/C*(L)). Then by 12.1, 
we get a map 

8*: H(K, L)----+ H*(L) 

Z f--> [(i-l o8or1)(z)] 

Let Cn(K,L) = Cn(K)/Cn(L), Zn(K,L) = Zn(C*(K,L)), and define 
Bn(K, L) = Bn(C*(K, L)). Then Zn(K, L) = 8-1(Cn_ 1(L))/Cn(L) 
and Bn(K,L) = (Bn(K) + Cn(L))/Cn(L). Now for u E Zn(K,L) and 
d E Cn(K), j(d) = u if and only if u = d + Cn(L), in which case as 
u E Zn(K, L), 8(d) E Cn-1(L). Then by definition of 8*, 8*([d]) = 
8(d) + Bn-i(L). Then composing 8* with i* : H*(L) ----+ H*(K) and 
j* : H*(K)----+ H*(K, L), we can regard 

8*: Hn(K,L) - Hn-1(K,L) 

[d] f-> [8(d)] 

Notice 8;([d]) = [82 (d)] = 0, so 8; = 0. Therefore 

(12.3) If Lis a subcomplex of the simplicial complex K then we have 
a chain complex H*(K, L) with boundary map 8* such that Zn(K, L) = 
8-1(Cn-i(L))/Cn(L), Bn(K, L) = (Bn(K)+Cn(L))/Cn(L), and 8*([d]) 
= [8(d)] 

(12.4) If L is a subcomplex of the simplicial complex K containing 
no (n - 1)-simplices of K then Hn(K) ~ Hn(K, L). 

(12.5) If L is a subcomplex of the simplicial complex K then 
(1) We have an exact sequence of groups: 

· · · ~ Hn(L) ~ Hn(K) ~ Hn(K,L) ~ Hn-1(L)----+ · · · 

(2) If i* : H*(L)----+ H*(K) is an isomorphism then H*(K, L) = 0. 
(3) If Hn+1(K, L) = Hn(K, L) = 0 then j*: Hn(K)----+ Hn(L) is an 

isomorphism. 

Proof. Applying 12.2 to the short exact sequence(*) above, we get 
(1). Then (1) implies (2) and (3). 

(12.6) Let J ~ L ~ K be a chain of simplicial complexes. Then 
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(1) We have a short exact sequence of groups: 

... ~ Hn(L,J) ~ Hn(K,J) ~ Hn(K,L) ~ Hn-1(L,J) - .. · 

(2) If Hn-1(L, J) = Hn(L, J) = 0 then j* : Hn(K, J) - Hn(K, L) 
is an isomorphism. 

(3) If Hn(L, J) = Hn(K, L) = 0 then Hn(K, J) = 0. 
(4) Let K: J - L be inclusion and assume K* : H*(J) - H*(L) is 

an isomorphism and Hn(K, L) = 0. Then Hn(K, J) = 0. 

Proof. We have the exact sequence 

of chain complexes. Applying 12.2 to (**), we conclude that (1) holds. 
Of course (1) implies (2) and (3). Assume the hypotheses of (4). As 
K* : H*(J) - H*(L) is an isomorphism, 12.5.2 says H*(L, J) = 0, so as 
Hn(K, L) = 0, (3) says Hn(K, J) = 0. 

Now let (X, f) be a restricted combinatorial cell complex,~ = ~(X) 
the graph of X, and K = K(X) the triangulating complex of X. Define 
the subcomplexes Kn and Kn of K as in Section 11, and adopt the nota­
tional conventions of that section. An n-dimensional simplicial complex 
Lis homology spherical if Hi(L) = 0 for i =/- n. 

(12.7) Let h(X) 2'.: n and V,;' = {z1 , ... , Zr}. Then 
(1) Zi(Kn, Kn) = EB;=l Zij and Bi(Kn, Kn) = EB;=l Bij, where 

Zij = {azj + Ci(Kn): a E .Zi(LinkKn(zj))} and 

Bij = {,Bzj + Ci(Kn): ,BE Bi(LinkKn(zj))}. 

(2) Hi(Kn, Kn) ~ EB;=l Hi(LinkKn (zj )). 
(3) 8* : Hi(Kn, Kn) - Hi-1 (Kn) acts via 

i i 

8*: [LajZj] f---, (-l)iLaj +Bi-1(Kn)-
j=l j=l 

(4) If O(j(x)) is homology spherical for all x EX of height n then 
Hi(Kn, Kn) = 0 for i =/- n. 

Proof. Without loss, X is of height n, so K = Kn. Let 
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Then Ci(K, Kn) = Ef)j v;j and by 11.3, 8(azj) = 8(a)zj + (-l)ia E 

8(a)zj + Ci-1(Kn), so 

Therefore Lj O:jZj E a-1(Ci-1(Kn)) if and only if O:j E .Zi(LinkK(zj)) 
for all j. That is 

Zi(K, Kn)= a-1(Ci-1(Kn))/Ci(Kn) = E9 Zij· 
j 

Similarly the second statement of (1) holds. Of course (1) implies (2) and 
(2) and 11.2 imply (4). Also a typical element of Hi(K, Kn) is of the form 
[Lj O:jZj] = u + Bi(K, Kn), where u = Lj O:jZj + Ci(Kn) E Zi(K, Kn), 

Then 8(aj) = 0 so 8(Lj ajzj) = (-l)i Lj aj by 11.3, and hence 

j j j 

establishing ( 3). 

(12.8) Assume for all x EX of height n that O(j(x)) is homology 
spherical. Then Hi(Kn) ~ Hi(Kn) for i Sn - 2. 

Proof. By 12.7.4, Hi(Kn, Kn) = 0 for i =I= n. Then by 12.5.3, 
Hi(Kn) ~ Hi(Kn) for i =/= n,n-1. 

(12.9) H*(Kn+l, Kn)= 0. 

Proof. By 11.4.2, l*: H*(Kn)-+ H*(Kn+1) is an isomorphism, so 
the lemma follows from 12.5.2. 

(12.10) Assume for all m 2". n+2 and for all z EX of height m that 

O(j(x)) is homology sphericial. Then Hi(K) ~ Hi(Kn+l) for i Sn. 

Proof. It suffices to show Hi (Km) ~ Hi ( Km-l) for each m 2': n + 2 

and is n. As m 2': n+2, O(j(z)) is homology sphericial for each z EX 
of height m. So by 12.8, Hi(Km) ~ Hi(Km) for i Sm - 2, and hence 
for i Sn. Therefore by 11.4.2, Hi(Km) ~ Hi(Km) ~ Hi(Km- 1), as 
desired. 

Recall the simplicial cell complex X ( n) of the n-simplex and its 
triangulating complex K ( n) discussed in ear lier sections. 
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(12.11) (1) K(n) has the homotopy type of the n-simplex so it is 
contractible with trivial reduced homology and fundamental group. 

(2) K(n)m ~ K(m) form~ n. 

(3) fI*(K(n)m) = 0 for all m,n. 
(4) H*(K(n)m, K(n)m) = 0 form> 0. 
(5) H*(K(n)m, K(n)m-i) = 0 form/. l. 

Proof. By Theorem 7.6, the n-simplex is triangulated by K(n), 
so (1) holds. We observed in Section 11 that (2) holds. By 11.4.2, 
H*(K(n)m) ~ H*(K(nr-1) ~ H*(K(m-1)) by (2), so (1) implies (3). 

To prove (4), we apply 12.5.1 with K = K(m) and L = K(m)m- By 
(3), Hi(L) = 0 for i I- 0 and l* : H0 (L) --; Ho(K) is an isomorphism. 
As Hi(L) = 0 for i I- 0, 12.5.1 says Hi(K, L) = 0 for i /. 0, 1. Also 

H0 (L) ~ Ho(K) ~ Ho(K,L) .!!."..., H_1(L) = 0 

is exact with l* an isomorphism, so H0 (K,L) = 0. Similarly 

is exact with l* and isomorphism, so H 1 (K, L) = 0. Thus (4) holds. 
Finally we prove (5) by applying 12.6.3 with J = K(n)m-l, L = 

K(n)m- 1, and K = K(n)m- H*(L,J) =Oby (4) while H*(K,L) = 0 
by 12.9, so H*(K, J) = 0 by 12.6.3. 

(12.12) Let n ~ 1, B(n) = Bn-1(K(n)n) + Cn-1(K(n)n-i), and 
let 77 and 0 be the (n - 1)-simplices of K(n) defined by 

77 = { ( n, i) : 0 ~ i < n}, 

0 = {(n-1,i): 0 ~ i < n}. 

Then 77 = 0 mod B(n). 

Proof. We prove the result by induction on n. Let K = K(n). 
When n = 1, 77 = { (1, O)}, 0 = { (0, O)}, and a = { (0, 0), (1, O)} is a 
simplex in K1 with 8(a) = 77 - 0. Then 8(a) E Bo(K1) ~ B(l), so the 
lemma holds when n = 1 and our induction is anchored. 

Let O ~ i < n - 1 and 

L( i) = { ( a, b) E K : a /. i /. b} 

If we define Jr: X(n) - {i}--; X(n - 1) by 1r(a) = a - 1 for a> i and 
1r(a) = a for a< i, then 1r induces an isomorphism 1r: L(i)--; K(n -1) 
via 1r(a, b) = (1r(a), 1r(b)). Moreover under this isomorphism, 1r(77i) = 
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TJ(n -1) and 1r(Bi) = 0(n -1) are the simplices playing the role of T/ and 
0 in K(n - 1). Thus by induction on n, rJ(n - 1) - 0(n - 1) = 8(e) + f 
for some e E Cn-1(K(n - l)n-1) and f E Cn-2(K(n - l)n-2). Then 
di= 1r-1(e) E Cn(Kn) and Ci= 1r-1u) E Cn-1(Kn-d with T/i - ei = 
8(di) - Ci. 

Next claim T/n-l - en-l = 8(dn-1) + Cn-1 for some dn-1 E Cn(Kn) 
and Cn-1 E Cn-1 (Kn-1). When n = 2 take dn-l = {(0, 1), (0, 2)}. Then 
observe that for n > 2 and i < n - 1, n(TJn-l,i) and 1r(0n-l,i) play the 
role in K(n -1) of T/n-l and en-l, so by induction on n there is 

g E Cn-1(K(n - l)n-1) and h E Cn-2(K(n - l)n-2) 

with 7r(TJn-l,i - en-l,i) = 8(g) + h. Then 8i = 1r-1(g) E Cn(Kn) 
and 'Yi = 1r-1(h) E Cn-1(Kn-1) with T/n-l,i - en-l,i = 8(8i) + 'Yi· 
Let 8 = Li(-l)i8i and"(= I;;(-l)i'Yi· Then 8(8) + 'Y = 8(TJn-l -
en-l ), so T/n-l - en-l - 8 E Zn-1 (Kn, Kn-1)- However by 12.11.5, 
Hn-1(Kn,Kn-1) = 0, SO there is dn-l E Cn(Kn) and Cn-1 E Cn-1( 
Kn-1) with 8(dn-1) = T/n-l - en-l - Cn-l, completing the proof of the 
claim. 

We now complete the proof of the lemma using the argument of 

the previous paragraph. Namely let d = I:~:01(-l)idi and c = I:~:01 

(-l)ici. Then 8(d) + c = 8(TJ - 0), so as Hn-1(Kn, Kn-1) = 0, there is 
a E Cn(Kn) and /3 E Cn-1(Kn-1) with 8(a) = T/ - 0 - /3. 

In the next lemma we use the map 

defined in Section 11 for each z E V,;:'. 

(12.13) Let 0 be the (n - 1)-simplex of K(n) defined by 

0 = {(n-1,i): 0::; i < n} 

and let B = Bn-1(Kn) + Cn-1(Kn-d· Then for each Z E vnn and each 
~ E Cn-1(LinkK(z)), 

~ = </>e(~) mod B. 

Moreover for s = {vo, ... , Vn-d E ~n(LinkKn(z)), </>e(s) = fvn-i (s). 

Proof. The last statement of the lemma is just the definition of </>e. 
By 11.7, 
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Similarly </>cn-i(K(n)n-i)(Cn-1(L))::; Cn-1(Kn-1). Therefore the 
lemma follows from 12.12 and the fact that </>,,,((.) = (. for each (. E Cn-1 
(LinkKn(z)), where 'T/ is the simplex of K(n) defined in 12.12. 

We now define the cellular homology of X. Let Dn(X) = Hn(Kn, 
Kn)- Equivalently for z Ev,: let 

D(z) = { 

with dz,s E Z, so that D(z) ~ Hn-i(j(z)). Then by 12.7, 

Dn(X) = E9 D(z) ~ E9 Hn-i(i(z)) 
zEV~ zEV~ 

and this definition of Dn(X) is usually easier to work with. Define the 
boundary map on the chain complex D*(X) = (Dn(X): 0::; n E Z) by 

an: Dn(X)---+ Dn-i(X) 

L zdz 1--+ (-l)n L </>0(dz) 
zev,: z 

where dz E Zn-1(LinkKn (z)) and 0 = {(n-1, i) : 0::; i < n} E En-1 (n). 
Recall from 12.13 that if dz = LsEI:n-l(LinkKn(z)) dz,sS with dz,s E Z 
then </>0(dz) = Ls dz,sfw(s)(s), where w(s) is the greatest element of s. 
Therefore 

z,s z,s 

which is usually an easier definition to work with. We see in a moment 
that an-i o an = 0, so a is indeed a boundary map. We call D*(X) 
the cellular chain complex of X and a the cellular boundary map. The 
cellular homology of Xis Hi(X) = H*(D*(X)). 

Now we verify that an-Io an = 0 by showing an-1(an(zdz)) = 0 

for each z E V,: and dz E Zn-1(LinkKn(z)). First dz = Lu udz,u and 
dz,u = Lt dz,u,tl, where 

dz,u,t E Z, dz,u E Z'n-2(LinkKn({z,u})), 
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and the sums are over all u E Link Kn ( z) of height n - 2 and all ( n - 2 )­
simplices tin LinkKn({z,u}). As 8(dz) = 0, 1.1.4 says 0 = L-udz,u· 
That is 

0 = L dz,u,tt = L ( L dz,u,t)t, SO L dz,u,t = 0 
u,t t<u<z t<u<z 

for each t. Now 

u,t 

= - Ldz,u,tfw(fu(t))(fu(t)) = - L ( L dz,u,t)fw(t)(t) = 0. 
u,t t<u<z 

So the cellular boundary map 8 is indeed a boundary map on the cellular 
chain complex. 

(12.14) Let 

n+la*: Hn+1(Kn+ 1 ,Kn)---. Hn(Kn,Kn- 1 ) 

be the maps induced via 12.6 by the incbsions 

respectively. Let 

be the cellular boundary map. Then the diagram 

fn+d 

Hn+l (Kn+l, Kn+l) 

commutes and fn is an isomorphism for all n. 

Proof. By 12.9, H*(Km, Km-l) = 0 for all m, so applying 12.6.2 
to the chain Km-l <;;;;Km<;;;; Km, we conclude fm: Hm(Km,Km-l) ---t 

Hm(Km,Km) is an isomorphism for each m. 
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To complete the proof it remains to show the following diagram 
commutes: 

tn+d 

Hn+l (Kn+l, Kn+l) --8~ 

,. 1 

Hn(Kn+l, Kn-2) -­p 

that n+18* = j* 0 a*, and that p O a~ = 8n+l· Here a: and l* are the 
maps induced via 12.6 by the inclusions 

Kn-2 ~ Kn+l ~ Kn+l 

Kn-2 ~ Kn ~ Kn+l 

respectively, p = f n o j * o i; 1 , and 

[)*: Hn+1(Kn+1,Kn)---+ Hn(Kn,Kn-2) and 

j*: Hn(Kn,Kn-2)---+ Hn(Kn,Kn-1) 

are the maps induced via 12.6 by the inclusions 

Kn-2 ~Kn~ Kn+l and 

Kn-2 ~ Kn-1 ~ Kn 

respectively. 
By 12.9, H*(Kn, Kn+1) = 0, SO applying 12.6 to Kn-2 ~ Kn ~ 

Kn+l we conclude l*: Hn(Kn,Kn- 2)---+ Hn(Kn+1,Kn- 2) is an isomor­
phism, so p is well defined. By definition of p, the right hand square 
in the diagram commutes, so to show the full diagram commutes, it 
remains to show the left hand square commutes. 

From the discussion at the beginning of this section, 

with 

and 
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That is a typical element of Hm+l (Km+l, Km) is some d E Cm+l (Km+l) 
with 8(d) E Cm(Km). Similarly 

Hm+1(Km+1, Km)= a-1(Cm(Km+1)/Cm+1(Km+1) 

and fm+l: d ~ d + Cm+1(Km+1). 
Also Hn(Kn, Kn-2 ) = Zn(Kn), 

Hn(Kn+l, Kn- 2 ) = Hn(Kn+l) = Zn(Kn+i)/ Bn(Kn+1), 

8* : d ~ 8(d), a: : d + Cn+1(Kn+1) ~ 8(d) + Bn(Kn+1), and l* : z ~ 
z + Bn(Kn+1). Therefore 

completing the proof that the diagram commutes. 

Finally the proof that On+l = p O a: and n+18* = j* 0 a*. As 

l*: Hn(Kn,Kn- 2 ) -t Hn(Kn+i,Kn- 2 ) 

is an isomorphism, Zn(Kn+1) = Zn(Kn) EB Bn(Kn+1). Thus if 7f : 

Zn(Kn+1) -t Zn(Kn) is the projection with respect to this direct sum 
decomposition, we have p = fnoj*oL-:; 1 = fnoj*o1r. Further we have seen 
Hn(Kn,Kn- 1) = a-1(Cn-1(Kn-1)), Hn(Kn,Kn) = a-1(Cn-1(Kn)I 
Cn(Kn)), and fn : d' ~ d' + Cn(Kn)- Finally j* is the identity map on 
Hn(Kn, Kn-l ), sop: e ~ 1r(e) + Cn(Kn)- Therefore 

po a:: d + Cn+1(Kn+1) ~ 1r(8(d)) + Cn(Kn)-

Also (j* o 8*)(d) = 8(d) = n+18*(d), with the last equality following 
from the discussion at the beginning of this section. 

Recall from 12. 7 that we can choose are coset representative d so 
that d = E EVn+1 zdz, with dz E Zn(LinkKn+1(z)), and that by 11.3, 

z n+l 

8(zdz) = (-l)n+1dz- Thus it remains to show that if d = zdz then 
1r(dz) = </>0(zdz) mod Cn(Kn)- Let e = </>0(zdz)- By 12.13, dz = e+b+c 
for some b E Bn(Kn+1) and c E Cn(Kn)- Then 

dz - b = e +CE Zn(Kn+i) n Cn(Kn) ~ Zn(Kn), 

so e + c = 1r(dz) and therefore 1r(dz) = e + c = e mod Cn(Kn), com­
pleting the proof. 

(12.15) Assume for each x EX of height n that O(i(x)) is homol­
ogy sphericial. Then Hi(Kn, Kn-l) = 0 for all i =/- n. 
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Proof. By 12.9, H* (Kn, Kn-l) = 0, so applying 12.6.2 to the se­
quence Kn-l <;;;;Kn<;;;; Kn, we conclude H*(Kn,Kn-l) ~ H*(Kn,Kn)­

Then as O(i(x)) is homology spherical for each x EX of height n, 12.7.4 
completes the proof. 

Theorem 12.16. Let X be a restricted combinatorial cell com­
plex such that O (i ( x)) is spherical for each x E X. Then the ordinary 
homology H*(X) of X is isomorphic to the cellular homology H;(X). 

Proof. In Lemma 12.14 we defined maps 

and proved these maps are isomorphic to the cellular maps 

Thus the chain complex (Hn(Kn, Kn-l ), n8* : 0 :Sn E Z) is isomorphic 
to the cellular chain complex D*(X). Therefore it suffices to show 

To do so we use the standard proof for CW- complexes. 
First the inclusions 

Kn-2 <;;;; Kn-1 <;;;; Kn 

Kn-2 <;;;; Kn <;;;; Kn+l 

induce via 12.6 the maps 

a./ 
Hn+1(Kn+1,Kn) 

Hn(Kn+1,Kn-1)-+ Hn(Kn+1,Kn) 

/ l* 

'-,, j. 

Hn(Kn,Kn-1) ~ Hn-i(Kn-1,Kn-2) 

By 12.15, Hn (Kn-l, Kn-2 ) = 0, so as the sequences of 12.6 are exact, 

j* = n+lJ* is injective with Im(j*) = ker(n8*). As O(i(x)) is homology 
spherical for each x EX, Hn(Kn+1, Kn) = 0 by 12.15. Therefore l* is 
a surjection, so 

l O J·-l . ker( 8 ) -----t H (Kn+l Kn- 2 ) * * · n* n , 

is a surjection with kernel 
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That is 
Hn(Kn+l,Kn- 2 ) ~ ker(n8*)/Im(n+18*) 

Finally by 12.4, Hn(Kn+l) ~ Hn(Kn+1, Kn-2), while as O(j(x)) 
is homology spherical for each x E X, Hn(Kn+l) ~ Hn(K) by 12.10. 
Thus the Theorem is established. 

(12.17) Assume j(x) is simply connected for each x EX with h(x) 
~ 3. Then 

(1) n1(K(Xn+1)) ~ n1(K(Xn)) if n ~ 2, 
(2) 7r1(K(X)) ~ n1(K(Xn)) for n ~ 2. 

Proof. Evidently (1) implies (2), so we prove (1). Recall the defini­
tions of xn, Kn, and Kn from Section 11. In particular Kn= K(Xn), 
so it suffices to show n1(Kn+l) ~ n1(Kn). 

Let l : Kn -+ Kn+l be the inclusion map. By 11.4.2, l is a ho­
motopy equivalence, so n1(Kn) ~ n1(Kn+i)- Thus it remains to show 
7!"1 (Kn+i) ~ 7!"1 (Kn+l ). 

Let 7r : Kn+l -+ Kn+l be the inclusion map and s = { v0 , ... , vk} 
be a simplex in Kn+l ordered as in Lemma 5.4. If Vo E Kn+l then 
Vo E P = n-1(stKn+1(s)) ~ stKn+ 1 (vo) and hence Pis contractible. 

Thus we may takes= {x} with h(x) = n + l. In this case P = J(x) is 
simply connected by hypothesis. Thus by Theorem 1 in [3], n1 (Kn+i) ~ 
n1 ( Kn+l), as desired. 

§13. The torus and the Klein bottle 

In this section we consider the torus and the Klein bottle as exam­
ples. 

Let X be the poset of dimension 2 with a unique maximal element 
c, and unique minimal element d, and two elements a1 and a2 of height 
1. 

We associate a combinatorial cell f(x) to each x EX. Let J(c) have 
4 elements bi of height 1 and 4 elements vi of height 0, with vi, vi-l < bi, 
where the indices are read modulo 4. Further we let ((bi)= a[i], where 
[i] = i mod 2. This forces f(ai) to have 2 elements Uij, j = 1, 2, of 
height 0. 

It remains to describe Ji = lb, : J(c)(~ bi) -+ f(ll[i])- We may 
choose notation so that h(vi) = u2,i and h(vi+l) = u1,i- We say that 
b2 and b4 have the same orientation if f 4 ( V3) = h ( V2); here the pair 
v2, v3 is distinguished by b3 > v2, v3, whereas no member of J(c) of 
height 1 is greater than v2 and v4 . Up to change of notation, we are left 
with 3 cases: 
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(i) b2 and b4 and b1 and b3 both have the same orientation. 
(ii) Exactly one pair (say b2 and b4) has the same orientation. 
(iii) Neither pair has the same orientation. 

We will see that the geometric realization of (X, f) in case (i) cor­
responds to the torus, in case (ii) to the Klein bottle, and in case (iii) 
the realization is not a manifold. 

We have defined our combinatorial cell (X, !). We next consider the 
polyhedral cell complex P(X) = (X, f, F, B) of (X, f) and the geometric 
realization T(X) of (X, !). We can regard F(c) as the unit square with 
vertices F(vi) arranged in order as in the diagram below. Then F(bi) is 
the edge [vi-l, vi]- Thus we have the picture 

j F(b3) 

F(b2) 
V1 -V2 

Similarly F(ai) is the unit interval (F(uil),F(ui2 )] with initial point 
F(uil) and endpoint F(ui2 ). Finally we have 

Fb, : F(bi)---+ F(a[i]) 

tF(vi-1) + (1- t)F(vi) f--+ tF(Ji(vi-1)) + (1- t)F(fi(vi)) 

In cases (i) and (ii), b2 and b4 have the same orientation, so in the 
geometric realization T(X) the edges F(b2 ) and F(b4 ) are identified with 
the same orientation, resulting in a tube with ends F(b1 ) and F(b3 ). In 
case (i), these ends are identified with the same orientation, resulting 
in a torus, while in case (ii) they are identified with a twist, resulting 
in a Klein bottle. Finally in case (iii), F(b2) and F(b4 ) are identified 
with a twist, resulting in a Mobius strip, and then F(b1 ) and F(b3 ) are 
identified with a twist, yielding a space T(X) which is not a manifold, 
since at a neighborhood of F( d) we get two copies of the 2-ball glued at 
F(d). 

We next discuss the the homology of our cell complexes. First j(c) 
has the homotopy type of the 1-sphere and j ( ai) the type of the 0--sphere, 

so by Theorem 12.15, Hc(X)* = H*(X). Further H 1 (i(c)) = Z1 (i(c)) 
has a unique generator 

4 

'Y = L Vibi - Vi-lbi 
i=l 
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where the indices are read modulo 4, so by the definition of D*(X), 
D2(X) = D(c) has a unique generator c,. Similarly D 1(X) = D(ai) EB 
D(a2) has two generators aiai, where 

O'.i = Ui,2 - Ui,l 

and D0 (X) = D(d) is 1-dimensional with generator d. 
Next by definition of the cellular boundary map 8, 

8(aiai) = f ui, 2 ( Ui,2) - f u;, 1 ( Ui,1) = d - d = 0 

so that D 1 (X) = Z1 (X) and H 0 (X) ~ D 0 (X) ~ Z. Similarly 

4 4 

8(c,) = L,fb,(bi(Vi -vi-1)) = L,a[i]fi(vi -vi-1) 
i=l i=l 

= a1 (Ji ( v1 -v4)+ h( V3-v1) )+a2(h( v2-v1)+ f4( V4 -v3)) = a1A1 +a2A2 

Now if b2 and b4 have the same orientation then h(v2) = f 4(v3), 
and hence also f 4 (v4 ) = h(v1), so that A2 = 0. On the other hand if the 
orientation is opposite then u2,2 = h(v2) = f4(v4), so u2,1 = h(vi) = 
f4(v3) and hence A2 = 2a2. A similar remark holds for A1. 

Now if X is the torus then both pairs have the same orientation, so 
8(c,) = 0 and B1(X) = 0. Thus H2(X) = D2(X) ~Zand H1(X) ~ 
D 1 (X) ~ Z EB Z. On the other hand if X is the Klein bottle then 
A 2 = 0 and A1 = 2a1, so 8(c1 ) = 2a1. Therefore for the Klein bottle, 
H 2 (X) = 0 and B 1(X) = 2Za1, so H 1(X) ~ ZEB Z2 . Finally in case 
(iii), 8(c1 ) = 2(a1 + a 2), so again H 2 (X) = 0 and H 1(X) ~ZEB Z2 . 

§14. The dual cell complex of a restricted cell complex 

In this section (X, f) is a restricted combinatorial cell complex of 
finite height whose map ( is surjective; that is ( : f(x) -+ X(:s; x) is 

surjective for each x E X. The dual complex (X, }) of (X, f) is the 
combinatorial cell complex defined below. But first an example. 

Example. Let (X, f) be a regular cell complex. Then (X, J) is 
isomorphic to the simplicial cell complex of the poset X, so without 
loss it is that complex. That is f(x) = X(:s; x) and the maps ( and 
fv, v E f(x), are the appropriate identity maps. It will turn out that 
the dual complex for this complex is the simplicial cell complex of the 
dual poset X whose ordering ;:Sis obtained by reversing the ordering on 
X. So the duality operation on cell complexes is a generalization of the 
duality on posets. 
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In general the poset of the dual complex is the dual poset X. In 
addition to defining the poset of the dual complex we must define the 
cells f(x) for each x E X, the zeta map for X, and the f-v maps for 

each v EV. In our example, f(x) = X(:2: x). It will turn out in general 

that the zeta map for the dual complex X is the hat-zeta map ( for the 
complex X. So in our case ((v) = v for v E V = V. Similarly it will 

turn out that the f-v map fv: f(x)(-;S v)---+ f(((v)) for Xis the hat-f-v 

map for X, so in our case that map is fv(u) = u for u S v E J(x). 
Now the definition of the dual complex. First the poset X of the 

complex is the dual poset of X. That is X and X are the same as sets 
with the ordering -;S on X defined by x -;S y if and only if y S x. As X 

has finite height, X has the same finite height, so all elements of X are 
of finite height. 

Second for x E X, define 

f(x) = {v EV: ((v) = x} 

partially ordered by u -;S v if and only if v E L( u). We check that this is a 
partial order: By definition the relation is reflexive and antisymmetric. 

Suppose u -;S v -;S w in f(x). Then v E L(u) so fa(u) 2: v where 

a = fv(u). Indeed as u,v E f(x), ((u) = x = ((v), so ((Ja(u)) = 
((u) = ((v) and hence fa(u) = v. Similarly as v -;S w, fb(v) = w, where 

b = fw(v). But now c = J;; 1 (b) = fw(u) sou -;S w. For by axiom (ii) for 
combinatorial cell complexes, 

Observe that by definition V = V and f (x) is the set of elements 
v EV such that x 00 E L(v). 

Recall the hat-zeta-function ( for X is defined by ( ( v) is the unique 

x E X with v E f ( x). Notice that the hat-zeta-function for X is the 

zeta-function for X. Conversely we define the zeta-function for X to 

be the hat-zeta-function for X. We verify X satisfies axiom (i) for 

combinatorial cell complexes; that is we check that ( : j ( x) ---+ X is a 

map of posets preserving height. Namely if u, v E f (x) with u -;S v then 

fa(u) = v where a= fv(u), and ((u) 2: ((a)= ((v), so ( preserves the 

order. Next as X is of finite height, there is a chain Yo > · · · > Ym = ( ( u) 
of maximal length m and as (: f(Yi) ---+ X(s Yi) is surjective for each i, 
we can lift this chain to a chain wo > · · · > Wm in f (Yo) with ( ( Wi) = Yi. 
Let a = J;;;};, ( u) and ai = f wi (a). Then ao -;S · · · -;S am = u is a chain of 
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length m in l ( x), so ( preserves height. This completes the verification 
of axiom (i). 

Next for x EX and v E l(x), 

l(x)(;S v) ={u EV: ((u) = ((v) and v E L(u)} 

={u EV: v E L(u) and fJv(u)(u) = v}. 

As Xis restricted, for each v E V we have the hat-f-v-function lv defined 

on the set of u EV with v E L(u) by lv(u) the unique w E f(((u)) with 

w 2 u and ((w) = ((v). We define the f-v-function for X to be the 

restriction to l(x)(;S v) of the hat-f-v-function lv for X. We next verify 

that .X satisfies axiom (ii) for combinatorial cell complexes. By definition 

((/v(u)) = ((v) = x, so 

lv: l(x)(;S v)-+ l(((v)) = l(x). 

We check that lv is an isomorphism ofposets. First if lv(ui) = lv(u2) = 
w then fw(u1) = v = fw(u2), so as fw is injective, U1 = U2, That is 

lv is injective. Next if w E l(x) then J;;;1(v) = u E l(x)(;S v) with 

lv ( u) = w, so lv is a bijection. 

Suppose a, b E l(x)(;S v) with a ;Sb. Then b E L(a) so fw(a) = b 
for w = lb(a). Also fw(/v(a)) = lv(b) so lv(b) E L(iv(a)) and therefore 

lv(a) ;S lv(b). Similarly if lv(a) ;S lv(b) then a ;Sb. This completes the 
verification of axiom (ii). 

We next verify axiom (iii); that is we prove that if a, b E l(x) with 

a ;Sb then la= ljb(a) o k For let c E l(x)(;S a). Then lb(c) ;S lb(a) 

as lb preserves order, sow = lib(a)(ib(c)) 2 lb(c) 2 c with ((w) = 
((/b(a)) = ((a). Hence as Xis restricted, w = lb(c). So axiom (iii) is 
established. 

Next axiom (iv). Let v E l(x) and a E l(x)(;S v). Then v E L(a) 
with ((/v(a)) = ((a) by definition of the hat-zeta map and the hat-f-a­

map, so indeed ( = ( o lv, as required in axiom (iv). 

Finally we check axiom ( v). First OOx = OOx and for v E l ( x), 
l 00 x(a) = a as ((a)= x = ((oox)- Thus i,)Ox is the identity map. Also 

(( oox) = x again by definition of the hat-zeta-map. 
We have shown 

(14.1) Let (X, J) be a combinatorial cell complex of finite height 
with ( surjective. Then the dual complex (X, l) is a combinatorial cell 
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complex. 

(14.2) (X, J) is restricted. 

Proof. Let u1, u2, v E }(x) with v :S u1, u2 and ((u1) = ((u2) = y 
say. Then ((u1) = ((u2) = ((v) = x and u1,u2 E L(v), so there exists 

Wi 2: v with fw;(v) = Ui- But ((wi) = ((ui) = y, so as Xis restricted, 
w1 = W2 and hence u1 = fw 1 (v) = fw 2 (v) = u2. 

(14.3) u E L(v) if and only if v E L(u), in which case the image of 

v under the hat-f-u-map for X is 

Proof. Let v E L(u). Then fw(u) 2: v for w = fv(u) and u :S fw(u) 

in }(((u)). Let z = ftw(u)(v). Then z E L(v) with }z(v) = fw(u) and 

((z) = ((v) so v :S z in }(((v)). Then as /z(v) = fw(u) ~ u in /(((u)), 
we conclude u E L(v) and z is the image of v under the hat-f-u-map for 

x. 
Conversely suppose u E L(v) and let z be the image of v under the 

hat-f-u-map for X. That is u :S }z(v) = y say. Thus y 2: v and as 

u :Sy in }(((u)), fw(u) = y for w = }y(u). Therefore fw(u) = y 2: v, so 
v E L(u). 

(14.4) Let (X, f) be a restricted combinatorial cell complex with ( 

surjective. Then the dual complex (X, }) also satisfies these properties 

and (X, f) is the dual of (X, }). 

Proof. We have already observed that X is of finite height. Next 
if y E X(;S x) then x E X(2: y) so as ( : f(y) ----> X(:S: y) is surjective 

there is v E f(y) with ((v) = x. Thus v E }(x) and ((v) = y, so 

(: }(x)----> X(:S x) is a surjection. 

Let (Y,g) be the dual of (X, }). Then X = X so Y = X = X and 
as :S is the dual of the ordering on X, the order on Y is the ordering 
::;; dual to ;S. That is Y = X as a partially ordered set. Similarly for 
xEX, 

g(x) = {v EV: ((v) = x} = f(x) 

and as we observed during the proof of 14.1, the hat-zeta-function for 
Xis(. The ordering on g(x) is given by u ~ v if and only if v E L(u) if 
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and only if u E L( v) (by 14.3) if and only if u :'.S: v as u, v E f (x ). That 
is g(x) = f(x) as a partially ordered set. 

Next the zeta-function for Y is the hat-zeta function for .X which is 
the zeta-function for X. That is X and Y have the same zeta-function. 
Finally for u E V, the f-u-function gu for Y is the hat-f-u-function for 
X, so by 14.3, gu(v) = fJw(u)(v), where w = fv(u). But as v :'.S: u in 
f(x), w = x and fw(u) = u, so gu = fu, completing the proof. 

(14.5) K(X) = K(X), so X and X have the same homology and 
fundamental group. 

Proof. As observed during the construction of X, V = V, so K(X) 
and K(X) have the same vertex set. Further K(X) is the clique complex 
of the symmetric relation * on V define by u * v if and only if u E L( v) 
or v E L(u). Similarly K(X) is the clique complex of the relation*· But 
by 14.3, these two relations are the same. 

§15. CW-complexes 

Denote by Bn the unit n-ball 

in Rn and let 
sn-l = {x E Rn: lxl = 1} 

be the (n - 1)-sphere. We also write iJn for the boundary sn-l of Bn 
and I(Bn) for the interior Bn - iJn of Bn. In particular when n = 0, 

I(B0 ) = B 0 and i3° = 0. 

(15.1) Let X, Y be copies of Bn and f: I(X) ----. I(Y) be a homeo­
morphism. Then f extends to at most one homeomorphism g : X ----. Y. 

Proof. Suppose g, h : X ----. Y are homeomorphisms extending f. 
Then h-1 o g is a homeomorphism of X extending the identity map on 
J(X), and it suffices to show h-1 o g is the identity map on X. Thus 
it suffices to show that if k : X ----. X is a homeomorphism which is 
the identity on J(X) then k is the identity. Let x E .X, y E J(X) and 
consider the line segment [ x, y] . Then [ x, y] is the closure of ( x, y] so 
k([x, y]) is the closure of k( (x, y]) = (x, y]. That is k(x) = x, as desired. 

Recall that a CW-complex is a triple (T, A, cp), where Tis a topo­
logical space, A is a collection of subspaces of T, and 
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( CWl) T is Hausdorff. 
(CW2) For each A E A, cp>,. : F(A) --+ X is a continuous surjection 

such that F(A) = Bn(>..) and r.p>,. : J(F(A))--+ A is a homeomorphism. 

(CW3) j_ = r.p>,.(F(A)) C UaEA(>..) a for some finite subset A(A) of A. 
( CW 4) T is the disjoint union of the subspaces A E A. 
( CW5) A subset C of T is closed in T if and only if C n X is closed in 

X for all A EA, and if Cc X then C is closed in X if and only if r.p;:; 1 (C) 
is closed in F(a) for all a E A(A) U {A}. 

Define the CW-complex (T, A, r.p) to be normal if 

· (Rl) j_ = UaEA(>..) a for each A EA. 
(R2) For each A E A and a E A(A), the set C>,.(a) of connected 

components of r.p~ 1 (a) is finite and for each C E C>,.(a), the restriction 
'Pc of r.p>,. to C is a homeomorphism of C with a such that r.p;;- 1 o cpc 
extends to a homeomorphism of C with F(a). 

Define the CW-complex (T, A, r.p) to be restricted if C1 n C2 = 0 for 
distinct C1 , C2 E C>,.(a) and all A EA and a E A(A). 

Example. Recall a CW-complex (T, A, cp) is regular if Axiom (Rl) 
holds and cp>,. : F(A) --+ X is a homeomorphism for each A E A. Notice 
that if A E A and a E A(A) then as <p>,. and 'Pa are homeomorphisms, 
also r.p;; 1 o r.p >,. : r.p ~ 1 (a) --+ F (a) is a homeomorphism, so Axiom (R2) 
is satisfied and (T, A, r.p) is restricted. Therefore regular CW-complexes 
are restricted. 

In the next few lemmas, assume (T, A, r.p) is a normal CW-complex. 

(15.2) For each A EA and a E A(A), A(a) <;;;; A(A). 

Proof. As a <;;;; j_, a <;;;; X, so /3 <;;;; X for each /3 E A(a). Now by 
axiom (CW4), /3 n A= 0, so /3 <;;;; i Then by Axioms (Rl) and (CW4), 
/3 E A(A). 

(15.3) For a, /3 E A, the following are equivalent: 
(1) /3 E A(a). 
(2) fJ Ca. 
(3) /3 c;;;; a. 
(4) an /3 i- 0 and /3 i- a. 

Proof. Clearly (1) ::::} (3) ::::} (2) ::::} (4). Assume (4). By Axiom 
(CW4), an /3 = 0, so an /3 i- 0. Hence by axiom (Rl), 'Y n /3 i- 0 for 
some 'YE A(a). Then by axiom (CW4), /3 = 'Y-



Combinatorial Cell Complexes 69 

Remark 15.4. Let (T, A, <p) be a normal CW- complex. Partially 
order A by a ~ (3 if a s;;; fl. Then by 15.3, A(< A) = A(A) for each 
A E A. In particular A(~ A) is finite, so A E P. 

Next for A EA, define 

f(A) = LJ C>.(a) 
a~>. 

and partially order f (A) by C ~ D if C s;;; D. As A(~ A) is finite and 
C>.(a) is finite for each a~ A, f(A) is finite, so f(A) E P*. 

Next let V be the disjoint union of the sets f(A), A E A, and define 
( : V ---. A by ((C) = a for C E C>.(a). Then ( : f(A) ---. A(~ A) is a 
morphism in P. 

Let a E A(A) and C E C>.(a). By axiom (R2), <pc : C ---, a is a 
homeomorphism and <p;;- 1 o <pc extends to a homeomorphism of C with 
F(a). By 15.1, this homeomorphism is unique; denote it by F0 . 

Finally I ( F (A)) is the unique member of f (A) mapping to A under 
(; we define FF(>.) : f(A) ---. f(A) to be the identity map. 

{15.5) For A EA, ({)>. is the unique extension of <p>. : I(F(A))---. A 
to a continuous map of F(A) to 5.. 

Proof. Let a E A(A), C E C>.(a), x E C, and y E I(F(A)). Let 
A= <p>.([x, y]) and U = <p>.((x, y]). Then <p~1 (A) = (x, y] U { x1, ... , Xr }, 

where {xi} = Ci n <p~1 (A) and C>.(a) = {C1 , ... , Cr}. Further [x, y] 
and each of the points Xi is closed in F(A), so <p~ 1 (A) is closed in F(A). 
Further if f3 E A(A) then either <p~1(A) = 0 or a ~ f3 and <p~1 (A) = 
<p~ 1 (<p>.(x)) is finite and hence closed in F(/3). So by axiom (CW5), A 
is closed in T. 

Thus A is the closure in T of U. Therefore if '¢ : C* = C U 
I(F(A) ---. 5. is a continuous extension of <p>. then as [x, y] is the clo­
sure of (x, y] in C*, '¢(x) is contained in the closure A of U. Hence 
'¢(x) E niJEI(F(>.)) <p>.([x,y]) = {<p>.(x)}, so '¢(x) = <p>.(x). As this holds 
for each C E f ( x) and x E C, the lemma follows. 

{15.6) Let A EA and C, DE f(A) with C ~ D. Then 
(1) <p>. = <{)t,(C) o Fe on C. 
(2) Fv = FFa(D) o Fe. 
{3} ( = ( o Fe on f(A)(~ C). 
(4) IfT is restricted then ( is injective on f(A)(~ C). 

Proof. Let CE C>.(a) and DE C>.(/3). By 15.5, ({)a is the unique 
extension to F(a) of ({)a restricted to I(F(a)), so ({)a o Fe is the unique 
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extension to C of <fJa o Fe restricted to C. But by construction of Fe, 
this restriction is equal to the restriction of <fJ>u so (1) holds. 

Now by (1), <p:; 1 (/3) = Fe(<p--;_ 1 (/3) n C, so if D 1 , ... , Dr are the 

connected components of <p--; 1 (/3) n C then Fe(D1 ), ... , Fe(Dr) are the 
connected components of <p:; 1 (/3) and hence the members of (-1 (/3). 
This establishes (3). 

Next FFc(D) is the unique extension of <fJp 1 o <fJa from Fe(D) to 

Fe(D) so FFc(D) oFe is the unique extension of'¢= <pp 1 o<pa oFe from 

D to D. But by (1), 1j; = <fJp 1 ot_p>-. and by definition Fv is the extension 

of the latter map, so (2) is established. 
Finally if G, HE C>-.(1') are distinct for some '"YE A(,\) then GnFI = 

0 if T is restricted. This proves ( 4). 

(15. 7) Let ,\ E A. Then 
(1) If S ~ A then no-ES a= Ua::;s a. 
(2) F(,\) is partitioned by A>-.= {C: CE f(,\)}. 
(3) For S ~ f(,\), neES C = Uv::;s D. 
(4) (F(,\), A>-.,'¢) is a regular CW-complex, where'¢ = ('¢e : C E 

f(,\)) and '¢e = Fc1 : F(((C))-+ C. 

Proof. Part (1) follows from axiom CW4 and 15.3. Next F(,\) is 

the disjoint union of I(F(,\)) and F(,\), so to prove (2) we must show 

F(,\) is partition by {C: CE f(,\) - {I(F(,\))} }. Let x E F(,\). Then 
<fJ>-.(x) Ea for a unique a EA(,\), so x EC for some CE C>-.(a). Further 
as the members of C>-.(a) are disjoint, x €J. C' for C-/- C' E C>-.(a), while 
ifx ED for DE f(x) then <fJ>-.(x) E <fJ>-.(D)na = <pv(D)na = ((D)na, 
so ((D) = a. This establishes (2). Then (1) and (2) imply (3). 

It remains to prove ( 4). As F(,\) ~ Bn(>-.), F(,\) is a Hausdorff 
space. For C E f(,\), by definition C ~ F(C) = F(((C)) ~ Bn(c,(e)) 

and '¢e : F( C) -+ C is a homeomorphism. By (2) and (3), C = C - C = 
Uvce D, and A>-. is a partition of F(,\). Visibly axiom CW5 is satisfied. 
Thus ( 4) is established. 

Remark 15.8. We can now associate a topological cell complex 
T(T) with the normal CW-complex T = (T, A, <p ). Namely let A be 
the poset of T(T); by Remark 15.4, A E P. For A EA the cell f(,\) as­
sociated to A has as its poset the poset f (,\); by Remark 15.4, f (,\) E P*. 
The topological space associated to ,\ is of course F(,\). For CE f(,\), 
F(C) = C is a closed subspace of F(,\) and as usual with topological 
cells we take the maps F(D, C), D, CE f(x), D '.S C, to be inclusions. 
Lemma 15.7 then says f(,\) is a topological cell. 
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Our maps ( and Jc : J(>..)(5:. C) --+ f(((C)) were defined in Remark 
15.4. That is fc(D) = Fc(D) for D E F(>..)(5:. C) and Fe : C --+ 

F(((C)) is our topological isomorphism. By 15.6, axioms 5 and 6 for cell 
complexes are satisfied. Axiom 7 for cell complexes holds by definition of 
F 00 >. = FF(>.) as the identity map in Remark 15.4. Thus we have checked 
that T(T) is a topological cell complex. By 15.6.4, T(T) is restricted if 
T is restricted. 

We can extent the map T to a functor from the category of normal 
CW- complexes to the category of topological cell complexes. A mor­
phism of CW-complexes from (T1, A1, cp1) to (T2, A2, cp2) is a continuous 
map ¢ : T1 --+ T2 such that ¢(A1) <;;;; ¢(A2), together with homeomor­
phisms¢>.: F(>..)--+ F(¢(>..)), >.. E A1, such that 'Pct,(>.) o ¢>. = ¢ 1x o 'P>.• 

Given such a morphism ¢, we define T(¢) : T(T1) --+ T(T2) by 
T(¢)(>..) = ¢(>..) and T(¢)>. = <p>,.. Check that T(¢) is a morphism of 
topological cell complexes. 

(15.9) For>.. EA and X <;;;; X, Xis closed in T if and only if cp:X- 1 (X) 
is closed in F(>..). 

Proof. By axiom CW5, X is closed in T if and only if cp;:;1(X) is 
closed in F(a) for all a 5:. >... Next 

cp~1(X) = lJ cp~ 1(X) n c 
CEC>.(a) 

and as 'P>. = 'Pao Fe on C, cp;:;1(X) is closed in F(a) if and only if 
cp:;: 1 ( X) n C is closed in C for all C E C >. (a). Therefore X is closed in T 
if and only if cp:;:1(x) n C is closed in C for all C E J(>..) if and only if 

cp:;:1(X) is closed in F(>..). 

(15.10) Let A= A(T(T)), where T(T) is the topological cell com­
plex supplied by Remark 15.8. Then the map 

¢:A--+T 

X ~ 'Pa(x) 

for x E a E A, is a homeomorphism. 

Proof. By 4.5, the sets i(a), a E A, partition A. Further by 
4.4 and 4.6, Aa : F(a) --+ A is continuous with Aa : J(a) --+ i(a) a 
homeomorphism. Then as 'Pa : J(a) --+ a is a homeomorphism, so is 
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'Pao >.;:;; 1 : f(a) - a. But 

so </>: A - T is a bijection and for each a E A, </> o Aa = 'Pa• 
Next by 15.9, X <;;; a is closed if and only if r.p;:;; 1 (X) is closed in 

F(a). But r.p;:;; 1 (X) = >.;:;; 1 (¢- 1 (X)), so by definition of the topology on 

F(a), r.p;:;; 1 (X) is closed in F(a) if and only if ¢-1 (X) is closed in F(a). 
That is X is closed in T if and only if ¢-1 (X) is closed in F( a) if and 
only if ¢-1 (X) is closed in A by 4.6. That is</> is a homeomorphism. 

(15.11) If (T,A,r.p) is a regular CW-complex then 
(1) T(T) is isomorphic to P(X(T)), where X(T) = (A, f) is the 

combinatorial cell complex of T(T). 
(2) T is homeomorphic to the geometric realization of O(A). 

Proof. Let X = sd(A) and for >. E A pick P(>.) E >.. Let x = 
{>.a, ... , >.k} E X with Ai < Ai+I for each i. Given O :::; ai E R 
with I:i ai = 1, we define I:i aiP(>.i) recursively. Namely let u 
I:i<k aiP(>.i)/(l - ak), v = P(>.k), and define 

LaiP(>.i) = r.p--;:}(akr.p>,.k(v) + (l - ak)r.p>,.k(u)) 
I 

This makes sense as F(>.k) <;;; Rn(>,.k) and u E >-k-l <;;; 5.k has been 
defined already via our recursive procedure. 

Now define 

Notice G(x)nG(y) = G(xny). Thus ifwe take (X,g) to be the simplicial 
cell complex of X, we can regard G(x) as defining a topological cell on 
g(x) = X(::; x). Then we extend (X,g) to a topological cell complex by 
letting Gy be the identity map for y <;;; x. 

We next consider the topological cell complex x = x(O(A)) and 
define an isomorphism </> : x - (X, g, G). Recall from Example 6.4 
that the combinatorial cell complex of x is just (X, g); thus as a map 
of combinatorial cell complexes we take </> to be the identity. Also the 
topological cell associated to x by x is the standard simplex Th(x) 
[uh(v) : v Ex], so it remains to define ¢x: Th(x) - G(x) by 
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which is of course a homeomorphism. Check that ¢ is a morphism, and 
then observe that as each <Px is a homeomorphism, ¢ is an isomorphism. 
Therefore by 4.7, A(x) ~ A(X, g, G). Recall also from Example 6.4 
that A(x) is the geometric realization of O(A). Further as (X,g) is the 
simplicial cell complex of X and G(x) <;::; T with the maps Gy identities, 

G(x)--+ G(x) for each x and A(X,g,G) = LJxG(x) = T. Thus (2) is 
established. 

Next from Example 7.1, 'P(X(T)) is a topological cell complex with 
combinatorial cell complex X(T) = (A, f) and for .A EA, the topological 
cell H ( >.) is just T (f ( >.)) together with the subspaces T (f (a)) for a S >.. 
Applying our conclusions of the previous paragraph to (>.,A(>.) U { >.}, cp) 
in place of (T, A, cp ), we see that H(.X) ~ >. ~ F(>.) via a homeomorphism 
¢>. preserving the cell structure. Then the identity morphism on the 
combinatorial cell complex (A, f) together with the homeomorphisms 
¢>., >.EA, define an isomorphism of T(T) with 'P(X(T)), establishing 
(1 ). 

(15.12) (1) T(T) is isomorphic to P(X(T)), where X(T) = (A, f) 
is the combinatorial cell complex of T(T). 

(2) T is homeomorphic to the geometric realization T(X(T)) of 
X(T). 

Proof. As T(X(T)) = A(P(X(T))), (1) and 15.10 imply (2), so it 
remains to prove (1). The last paragraph of the proof of 15.11 can be 
repeated virtually verbatim to prove (1). 

Define a poset P to bean-sphere if Pis of height n and the geometric 
realization of 0( P) is homeomorphic to the n-sphere 5n. 

(15.13) Let>. E A and n = n(>.). Then n = h(>.) and O(j(>.)) is 
an ( n - l )-sphere. 

Proof. Let m be the height of f(.X). By 15.7.4, F(>.) = (F(>.),A>., 

'l/J) is a regular CW-complex, so its (n-1)-skeleton F(.X) = (F(.X), A(>.), 
'l/J) is also a regular CW-complex. Then by 15.11, 5n-l ~ F(>.) is 
homeomorphic to the geometric realization of O(A(.X)). But A(>.) ~ 

j(>.), so the geometric realization of O(j(>.)) is an (n - 1)-sphere. In 
particular Hn-1(0(j(n))) /= 0, so h(j(>.)) = dim(O(j(>.))) 2 n - l. 

Therefore m = h(J(>.)) = h(j(>.)) + 1 2 n. 
So to complete the proof it remains to show m S n. We proceed by 

induction on m. If m = 0 the inequality is trivial. Now m = h(j(>.)) + 1 
and h(j(>.)) = max{h(a) : a EA(>.)}. By induction on m, h(a) S n(a), 
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so if n(a) < n, we are done. On the other hand Bn(a) ~ F(C) is a 

closed subspace of F(>,) ~ sn-1 , and therefore n(a) < n, (cf. Exercise 
H in Chapter 3 of [5]) completing the proof. 

Example 15.14. Let Q be the category of combinatorial cell com­
plexes (X, f) such that for each x E X of height n, j(x) is an (n - 1)­

sphere. Notice that as T(i(x)) is compact, j(x) is finite, a fact we use 
below without comment several times. We associate to X = (X, f) E Q 
a normal CW-complex Q(X). 

The topological space of Q(X) is the geometric realization A = 
T(X) of (X, f). The set A of open cells of A is the set of subspaces 

i(x), x E X, where we use the notation of Section 4. By definition of 
T(X), F(x) is the geometric realization of f(x), and as (X, f) E Q, 
i(x) is an (n - 1)-sphere, so F(x) is homeomorphic to Bn and F(x) is 
homeomorphic to sn-l _ Thus we define 

'Px: F(x) ---t F(x) 

a i--, a 

Our normal CW-complex is Q(X) = (T(X), >.., r.p). 
By definition of A= T(X), F(x) is closed in A and 'Px is a contin­

uous surjection. By 4.6, C ~ F(x) is closed in A if and only if r.p;;;- 1 (C) 

is closed in F(x), so as F(x) is the closure of I(x), F(x) is the closure 

of f ( x). By 4.4, 'Px : I ( x) ---t i ( x) is a homeomorphism. 
By definition of the topology on A and by remarks in the previous 

paragraph, axiom CW5 is satisfied. We have also seen that CW2 is 

satisfied. By 4.5, CW4 is satisfied. Also F(x) - i(x) = LJy<x ](y), so 

axiom (Rl) holds. For y < x, 

u I(v) 
vEf(x)n(- 1 (y) 

Also for distinct u,v E f(x) n (- 1 (y), I(u) n I(v) = 0, so {I(v) : 
v E f(x) n (-1 (y)} is the set of connected components of r.p;;;- 1 (i(y)). As 
Fv: F(v) ---t F(y) is a homeomorphism with 'Px = r.pyoFv on F(v), axiom 
(R2) holds. Also F(u) n F(v) = LJ < F(w) and if Xis restricted, no w_u,v 

such w exists, so Q(X) is restricted. Therefore to complete our proof 
that Q(X) is a normal CW-complex, it remains to show that A= T(X) 
is a Hausdorff space, which we leave as an exercise. 

So Q(X) is a normal CW-complex. Now we extend Q to a covariant 
functor from Q into the category of normal CW-complexes. Namely 
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if ¢ : X 1 - X 2 is a morphism of cell complexes in Q, define Q ( ¢) : 
Q(X1) - Q(X2) to be the morphism of CW-complexes whose map of 
topological spaces is T(¢) : T(X1) - T(X2) and with Q(c/>)x : F(x) -
F(</>(x)) defined to be <l>x- Check that Q(¢) is indeed a morphism. Thus 
we have our functor. 

Theorem 15.15. LetN be the category of normal CW-complexes. 
Then we have .a covariant functor X from N into Q, where X(T) is the 
combinatorial cell complex of T(T). Further the functors X : N - Q 
and Q : Q - N are equivalences of categories. Under these equivalences, 
restricted cell complexes correspond to restricted CW-complexes. 

Proof. First by Remark 15.8, X(T) is a combinatorial cell complex, 
and then by 15.13, X(T) E Q. So X(T) is indeed a functor from N to 
Q. 

By definition of Q(X(T)), the topological space of the CW-complex 
Q(X(T)) is T(X(T)), the set of open cells is A'={](>,) : >.. E X(T) = 
A}, and the characteristic maps are r_p~ : F(>..) - F(>..) taking a to a. 
By 15.12 and its proof, we have an isomorphism¢' : P(X(T)) - T(T) 
which is the identity map on the combinatorial cell complex X(T) and 
with homeomorphisms¢~ : F(x)' - F(x), >..EA. Then¢' induces the 
homeomorphism 

A(¢') : T(X(T)) = A(P(X(T))) - A(T(T)). 

We compose A(¢') with the homeomorphism¢: A(T(T)) - T of 15.10 
to obtain a homeomorphism lT = ¢ o A(¢') : T(X(T)) - T. Then we 
define LT,>-=¢~. Then lT: Q(X(T)) - T = (T, A, r_p) is an isomorphism 
of CW-complexes. 

In the other direction, X(Q(X)) is the combinatorial cell complex 
of T( Q(X)), which is by definition (A', f'), where the poset A' is the set 
of open cells of Q(X) and f'(>..') is the set of connected components of 
r_p>.}(a'), where a'::::;>..' are open cells in Q(X). Further by definition of 

Q(X) in Example 15.14, A' = {J(x) : x E X} and J'(i(x)) = {I(v) : 
V E f(x)}. Thus we define our isomorphism lX : X - X(Q(X)) by 
defining lX : x f--t i(x) as a map of posets and defining 

lX,x: f(x) - f'(i(x)) = {I(v) : v E f(x)} 

by l x ,x : v f--t I ( v). Check that l x is indeed an isomorphism of combi­
natorial cell complexes. 

Finally check that if¢ : X 1 - X 2 is a morphism in Q then X ( Q ( ¢)) o 
lX 1 = lX2 o ¢ and similarly if 7/J : T1 - T2 is a morphism in R then 
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'I/; o ir1 = Lr2 o Q ( X ('I/;)). Therefore the functors X and Q are inverses 
of each other on equivalence classes of objects and maps in the two 
categories and hence equivalences of categories. To illustrate these last 
checks, observe that as a map of posets, (X(Q(<fa)) oixJ(x) = i(¢(x)) = 
(¢ o ix2 )(x) while (X(Q(<fa)) o ixJ.,(v) = I(<fa.,(v)) = (¢ o ix2 ).,(v). 

§16. Group actions on posets and cell complexes 

Let G be a group and F = (Gi : i EI) a family of subgroups of G. 
Let 

X=lJG/Gi 
iEJ 

be the disjoint union of the coset spaces G/Gi, i E I. We consider 
relations defined on X which are preserved by the action of G via right 
multiplication. Let 

£= u £-. i,J 

(i,j)Elxl 

with £i,j ~ Gi\G/Gj, where Gi\G/Gj is the set of double cosets GixGj, 
x E G. Define r( G, F, £) to be the relational structure on the set X 
with relation Gix related to Gjy if and only if Gixy- 1Gj E £i,j· Check 
that this relation is well defined and preserved by the representation of 
G on X via right multiplication. Observe that there is a type function 
from X to I defined by Gix f-> i for each i EI and x E G. Further this 
type function is preserved by the action of G; that is if h is our type 
function then h(xg) = h(x) for each x EX and g E G. 

(16.1) Let r( G, F, £) be a relational structure with relation R. Then 
(l) R is reflexive if and only if Gi E £i,i for each i EI. 
(2) R is symmetric if and only if GiuGj E £i,j implies Gju- 1Gi E 

£j,i for all i, j. 
(3) R is antisymmetric if and only if whenever GiuGj E £i,j and 

Gju- 1Gi E £j,i, then i = j and u E Gi, for all i,j. 
(4) R is transitive if and only if whenever i,j, k EI, GiuGj E £i,j, 

and GjvGk E t:j,k, then GiugvGk E t:i,k for all g E Gj, 

Proof. First if GixRGjy and GjyRGkz, then Gixy- 1Gi E £i,j and 
Gjyz-1Gk E t:j,k· Then if£ satisfies the hypotheses of (4), then 

Gixz- 1Gj = Gi(xy- 1 )(yz-1 )Gk E t:i,k, 

so GixRGkz and the relation R is transitive. 
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Conversely suppose R is transitive and let GiuGj E £i,j and GjvGk 
E t:j,k· Then GiugRGj for each g E Gj and GjRGkv- 1 , so GiugRGk 
v- 1 , and therefore GiugvGk E t:i,k· 

Remark. Lemma 16.1 says that the relation defined by a relational 
structure r( G, F, £) is a partial order if and only if £ satisfies the con­
ditions of 16.1.1, 16.1.3, and 16.1.4. Define a coset poset over the index 
set I to be a relational structure r(G,F,£) over I such that 

(CSP0) I comes equipped with a partial order::;. 
(CSPl) t:i,j = 0 unless i S j. 
(CSP2) t:i,i = {Gi} for each i. 
(CSP3) If i S j S k in I, GiuGj E £i,j, and GjvGk E t:j,k, then 

GiugvGk E t:i,k for each g E Gj, 
Thus by Lemma 16.1, the relation defined by a coset poset is a 

partial order on X. Write S for this partial order. Observe that our 
type function from X to I is a map of posets by axiom CSPl. Moreover 
the next lemma gives us a characterization of those posets which are 
coset posets. Notice that condition (*) of the lemma is always satisfied 
if the poset P is in P, since morphisms in P preserve height. 

(16.2) Let G be represented as a group of automorphisms of the 
poset P and let I = P / G be the orbit poset of this representation. That 
is aG S bG if and only if ag Sb for some g E G. Assume 
(*) For each a E P, aG n P(< a)= 0. 

Let (xi : i E I) be a set of representatives for the orbits of G on P with 
i = XiG and let Gi = Gx,, F = (Gi : i E J), and t:i,j = {GiuGj : XiU S 
Xj}. Then r = r( G, F, £) is a coset poset and the map Xig 1--+ Gig is a 
G-equivariant isomorphism of posets. 

Proof. By construction, r satisfies axioms CSP0 and CSPl. Axiom 
CSP2 follows from hypothesis (*). Finally if GiuGj E £i,J and GjvGk E 

Ej,k then Xiug S Xj for each g E Gj and Xj S Xkv- 1 , so as P is a poset, 
Xiug S Xkv- 1 , and hence Xiugv S Xk, Therefore GiugvGk E t:i,k, so 
axiom CSP3 is satisfied and r is a coset poset. As Gi = Gx;, our map is a 
G-equivariant bijection. Finally xig::; Xjh if and only if Gigh- 1 Gj E £i,j 
if and only if Gig S Gjh, so the map and its inverse preserve order. 

(16.3) Let r = r( G, F, £) and f = r( G, :t, £) be coset posets over 
I and I, respectively, let {3 : I ---+ I be a map of posets, and let a : G ---+ G 
a group homomorphism such that a(Gi) ~ Gf3(i) and a(t:ij) ~ Ef3(i),f3(j) 
for each i,j E J. Then the map Gix 1--+ G13(i)a(x) is a map of posets 

from r into r. 
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Proof. As o:(Gi) C G13(i), the map is well defined. As o:(Ei,j) C 

Ef3(i),f3(j), the map preserves order. 

Let a : P ----+ P be a map of posets. We say a is a lower covering if for 
all a E P, the restriction iia : ?($.a)----+ P($. a(a)) is an isomorphism. 

The lower covering is restricted if a is injective on F(?. a). 
The cone of Pis the poset GP= PU {x*} obtained by adjoining 

an element x* > a for all a E P. 

(16.4) Assume a: P----+ P is a lower covering of posets with PEP 
of height n, and let (P, f) be the simplicial cell complex of P. Let X = 
Pu{x*} be the cone of P. Then (X,f) is a combinatorial cell complex, 

where (X, f) has n-skeleton (P, f), j(x*) = P, (lj(x.) = a, and fa= O:a 

for each a E j(x*). If a is restricted, so is (X, f). 

Proof. Straightforward. 

(16.5) Assume (X, f) is a restricted combinatorial cell complex of 

height n+ 1, j(x) is homology spherical for each x EX, and Hn(Xn) = 
0. Then dim(Hn+1(X)) = LxEX dim(Hn(j(x))), the (n + l)st cellular 
boundary map 8n+I of X is 0, and Hn(X) = 0. 

Proof. As j(x) is homology spherical for each x E X, HZ(X) 
H*(X) by Theorem 12.16. 

Suppose 8n+1 = 0. Then H~+ 1 (X) = Z~+1(X) = Dn+i(X) has 
rank 

I: dim(Hn(j(x))) 
xEX 

by 12.7. Also H~(X) = Z~(X)/ B~(X) = Z~(X) as B~(X) = 8n+I 
(Dn+ 1 (X)) = 0. Therefore Hn(X) = H~(X) = Z~(X) = Z~(Xn) = 
H~(Xn) = Hn(Xn) = 0. 

So it remains to show 8n+I = 0. Assume not. Then 0 -/- B~ (X) $_ 

Z~(X) = Z~(Xn) = H~(Xn) = Hn(Xn) = 0, a contradiction. 

Corollary 16.6. Assume (X, f) is a restricted combinatorial cell 

complex of height n + 1 such that j ( x) is homology spherical for each x E 
X and xn is acyclic. Then Xis homology spherical with dim(Hn+i(X)) 

= LxEX dim(Hn(j(x))). 

Example. We consider the classical example of the Poincare do­
decahedron and the Poincare dodecahedron disk. We regard the dodec­
ahedron as the poset X of faces partially ordered by inclusion. Then X 
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has one element x* of height 3, 12 2-dimensional faces of height 2, 30 
I-dimensional faces of height 1, and 20 vertices of height 0. 

The Coxeter group W of type H3 is isomorphic to Z2 x A5 , where 
A5 is the alternating group of degree 5, and we will see that the Coxeter 
complex of W is the order complex of the boundary .X( < x*) of the 
dodecahedron. Namely Wis regular on 3-chains in .X and if c = (x0 < 
· · · < x3) is a 3-chain and Ci = c - {xi} for O::; i ::; 2, then We, = (ri) 
is of order 2 and R = { r0 , r1, r 2} is the set of fundamental reflections 
making (W, R) a Coxeter system of type H3 . Further the stabilizer of 
the chain CJ= c-{xj : j E J} is the parabolic WJ = (RJ), where RJ = 
{r J : j E J}. Let I= {O, 1, 2} ordered as usual and Mi= Wr-{i} be the 
stabilizer of Xi. The Coxeter complex of W is the order complex of the 
coset poset I'(W,.r*,£*), where :F* =(Mi: i EI) and £i~j = {MiMj}, 

By 16.2, X(< x*) is isomorphic to this coset poset and hence its order 
complex is isomorphic to the Coxeter complex. 

Next the commutator group of W is the alternating group G = A5 

on {1,2,3,4,5} and as WJ i G for JC I, W = WJG for all such J so 
G is transitive on pairs (x,y) in .X with y:::; x, h(x) = i, and h(y) = j, 
for all O ::; j ::; i ::; 3. On the other hand G has two orbits on 3-chains of 
.X. Let Ci = G n Mi = Gx,, and f: = (Ci : 0::; i::; 3). Then G3 = G, 
G2 ~ Z5, G1 ~ Z2, and Go ~ Z3. By 16.2, .X ~ I'(G,f:,£), where 

t:;,i = {GjGi} for i:::; i. 

Let Ci = (gi) for O ::; i ::; 2. As the pair (g0), (g2) is determined 
up to conjugation in Aut(G) = S5 , we may take g2 = (1, 2, 3, 4, 5) and 
g0 = (2, 3, 5). As r1 inverts go and 92, so does its projection P1 on 
G, so p1 = (1, 4)(2, 3). Then we may take the projection P2 of r2 to 
be P2 = P192 = (1, 5)(2, 4). Next the projection Po centralizes P2 and 
inverts go, so Po= (1, 4)(2, 5). Finally 91 = PoP2 = (1, 2)(4, 5). 

Next let G0 be the stabilizer on G of the point 1, G1 the global 
stabilizer of {1, 2}, and G2 = Na(G2 ). Let :F = (Gi : 0::; i ::; 2) and 
consider the coset poset P = r(G,:F,£), where £i,j = {GiGj}, Now 
G1 = G0,1G1,2, so G is transitive on 2-chains of the poset P. The poset 
P is the Poincare dodecahedron disk. It is well known that 

(16. 7) Let P be the Poincare dodecahedron disk. Then P is aspher­
ical with 7r1 (P) ~ SL2(5). 

Proof. See for example [4]. 

Let :F = (Ci : 0 ::; i ::; 2) and P = r(G, .F,£) the coset poset with 
c = { £j,i : 0 ::; j ::; i ::; 2}. That is P is the 2-skeleton or boundary of 
the dodecahedron. Thus the geometric realization of P is the 2-sphere. 
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Define a : P --+ P to be the map induced via the identity homomor­
phism on G and the identity map on {O, 1, 2} as in Lemma 16.3. Observe 

that Gi::; Gi and E ~ GjGi for all j $ i and all EE Ei,j, so a is a map 
of posets by 16.2. Indeed a is a restricted lower covering. Therefore 
if we form the cone X = {x*} UP of P and make the construction of 
Lemma 16.4, we obtain a restricted combinatorial cell complex (X, J) 
whose 2-skeleton X 2 is the simplicial cell complex (P, J) of the Poincare 
dodecahedron disc. We call X the Poincare dodecahedron, since the 
geometric realization of X is the Poincare dodecahedron. 

By Lemma 16.7, X 2 = P is acyclic. Also j(x*) = P has the ho­

motopy type of the 2-sphere, so j(x*) is spherical with H2(i(x*)) Sc' Z. 
Finally j(x) is isomorphic to the 5-gon, and the 0-sphere for x of height 

2, 1, respectively, so j ( x) is homology spherical for all x E X. Therefore 
by Corollary 16.6, X is homology spherical with H3 (X) Sc' Z; that is 

Xis a homology 3-sphere. Also as j(x*) has the homotopy type of the 
2-sphere, it is simply connected, so by 12.17, 1r1 (X) Sc' 1r1 (X2) Sc' SL2(5) 
by 16.7. We summarize this as: 

(16.8)Let X be the Poincare dodecahedron. Then X is a homology 
3-sphere with 1r1 (X) Sc' SL2(5). 

Notice that G is a group of automorphisms of P transitive on 2-
chains and hence also on 3-chains of X. 
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