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On Hermitian Forms attached to Zeta Functions 
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§0. Introduction 

In this paper, we shall deal with some problems of analysis which 
arise naturally from explicit formulas. For F E C~ (R), set 

<I>(s) = 1: F(x)e(s-l/Z)x dx, s EC, 
A 1 

F(t) = <I>( 2 + it), t ER. 

Then the explicit formula for ( ( s) reads as 

L <I>(p) = 1: F(x)(ex/Z + e-xf2 )dx - (log 7r)F(0) 
p 

"~ logp - L, L, m/2 (F(mlogp)+F(-mlogp)) 
p m=lp 

1 100 
A 1 it + - F(t) Re (1/J(- + -)) dt, 

27!" -00 4 2 

where 1/J(s) = I''(s)/I'(s) and p extends over all non-trivial zeros of 
((s). The functional T(F) = :EP <I>(p) defines a distribution on R. 
A well known observation of Weil states that T is positive definite i.e. 
T ( en a) ;?: 0 for every a E C~ (R) if and only if the Riemann hypothesis 
holds for ((s). We can define a hermitian form ( , ) on C~(R) by 

r.p1, r.p2 E C,:'° (R). 

For a> 0, we set 

C(a) = { r.p E C~(R) I supp(r.p) ~ [-a,a] }. 

Then R.H. is equivalent to the positive definiteness of ( , )IC(a) for 
every a> 0 (cf. Proposition 2). It can easily be verified that ( , )IC(a) 
is positive definite if a is sufficiently small. Now we can naturally ask: 

Received September 3, 1990. 



282 H. Yoshida 

(I) When a is given, can one determine whether ( , ) IC (a) is positive 
definite or not? 
(II) Study the deformation of ( , ) IC( a) when a changes. What shall 
happen at the point a = a0 beyond which ( , )IC(a) is not positive 
definite? 

The problem (II) arises from the author's study of unitarizability 
problem of group representations [9] and from the hope that the posi­
tive definiteness may become more tractable by cutting the support of 
functions, since the sum I:P for T(cp1 * <ji2 ), cp1, i.p2 E C(a) becomes 
a finite sum. The result obtained is a reduction of R.H. to the non­
degeneracy of the hermitian form ( , ) extended to a certain space. To 
explain this in more detail, let us introduce a space K(a): 

K(a) = { cp I cp(x) = f(x) for lxl::;; a, cp(x) = 0 for lxl > a 

with f E ccxo(R) which has period 2a }. 

We can extend ( , ) to K(a). For a non-negative integer N, set 

la 1rinx 
KN(a) = { cp E K(a) I -a cp(x)exp(-a-) dx = 0 

for all n E Z, lnl ::;; N }. 

For a given a, ( , )IKN(a) is positive definite if N is sufficiently large. 
More precisely, we can find µ > 0 and N such that 

(cp, cp) 2": µll'Plli2 for every cp E KN(a). 

Now decompose K(a) =WEB KN(a) with WC K(a), dim W = 2N + l. 
Let ~) be the completion of the pre-Hilbert space KN(a) with re­

spect to ( , ) and set ~ = WEB~). Then ~ can be canonically 
embedded as a subspace of £ 2 ([-a, al) and does not depend on the choice 

of Wand N. Furthermore, ( , ) extends to a hermitian form on K(dJ 
and ~) has the orthogonal complement W (a) in K(d): 

K(d) = W(a) EB~) ( orthogonal direct sum). 

We shall prove in §7 that the hermitian matrix obtained by ( , ) on 
W(a) varies continuously with respect to a when a basis of W(a) is 
suitably chosen. This permits us to reduce the Riemann hypothesis to 

the non degeneracy of ( , ) on K(d) (Theorem 2). We can prove the 
non-degeneracy of ( , ) on C(a) and on K(a) (Propositions 2 and 7), --but to prove it on K(a) certainly requires more ideas. 
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Concerning the problem (I), the existence of an algorithm to solve 
it is guaranteed by the estimate given by Lemma 9, §7. For an explicitly 
given a, the actual computation is not easy however. In §6, we shall give 
a detailed sample computation, though it does not follow the algorithm 
faithfully, when a= log 2/2: We find ( , )IK(a) is positive definite for 
a :::; log 2/2 (Theorem 1). The idea is to calculate the hermitian matrix 
on W(a) with sufficient approximation for a suitably chosen N. 

§1. Remarks on distributions arising from zeta functions 

For a function a on R, we set 

a(x) = a(-x), ci(x) = a(-x), x ER. 

If a is an integrable function with compact support, we define its Mellin 
transform M (a) by 

M(a)(s) = 1: a(x)e(s-l/2 )x dx, s EC. 

We see that M(a) is an entire funcion. We set 

a(t) = M(a)(- +it)= a(x)eitx dx, 1 1= . 
2 -= 

t ER, 

which is the Fourier transform of a. It can be verified immediately that 

(1.1) 

(1.2) 

(1.3) 

M(a)(s) = M(a)(l - s), 

M(a)(s) = M(a)(l - s), 

M(a * f3)(s) = M(a)(s)M(f3)(s), 

where (3 is also an integrable function with compact support. Let 'l/J(s) = 
f' ( s) /r( s) be the logarithmic derivative of the Gamma function. Let F 
be a continuous function with compact support which is continuously 
differentiable except for a finite number of points. For discontinuous 
points of F', we assume the existence of right and left limits of F'. In 
this paper, we call such F admissible . We set 

1 JT , 1 it 
V1 (F) = lim - F(t)Re('I/J(- + -))dt, 

T-++= 27r -T 4 2 

1 JT , 1 Vi(F) = lim - F(t) Re ('I/J(- + it)) dt, 
T-++= 27r -T 2 

Pf(-
1

1
1
)(F) = lim (1 Fl(xl) dx+2F(0)log E). 

X E-++0 lxi2':e X 
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1 
Pf ( j;"f) is a distribution (a pseudo function) defined in Schwartz [5]. We 

have 

(1.4) 
1 1 elxl/2 1 

Vi= --Pf(-)-('y+log 2)80 - (--- - -), 
2 lxl lex - e-xl 2lxl 

(1.5) 

where 80 denotes the Dirac distribution supported on O and 'Y is Euler's 
constant. 

Let k be an algebraic number field of finite degree. Let r1 and r2 be 
the numbers of real and complex archimedean places of k respectively. 
Let Dk be the discriminant of k and put Ak = n-ri (2n )-2r2 I Dk 1- Let 
(k ( s) be the Dedekind zeta function of k. Then the explicit formula 
for (k ( s) can be written as follows ( cf. Weil [7], Poitou [ 4]). Let F be 
admissible and set <I>= M(F). 

lim " <l>(p) 
T->+oo ~ 

IIm(p)l<T 

(1.6) 
= 1-: F(x)(ex/Z + e-x/2 )dx + (log Ak)F(O) 

"~ log N(p) -7 f:::i N(p)m/2 (F(mlog N(p)) +F(-mlog N(p))) 

+ r1 V1 (F) + 2r2 V2(F), 

where p extends over all non-trivial zeros of (k ( s) and jJ extends over all 
prime ideals of k. 

Hereafter in this section, p denotes a non-trivial zero of (k ( s). For 
an admissible function F, set 

Tk(F) = lim " <I>(p), <I>= M(F). 
T->+oo ~ 

IIm(p)l<T 

It is well known and can easily be verified using the Riemann-von 
Mangoldt formula that :Z:::P 1) 12 converges. It follows that if FE C~(R), 
:Z:::P <I>(p) converges absolutely and the functional Tk is continuous on 

C;:"'(R), i.e. Tk defines a distribution in the sense of Schwartz. 
Let T be a distribution on R. Recall that T is called positive definite 

if T(a * a) 2:: 0 for every a E C~(R). We call T evenly (resp. oddly) 
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positive definite if T(a * a) ~ 0 for every even (resp. odd) function 
a E Cg'°(R). Evenly positive definite distributions are studied in detail 
in Gel'fand-Vilenkin [2]. It is a well known observation of Weil that Tk 
is positive definite if and only if the Riemann hypothesis holds for (k ( s). 
We shall present a slight sharpening of Weil's result, since the part (1) of 
the next proposition, though easily proved, seems to be of some interest. 

Proposition 1. 

(l) Tk is oddly positive definite if and only if R.H. holds for (k(s). 
(2) Tk is evenly positive definite if and only if R.H. holds for (k ( s) 

with possible exceptions of real zeros, i.e. every non-trivial zero 
of (k ( s) lies on the critical line if it is not real. 

First we shall prove a Lemma. 

Lemma 1. Suppose that a non-trivial zero p0 of (k(s) and any 
positive number£ are given. Then there exists an a E Cg'°(R) such that 

M(a)(po) = 1, JM(a)(p)J :=; £/Jp - Pol 2 for every p -=fa Po-

Proof. We may assume£ < 1. First we take ao E C~(R) so that 
M(ao)(Po) = 1. Since M(an(s) = -(s - 1/2)3 M(ao)(s), we have 

M(a0 ) = O(Js - 1/2J-3 ) for O :=; Re(s) :=; 1, Jim(s)J _____, +oo. 

Hence we can find R > l such that 

(1.7) JM(a0 )(P)I :=; £/IP-Pol 2 for every p such that Jp-poJ ~ R. 

Let P1, P2, ···,PM be all the non-trivial zeros which satisfy IP-Pol < R. 
For each i, 1 :=; i :=; M, we can find °'i E C~(R) such that M(ai)(p0 ) = 
1, M(ai)(Pi) = 0. Put 

a= 0:1 * 0:2 * · · · * °'M * ao * · · · * ao (ao is convoluted N-times), 

<I>= M(a), <l>i = M(ai), 0 :=; i :=; M. 

By (1.3), we have 
M 

<l>(s) = <l>o(s)N II <l>i(s). 
i=l 

Hence we get <I>(po) = 1, <I>(p) = 0 if p -=fa po, IP- Pol< R. Since <l>i(s) is 
bounded in the strip O :=; Re( s) :=; 1, we can find a constant C such that 

M 

I II <I>i(s)I :=; C, 0 :=; Re(s) :=; 1. 
i=l 
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If pis a non-trivial zero such that IP - Pol 2:: R, then we have, by (1.7), 

EN-1 E 
l<I>(p)I::; CR2N-2 I 12. p- Po 

Taking N sufficiently large, a satisfies the required condition. 

Proof of Proposition I. Take a E C~(R) and put <I>o = M(a), 

<I>= M(a * a). By (1.2), we have <I>(s) = <I>0 (s)<I>0 (1 - s). Hence we get 

Tk (a* a) = Lp <I>(p) = <I>0 (p )<I>0 (1 - p). If R.H. holds for (k (s ), we have 

1 - p = p. Hence Tk(a *a)= Lp l<I>o(P)l 2 2:: 0. If R.H. holds for (k(s) 
except for real zeros and if a is even, then we have 

Tk(a *a)= L l<I>o(P)l 2 + L <I>o(p)<I>o(l - p) = L l<I>o(P)l 2 

P\tR pER p 

by a= a and (1.1). This proves if parts of (1) and (2). 
Now assume R.H. does not hold for (k(s) and let Po be a non-trivial 

zero such that Re(p0 ) -# 1/2. For any E > 0, we can choose, by Lemma 
1, a1, a2 E C~(R) so that 

Put 

M(ai)(p0 ) = 1, 

M(a2)(po) = 1, 

IM(a1)(p)I::; E/lp- Pol 2, 

IM(a2)(p)I ::; E/IP - Pol 2, 

P"#Po, 

p -I PO· 

a= a1 + a 2 - a:1 - a:2, <I>0 = M(a 1 + a 2), <I>= M(a * a). 

Then a is an odd function and we have 

<I>(s) = (<I>o(s) - <I>o(l - s))(<I>o(l - s) - <I>o(s)). 

Hence we obtain 

<I>(l - s) = <I>(s), <I>(s) = <I>(s), <I>(l - s) = <I>(s). 

By our choice of a1, a2, we see easily that <I>(po), <I>(po), <I>(l - po), 
<I>(l - Po) converges to -1 (resp. -4) if p0 (/. R (resp. p0 E R) for 
E _, +O. On the other hand, if p is a non-trivial zero different from p0 , 

Po, 1 - Po, 1 - Po, then we have 

I <I> (p) I < E2 ( 1 + 1 + 1 + 1 ) 2. 
- IP - Pol 2 IP - Pol2 ll - P - Pol 2 11 - P - Pol 2 

Since Lpc/1) 1/IP -111 2 converges for every 1J EC, we see that n(a * a) 
becomes negative when E is sufficiently small. This proves only if part 
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of (1). The only if part of (2) can be proved similarly. This completes 
the proof. 

Let T be a distribution on R. We define distributions T, T and T 
by 

T(a) = T(a), T'(a) = T(a), T = T, a E C~(R), 

as in (5]. From the functional equation of (k(s) and (k(s) = (k(s), we 
easily obtain 

§2. Local positive definiteness 

For a> 0, we set 

C(a) = { <p E C~(R) I supp(<p) ~ [-a,a] }, 

K (a) = { <p I there exists f E C00 (R) whose period is 2a such that 

<p(x) = f(x) for Ix! :Sa, <p(x) = 0 for !xi> a}. 

For <p 1 , <p2 E K(a), we set 

By Tk = Tk, we see easily that ( , ) defines a hermitian form on K (a). 
Let K0 aa(a) (resp. Keven(a)) denote the space of all odd (resp. even) 

functions in K(a). We have K(a) = K0 aa(a)EBKeven(a). Since Tk = Tk, 
we see easily that Tk(a) = 0 if a is odd and admissible. Hence K 0 aa(a) 
and Keven(a) are orthogonal with respect to ( , ). 

Let <p E K(a) and put F = <p * rj;,. We have 

F(x) = 1: <p(y)<p(y - x) dy, XE R. 

Hence we get F(O) = ll'Plli2 and IF(x)I :S ll'Plli2, x ER by the Schwarz 

inequality. By (1.2) and (1.3), we have F(t) = l0(t)l 2 . Put 

12a 

C1(a) = (ex/ 2 + e-x/2 ) dx, 
-2a 

C2(a) = l{(p,m) I mlog N(p) :S 2a}I-
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Since supp(F) <:;;; [-2a, 2a], we have 

(2.1) 

+2r2- l',3(t)j 2 Re('l,l;(-+it))dt. 
1 1CX) 1 

21r -CX) 2 

Let C > 0. Since 

Re('l,l;(cr +it))~ log Jti, 

for a fixed er, we can find t0 > 0 so that 

itl __, += 

1 it 1 . 
(2.2) Re('l,1;( 4 + 2 ))2:C and Re('l,1;( 2 +it))2:C 

Put 

if itl 2 to. 

(2.3) 
1 it 

C0 = max jRe('l,I;(- +-))I, 
[t[::;to 4 2 

Cb= max I Re ('l,I;( ~ + it))j. 
[t[::;to 2 

Then we have 

l',3(t)l2 Re ('l,I;(- + - )) dt 1
CX) 1 it 

-CX) 4 2 

2: C { l',3(t)l2 dt - Co { l0(t)l2 dt 
lit[ 2".to lrtl :Sta 

=Cl(X) l',3(t)l2dt-(Co+C) { l0(t)l2dt 
-CX) lrw:,to 

= 21rCll'Plli2 - (Co+ C) r l',3(t)1 2 dt 
l1t1'.Sto 

by the Plancherel formula. Similarly we have 

1 CX) l',3(t)1 2 Re ('l,I;( ~+it)) dt 2 21rCll'Plli2 - (Cb+ C) r l0(t)l2 dt. 
-CX) 2 lrtl:Sto 

Therefore, by (2.1), we obtain 

(cp, 'P) 2: {(r1 + 2r2)C + log Ak - C1 (a) - 2C2(a)}il'Plli,2 

(2.4) 
- {r1(Co + C) + 2r2(Cb + cn2- r l0(t)l 2 dt. 

2n l1t1'.Sto 
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Lemma 2. There exists a0 > 0 such that 

(cp, cp) > 0 for every r.p E K(a), r.p -=I= 0 if a :S; ao, 

Proof. Let a0 > 0, a :S; a0 and cp E K(a). Then, by the Schwarz 
inequality, we have 

(2.5) t ER. 

Choose C > 0 so that (r1 + 2r2 )C > C1 (a0 ) + 2C2 (a0 ) - log Ak, Define 
to by (2.2) and Co, Cb by (2.3). Then, by (2.4) and (2.5), we obtain 

If a0 is sufficiently small, we can find µ > 0 such that 

(cp, cp) > µll'Plli2 for every r.p E K(a), a :S; ao, 

This completes the proof. 

§3. Positive definiteness for highly oscillating functions 

For a> 0 and n E Z, we define Xn E K(a) by 

{ 
1 1rinx . 
~ exp(--) 1f lxl :S: a, 

Xn(x) = v2a a 

0 if lxl > a. 

Then Xn makes an orthonormal basis of L2 ([-a, al). Take any cp E K(a). 
Then we have the Fourier expansion 

r.p(x) = 'E CnXn(x), lxl :S: a, 
nEZ 

l fa -1rinx 
Cn = ~ r.p(x)exp(--) dx. 

v2a -a a 

By partial integration, we see that 

(3.1) lnl-+ = 
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for any natural number k. For a non-negative integer N, we set 

la 1rinx 
KN(a) = { cp E K(a) I -a cp(x)exp(-a-) dx = 0 

for all n E Z, lnl ::; N }, 

CN(a) = C(a) n KN(a). 

Lemma 3. Suppose that a0 > 0 and µ > 0 are given. Then there 
exists a non-negative integer N such that 

for every cp E KN(a), 0 <a::; ao. 

Proof Choose C > 0 so that 

(r1 + 2r2)C + log Ak - C1(ao) - 2C2(ao) > µ. 

Define t0 , C0 and Cb by (2.2) and (2.3). Then, by (2.4), we get 

(cp, cp) ~ {(r1 + 2r2)C + log Ak - C1(ao) - 2C2(ao)}ll'Plli2 

- {r1(Co + C) + 2r2(Cb + C)}_!_ r lij,(t)l2 dt 
21r l1w;_to 

for every cp E KN(a), a::; ao, 
Now assume cp E KN(a) and let cp = Llnl>N CnXn be its Fourier 

expansion. Then we have ll'Plli2 = Llnl>N lcnl2 and 

, 1 la '""' 1rinx cp(t) = In:. L,; Cnexp(--)exp(itx)dx 
V 2a -a lnl>N a 

l L a 1rinx a = 1n:_[ Cn-. exp(--)exp(itx)La 
v2a 1rin a 

lnl>N 

l la '""' a 1rinx 
- In:. L,; en-. exp(--)itexp(itx)dx 

v2a -a 1rin a 
lnl>N 

by termwise partial integration which is legitimate by (3.1). Hence we 
obtain 

lij,(t)I::; ffa(l + aitl)(Llnl>N l~I), 
;rn 

t ER. 

By the Schwarz inequality, we get 

t ER. 
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Therefore we obtain 

(cp, cp) 

?: {(r1 + 2r2)C + log Ak - C1(ao) - 2C2(ao) - C3 L (1r1n)2}ll'Pll12 
lnl>N 

where 

C {r1(Co + C) + 2r2(Cb + C)} 1 ( I l)2 
3 = 2 2ao 1 + a0 t dt. 

1r ltl::ota 

Choosing N sufficiently large, we get (cp, cp) ?: µll'Pll12. This completes 
the proof. 

Proposition 2. For any a > 0, the restriction of the hermitian 
form ( , ) to C(a) is non-degenerate. 

Proof. Put Vo = { <p E C(a) I (cp, '¢) = 0 for all '¢ E C(a) }. 
It suffices to show Vo = {0}. By Lemma 3, we can take N so that 
( , )ICN(a) is positive definite. Then it is obvious that V0 nCN(a) = {0}. 
Hence Vo can be mapped injectively into C(a)/CN(a). We see easily 
that the codimension of CN(a) in C(a) is 2N + 1. Hence we obtain 
dim V0 :::; 2N + 1. Now take any <p E V0 • Then we have <p1 * 'lj; = <p * '¢' 
for every '¢ E C(a). Hence <p1 E V0 • Therefore <p, cp', • • •, cp(2N+l) 

are linearly dependent over C. In other words, <p satisfies a differential 
equation 

( ) ( d )n ( d )n-1 ( d ) 3.2 dx <p + c1 dx <p + · · · + Cn-1 dx <p + Cn'P = 0 

with n :::; 2N + 1, Ci E C. We see easily that a non-zero solution of (3.2) 
cannot belong to C~(R). This completes the proof. 

Corollary. The hermitian form ( , ) considered on C~(R) is 
non-degenerate. 

§4. Existence of orthogonal complements 

For a bounded function Fon R, we put IIFllu,0 = supxER IF(x)I. 

Lemma 4. Let a, T/ > 0. Then there exists a positive constant c 
which depends only on a and T/ such that 
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for every admissible function F such that supp(F) ~ [-a, a] and that 
F'(x) is continuous on [-77, 77] except at x = 0. Here IIF'llt= = 
supO<lxl:'o'l IF'(x)I . 

Proof Obviously it suffices to show the existence of positive con­
stants c1 and c2 which depends only on a and 77 such that 

( 4.1) 

(4.2) 

We have 

1 1 
Vi(F) = - 2 Pf ( ~ )F - (,,+log 2)F(0) 

l oo elxl/2 1 
- (I - I - -I l)F(x)dx. 

_ 00 ex - e x 2 x 

The sum of the second and the third terms can be estimated by c3 IIFIIL= 
with c3 > 0 which depends only on a. We have 

Pf(-111)(F) = ( lim f Fl(xl) dx+2F(0)log E) 
X e-->+0 }lxl?_e X 

= f F(x) dx + f F(x) - F(0) dx 
Jlxl?_l Jxl Jlxl9 Jxl . 

We may assume 77 < l. Clearly we have 

I f Fl(xl) dxl :S 2max(0,log a)IIFIIL=, 
}lxl?_l X 

11 F(x)
1

-((0) dxl :S 4log .!_IIFIIL=· 
'7:'olxl9 X 17 

Since F'(x) is continuous for 0 < Jxl :S 77 and lime--.±o F'(E) exists, we 
have 

I f F(x) - F(O) dxl :S 277JJF'lltoo• 
l1x1::;1) lxl 

Hence (4.1) follows; (4.2) can be proved similarly. 

Lemma 5. Let a > 0. There exists a positive constant c which 
depends only on a such that 
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for every rp1 E C(a), rp2 E K(a). 

Proof. Put F = rp1 *(()2- Then FE C(2a) and we have F' = rpi *<p2. 
Hence we obtain IIFllu,0 ::::; llrp1IIL 2 llrp2IIL2, IIF'llu,0 ::::; llrpill£2llrp2IIL2-
N ow the assertion follows from Lemma 4. 

Let a> 0. By Lemma 3, we can choose N andµ> 0 so that 

(4.3) for every rp E KN(a). 

We can choose a 2N + 1-dimensional subspace V (resp. W) of C(a) 
(resp. K( a)) so that 

C(a) = V EB CN(a), K(a) =WEB KN(a). 

With the positive definite hermitian inner product ( , ;, CN(a) and 

KN(a) are pre-Hilbert spaces. Let c;;{aj and ff;;(;;) be the completions 

of CN(a) and KN(a) respectively. It is clear that ( , ; extends on ff;;(;;), 
and we denote this extended hermitian form by the same symbol ( , ; . 

Put llvll = ,/fv:0 for v E ff;;(;;). We set 

------ -----C (a)= V EB CN(a), 

Lemma 6. The hermitian form ( , ; extends to a hermitian form 

on~ and on 0a). 

Proof. Let w E W and u E KN(a). We can write w = w1 + w2 
with w1 EV, w2 E KN(a). By Lemma 5 and (4.3), we have 

(4.4) l(w1,u;I::::; cµ- 112 (llw1IIL2 + llwill£2 )llull-

Since ll(w2,u;II::::; llw2II !lull, we obtain 

Let v E ff;;(;;) and {vi} be a Cauchy sequence in KN(a) which repre­
sents v. By (4.5), we see that limi_,cx,(w,Vi/ exists and does not depend 
on the choice of {vi}. We set (w, v; = limi_,00 (w, Vi/· Similarly we 

set (v, w; = limi_,00 (vi, w;. Then we have (w, v; = (v, w;, w E W, 

v E ff;;(;;). For Wi + Vi E ~' Wi E W, Vi E ff;;(;;), i = 1, 2, we set 
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Now it is immediate to see that a hermitian form on K(dJ is defined by 
( 4.6). The latter assertion can be proved similarly. This completes the 
proof. 

We can show the existence of the orthogonal complement of ~) 

in K(dJ. 

Proposition 3. Let a> 0 and take N which satisfies (4.3). Put 

W(a) = { w E K(dJ I (w, v) = 0 for all v E ~) }, 

V(a) = { w E 00) I (w,v) = 0 for all v E c;;{;;) }. 

Then we have 

i({;; = W(a) EB~), 00) = V(a) EB c;J;;:J. 

Proof. Take any w E W and consider a linear functional 

-----KN(a) 3 v---+ (v, w) E C. 

We write w = w1 + w2 with w1 E V, w2 E KN(a). By (4.5), we easily 
obtain 

This shows that the above functional is bounded. Hence by Riesz' rep­

resentation theorem, there exists v0 E ~) such that 

(v, w) = (v, vo) for every 

We have w-v0 E W(a), w E W(a)+~)- Since w is arbitrary, we get 

W ~ W(a) + ~)- By definition, it is obvious that W(a) n ~) = 
{O}. Therefore we obtain J({;; = W(a) EB~)- The latter assertion 
can be proved similarly. This completes the proof. 

Let { 'Pn} be a Cauchy sequence in KN (a) with respect to II 11- By 
(4.3), we see that {'Pn} is also a Cauchy sequence with respect to 1111£2· 
Hence we obtain a linear map ~) ---+ L2 ([-a, al). Since K(dJ = 
WEB~), W C K(a), this map extends to a canonical linear map 

J({;; ---+ L 2 ([-a, al). 



On Hermitian Forms attached to Zeta Functions 295 

Proposition 4. The canonical map K{;) ------, L2 ([-a, al) is in­
jective. 

Proof. Suppose that T/ + cp EK{;), TJ E W, cp E ~) has zero 
image in L2 ([-a, al). Then we have 

la 1rinx la 1rinx 
-a (TJ + cp)(x)exp(-a-) dx = -a TJ(x)exp(-a-) dx = 0 

for all n E Z, lnl S N. By the choice of W, this clearly implies T/ = 0. 

Therefore it suffices to prove the injectivity of~) ------, L2 ([-a, al). 
For this purpose, let {cpn} be a Cauchy sequence in KN(a) with re­
spect to II II such that limn->oo ll'PnllL2 = 0. It is enough to prove 
limn->oo II 'Pn II = 0. Since 

l('Pn * 1Pn)(x)I S ll'Pnllf2, XE R, 

it is sufficient to show 

(4.7) lim l0n(t)l 2 Re(w(-+~))dt=O, 100 l ·t 

n->oo _ 00 4 2 

(4.8) lim l0n(t)l 2 Re (w(- + it)) dt = 0. 100 l 

n->oo _ 00 2 

Choose to> 0 so that Re(w(~ + ~)) 2 1 if ltl 2 to and put 

1 it 
C = max IRe(w(- + -))I, n = {t ER I ltl 2 to}-

ltlsto 4 2 

We have 

Therefore ( 4. 7) is equivalent to 

(4.9) lim J 10n(t)l2 Re (w( ! + ~)) dt = 0. 
n->oo O 4 2 

Since { 'Pn} is a Cauchy sequence with respect to II II, we see easily that 
for any E > 0, there exists M such that 

(4.10) lim J 10n(t)-0m(t)i2Re(w(! + ~))dt < E 
n->oo [! 4 2 
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if n, m 2: M. Hence { IPn(t) JRe ( -iti(¾ + %)) ID} is a Cauchy sequence 

in L 2 (D). Let a(t)JRe (1P(¾ +¥))be its limit in L 2 (D). Then (4.9) is 

equivalent to 

(4.11) la(t)l 2 Re (1P( - + - )) dt = 0. 1 l it 

n 4 2 

We see a E L2 (D) and 

la(t) - IPn(t)l 2 dt ~ la(t) - IPn(t)l 2 Re (1P(- + :_ )) dt. 1 1 l ·t 

n n 4 2 

Hence a(t) is the limit of IPnlD in L 2 (D). Therefore we have fn la(t)1 2 dt 
= 0. From this, we can easily deduce (4.11). Thus we have proved (4.7); 
( 4.8) can be proved similarly. This completes the proof. 

Remark. Suppose that we have chosen (possibly) another N' and 
W' C K(a) such that K(a) = W'EBKN,(a). We assume that (4.3) holds 

withµ', N' in the places ofµ, N. Assume N' ~ N. Obviously~) ---can be regarded canonically as a subspace of KN,(a). Combined with 
the linear map W-----+ W' EB KN,(a) obtained by the inclusion, we get a 
canonical linear map 

l : WEB~) --> W' EB~). 

The composition of i with W' EB~) -----+ L2 ([-a, al) is the canonical 

map WEB~ -----+ L2 ([-a, al), which is injective by Proposition 4. 
Hence i is injective. 

Let us show that i is surjective. It is obvious that Image(i) ;;2 W'. ---Let r.p E KN,(a) and let {cpi} be a Cauchy sequence in KN,(a) which 
represents cp. Let 'Pi = LJnl>N' CinXn be its Fourier expansion. Since 

{cpi} converges to cp in L 2 ([-a,a]), we have 

l la -1rinx 
Cn := ~ r.p(x)exp(--) dx = .lim Cin· 

v 2a -a a i-+cx, 

We can take a basis { 1Jn I lnl ~ N} of W so that 

l la -1rimx 
~ 1Jn(x)exp(--) dx = 8nm, 

v2a -a a 
lnl, 1ml ~ N. 
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ll'P: - 'Pjll::; ll'Pi - 'Pjll + L icin - Cjnlll77nll-
N'<lnl:SN 

Hence { cp:} is a Cauchy sequence in KN (a). Let cp* E ~) be its 
limit. Then we see easily that i(cp*) = cp - I:N'<lnl:SN Cn'f/n• Therefore 

we have cp E i(W' + ~)). This proves that i is surjective. 

We have verified that KW does not depend on the choice of N and 

W. We could have taken W = V C C( a). This shows that 00) can be -----regarded canonically as a subspace of K(a). 

§5. Some matrix coefficients 

The positive definiteness of ( , )IK(a) is, roughly speaking, equiv­
alent to the positive definiteness of the infinite dimensional hermitian 
matrix ( (Xn, Xm) ). Thus we are interested in calculating (Xn, Xm) ex­
plicitly. 

Fix n, m E Z and put F = Xn * Xm• By direct computation, we 
have 

1: F(x)(ex/ 2 + e-x/2 ) dx 

(5.1) 4 1 41r2nm 
_ ( lt+m ( a/2 -a/2)2 - ---;,,-
- - ~ e - e { 1 + e:n )2 }{ 1 + e:m )2} ' 

(5.2) ! 21 (2a - x )exp(1°inx ), 0::; x ::; 2a, 
a a 

F(x) = 1 1rinx 
2a (2a + x)exp(-a-), -2a::; x::; 0, if n = m. 

0, lxl > 2a, 

(-l)n-m { (1rimx) (1rinx)} exp -- - exp --
21ri ( n - m) a a ' 

0 ::; X ::; 2a, 

(5.3) F(x) = ( -1 t-m 1rinx 1rimx 
.( ) { exp(--) - exp(--)}, -2a ::; x ::; 0, 

21ri n - m a a 

0, lxl > 2a, 
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if n =/- m. The calculations of Vi ( F) and Vi ( F) is not so trivial. Set 

(5.4) <I>(s) = M(F), <I>n(s) = M(xn)-

Then we have 

(5.5) <I>(s) = <I>n(s)<I>m(l - s), 

(5.6) 

1 1 1 
<I>n(s) = (-l)n lo:. 1 1rin {exp(a(s - -)) 

y 2a s - 2 + a 2 

1 
- exp( - a(s - 2))}. 

1 100 ~ 1 it Vi(F) = - F(t)Re('l/J(- +-))dt 
21r -oo 4 2 

l l J,1/2+ioo 
= --. (<I>(s) + <I>(l - s))'l/!(s/2) ds. 

2 21rz 1/2-ioo 

Of course, <I>n(s) is an entire function of s. Set 

(5.7) 
l J,1/2+ioo 

In,m = -. <I>n(s)<I>m(l - s) 'l/;(s/2) ds. 
21rz 1/2-ioo 

Since <I>(l - s) = M(x-n * X-m), we have 

(5.8) Vi(F) = (In,m + Ln,-m)/2. 

By (5.6), we get 

(5.9) 

We have 

(5.10) 

J = (-l)n+m_I.__1_ 
n,m 2a 21ri 

J,
1/ 2+ioo {exp(a(s - ½)) - exp(-a(s - ½))}2 

X 1/2-ioo (s - ½ + 1r!n)(s - ½ + 1r~m) 'l/J(s/2) ds. 

1 
'lj;(s + 1) = 'l/;(s) + -. 

s 

By a well known integration formula 

1 1= udu 'lj;(s)=logs---2 ( 2 2)( 2 )' Re(s)>O, 2s O u + s e 1ru - 1 



we get 

(5.11) 
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1 1 
1'1,V(s) - (logs - 2)1 ::; 12t2 , t = Im(s), Re(s) > 0, 

('° udu 1 ('° udu 
I Jo (u2 + s2)(e21ru - 1) I :=; t2 Jo (e21ru - 1) 

1 
24t2 , 

where logs takes the principal value. By (5.10) and (5.11), we get 

(5.12) 
1'1,V(a + it)I ~ log ltl for ltl-+ oo 

uniformly when - oo < a 1 ::; a :=; a 2 < +oo. 
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Take any a > 1/2. By (5.12), the line of integration in (5.9) may be 
. ru+ioo s shifted to Ju-ioo . et 

1 
g(s) = (s - ½ + 7r!n)(s - ½ + 7r~m), 

1 1u+ioo 1 
Ii=-. exp(2a(s - -))g(s)'l,V(s/2) ds, 

21ri u-ioo 2 

1 1u+ioo 
J2 = -. g(s)'l,V(s/2) ds, 

21ri u-ioo 

1 1u+ioo 1 
h = -. exp( - 2a(s - -))g(s)'l,V(s/2) ds. 

21ri u-ioo 2 

Then we have 

For Ii, i = 1, 2, 3, we may shift the line of integration to J;~ii; for 

any T > a. For J2 and h, controlling the order of '1,V(s/2) by (5.10) and 
(5.11), we see easily that 

lr+ioo 

r_!!~00 r-ioo g(s)'l,V(s/2) ds = 0, 

lr+ioo 1 
lim exp( - 2a(s - -))g(s)'l,V(s/2) ds = 0. 

r--->+oo r-i= 2 
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Thus we get h = fJ = 0. Let T < 0, T (/_ 2Z. By (5.12), we may shift 
the line of integration for Ii to fr+_i= picking up residues. We obtain 

T-'l-00 

1 lr+i= 1 
Ii=-. exp(2a(s - -))g(s)'lf;(s/2) ds 

27r2 T-icx, 2 

~ . 1 + L.., Residues of exp(2a( s - 2) )g( s )'lf;( s /2) for T < Re( s) < O'. 

By (5.10) and (5.11), we find 

1T+icx, 1 

7 ~~= T-i= exp(2a(s - 2))g(s)'lf;(s/2) ds = 0. 

Therefore we get 

~ . 1 11 = L.., Residues of exp(2a( s - 2) )g( s )'lf;( s /2) for Re( s) < O'. 

These residues can be easily calculated, and since In,m = ( - 1 r+m Ji /2a, 
we obtain 

(5.13) 

1 = 1 1 
1 = -{ - 2 ~ -----exp( - 2a(2k + -)) 
n,n 2a L.., (2k + l - -rrin)2 2 

k=O 2 a 

1 ?rin 1 , 1 ?rin + 2a'lj;(- - -) +-'lj; (- - -)}, 
4 2a 2 4 2a 

(5.14) 

_ (-1r+m = exp(-2a(2k + ½)) 
In,m - 2a { - 2 L (2k + l - ~ )(2k + l - -rri 

k=O 2 a 2 a 

a 1 ?rim 1 ?rin + . ('lf;(- - -) -'lj;(- - -))}. 
7ri(n-m) 4 2a 4 2a 

By (5.8), we obtain a formula for Vi(F); V2 (F) can be calculated simi­
larly. The final formula for (Xn, Xm) is as follows. 



On Hermitian Forms attached to Zeta Functions 301 

(5.15) 
4 2 2 

( ) _ i ( a/2 _ -a/2)2 l - ~ 1 A 
Xn,Xn - a e e {l + (2:n )2}2 + og k 

L log N(p)( l N( )) (1rnelog N(p)) N 12 2a - e og p cos 
a (p)e a 

p,e,elog N(p)S2a 

1 

r1 00 (2k + ½)2 - (1ran)2 I 
+ 2a { - 2 ~ {(2k + ½)2 + (~)2}2exp( - 2a(2k + 2 )) 

1 rin 1 , 1 rin 
+ 2aRe(7f( 4 + 2a )) + 2 Re(7f (4 + ~ ))} 

r2 00 
( k + ½ )2 - ( :n ) 2 1 

+ ~{ - ~ {(k + ½)2 + (~)2}2exp( - 2a(k + 2 )) 

1 1rin 1 , 1 1rin 
+ 2aRe(7f( 2 + -;;-)) + 2 Re(7f (2 +-;;- ))}. 

(5.16) 
4 1 41r2nm 

(-l)n+m( ) _ -( a/2 _ -a/2)2 - ~ 
Xn,Xm - a e e {I+ (2:n)2}2}{l + (2:m)2} 

I 
----x 

1r(n - m) 

'°' log N(p){. (1rmelog N(p)) . (1rnelog N(p))} 
6 N(p)e/2 sm a - sm a 

p,e,elog N(P)S2a 

r 1 ~ {(2k+ ½) 2 - (~)}exp(-2a(2k+ ½)) 
+ 2a {-2 6 {(2k + ½)2 + (1ran)2}{(2k + ½)2 + (1r;')2} 

a 1 1rin 1 1rim 
+ 1r( n - m /Im( 7!1( 4 + 2a ) - Im( 7!1( 4 + 2a)))} 

r 2 ~ {(k + ½)2 - (~)}exp(-2a(2k + ½)) 
+ ~{- 6 {(k + ½)2 + (1ran)2)}{(k + ½)2 + (7r;')2)} 

a 1 1rin 1 1rim 
+ 1r(n - m) (Im(7f(2 +-;;- )) - Im(7f(2 + -a-)))}, 

if n -f= m. 
From (5.15) and (5.16), we can easily deduce the following. There 

exists "' > 0 which depends only on a such that 

(5.17) l(xn,Xm)I :s; K,/ln - ml if n -f= m, 
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(5.18) for lnl --+ oo. 

The above formulas (5.15) and (5.16) are suitable for numerical compu­
tations, since the sums Er=O in them converge rapidly. If R.H. holds, 
the finite dimensional matrix ((Xn,Xm) I lnl, 1ml::; N) must be positive 
definite for every N and a. We have verified this for several instances of 
a and N when k = Q. 

§6. A numerical example 

Let k = Q and a= log 2/2. In this section, we shall prove 

(6.1) (<p, <p) ~ 0 for every <p E K(a). 

For this purpose, it is necessary to determine the constant µ in Lemma 
3 more precisely. We note that we may assume <p is odd or even function 
in (6.1) (cf. §2). By a direct computation, we have 

(6.2) I: (<p * tp)(x)(exfZ + e-xfZ) dx = 2E I I: <p(x)exfZ dxl 2 , 

where E = 1 (resp. -1) if <pis even (resp. odd). Assume ll<pllL2 = 1. If 
<p is odd, we have 

by the Schwarz inequality. Hence we obtain 

1 
(<p, <p) ~ -log 1r - ( v'2 - log 2) 

(6.3) 1 1= 1 it + - l1,3(t)l2Re(7j;(- + -))dt, 
27f -oo 4 2 

<p E K(a), a= log 2/2, ll<pll£2 = 1, r..p = ±<p. 

We have 

d 00 1 
ds 1/J(s) = ~ (n + s) 2 ' 

Re(s) > 0. 

(cf. Whittaker-Watson [8], p. 250.) Let a> 0. We get 

~ 2(a+n)t 
= :='o{(a+n)2+t2}2 >0 
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fort> 0. Therefore Re(vi(a + it)) is monotone increasing fort?: 0. 
Choose C > 0. Define 0 < to < t 1 so that 

1 it 
Re ( vi( 4 + 2 )) ?: 0 if ltl ?: to, equality for ltl = t0 , 

1 it 
Re (vi( 4 + 2 )) ?: C if ltl ?: t1, equality for ltl = ti. 

We have t0 = 2.0320 · · ·. Similarly as in §2, we get 

- l"3(t)l2 Re (vi(-+ - )) dt 1 1= 1 it 
21r -ex, 4 2 

?: C - - l"3(t)1 2 dt + - l"3(t)1 2 Re (vi(-+-)) dt. C 1 1 1 1 it 
21r JtJ::oti 21r JtJ::oto 4 2 

By (6.3), we have 

(6.4) 

(i_p, i_p) ?: C - log 7r - ( ~ - log 2) - £ r l"3(t)l 2 dt 
V 2 21r l1tJ::ot1 

1 1 1 it + - l"3(t)l 2 Re(vi(- + -))dt. 
21r Jtl::oto 4 2 

Now let i_p E KN(a) and i_p = :Elnl>N CnXn be its Fourier expansion. We 
have 

1 fa ~ 1rinx 
ip(t) = ./2a ~ cnexp(--)exp(itx) dx. 

2a -a lnl>N a 

By termwise integration, we obtain 

A ./2a, ~ 1 1rn (6.5) i_p(t) = - (-l)ncn---sin at if iatl < 1r(N + 1). 
1r n at+ 1rn 

JnJ>N 

Since i_p is odd or even, (pis also odd or even. Assume at1 < 1r(N + 1). 
Then we have 
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For 0 :St :S ti, we have 

I 'Trn I :S: 1 if n > 0, I 1rn I < 1rlnl if n < 0. 
at+ 1rn at+ 1rn - 1rlnl - at1 

Since Cn = ±c-n, we obtain 

( r l<i3(t)l2 dt) 112 :S: y14a f lcnl_!_(l + 1rn 
J111tl<t 7r n 1rn - at1 

- 1 n=N+l 

x (1ti sin2atdt) 1/ 2. 

By ~~=N+I lcnl 2 = ll1Plli2/2 = 1/2 and the Schwarz inequality, we 
obtain 

(6.6) 

C 1 I'( )l 2 d aC ( sin 2at1) - ip t t < - t1 - ---
271" ltl:St1 - 21r3 2a 

L= 1 ( 1rn ) 2 .f 1r(N + 1) 
X 2 1 + --- 1 t1 < ---. 

n 1rn - at1 a 
n=N+I 

Assume at0 < 1r(N + 1). By (6.5), we immediately obtain 

- v2a 1== 1 1rn lcp(t)I '.S - lcnl-(1 + --), 
1r n 1rn - ato 

n=N+I 

0 :S: t :S to. 

Hence we have 

- l<i3(t)l2 Re ('lf!(- + -)) dt 1 1 1 d 
21r ltl :Sta 4 2 

11to 1 it = - l<i3(t)l 2 Re ('lf!(- + -)) dt 
7r O 4 2 

2a ~ 1 1rn 21to 1 it 
2". 3 ( ~ lcnl-(1 + --)) Re ('lf!(- + -)) dt 

1r n 1rn - at0 0 4 2 
n=N+I 

a~ 1 ~ 2 1~ 1 d 2". 3 ~ 2 (1 + ---) Re('lf!(- + -))dt. 
1r n 1rn - at0 0 4 2 

n=N+I 

We have 

1to 1 it 
Re('lf!(- + -))dt 

0 4 2 

l to/2 1 . 1 ito 
= 2 Re('lf!(- + it)) dt = 2Im(log r(- + - )), 

o 4 4 2 
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d 
since Re('IP(a+it)) = dtlm(log I'(a+it)). By Stirling's formula, we can 

1 it0 
compute Im(log r( - + - ) ) easily and obtain 

4 2 

1to 1 it 
Re ('IP(-+-)) dt = -2.7626 · · ·. 

0 4 2 

Hence by (6.4) and (6.6), we get 

(6.7) 

1 
(cp, cp) > C - log 1r - ( 1c, - log 2) 

- v2 

aC ( sin 2at1) Loo 1 ( 1rn )2 -- ti---- -1+---
21r3 2a n 2 1rn - ati 

a 
- 2.773 

7r 

n=N+l 

00 

~ 1 1rn )2 ~ -(1+---
n2 1rn - ato ' 

n=N+l 

cp is odd or even, ll'PIIL2 = 1, at1 < 1r(N + 1). 

Take t 1 = 50 and N = 10 in (6.7). Then C = 3.2188 · · · and we have 

(6.8) cp E Kw(a), cp is odd or even. 

Take t1 = 700 and N = 199 in (6.7). Then C = 5.9914 · · · and we have 

(6.9) cp E K1gg(a), cp is odd or even. 

Now we shall proceed to prove (6.1). For a non-negative integer N, we 
set 

KN,even(a) = KN(a) n Keven(a). 

If N satisfies (4.3), let K~a) and K;;;::::(a) denote the completions 
of the respective spaces with respect to ( , ). First we shall prove (6.1) 
for cp E K 0 aa(a). For a positive integer n, we set 

{ 
1 . (1rinx) .f I I r;;sm -- 1 x :=; a, 

wn(x) = ya a 
0 if lxl > a. 

Then we have Wn E Kodd(a), Wn = f (xn - X-n), llwnll£2 = 1, 

(6.10) (wn, Wm/ = (Xn, Xm/ - (Xn, X-m/· 
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For 1 :s; i :s; 10, we consider a linear functional 

This functional is bounded as can be seen from the proof of Proposition 
3. We can estimate its bound as follows. For n 2 1, set rJn = Wn+10---Let v E K10,odd(a), llvll = 1. By Proposition 4, we may write v = 

L~=l akrJki then we have llvllf2 = L~=l lakl2. By (6.8), which may be 

applied to r.p E ~), we get L~=l lakl2 :s; 1/1.52. We have 

00 00 00 

I ( v, wi) I = I I>k (rJk, wi) I :s; ( L lak 12)112 ( L I (rJk, wi) 12)112 . 
k=l k=l k=l 

We note that (rJk, wi) = O(k-1 ) by (5.17) and (6.10). Therefore we 
obtain 

00 

(6.11) l(v,wi)l2 :s; ( L l(rJk,wi)l2)/l.52, v E K1~a), llvll = l. 
k=l 

By Riesz' representation theorem, there exists a Vi E K 1;,:;;(a) such 
that 

(6.12) (v,wi) = (v,vi) for every v E K ;;:;(a). 

Furthermore, by (6.11), we have 

00 

(6.13) llvill 2 :s; (L l(rJk,wi)l2)/1.52. 
k=l 

Put w~ = wi - Vi, 1 :s; i :s; 10. Then it is clear that w~, 1 :s; i :s; 
10 span the orthogonal complement of K 1;,:;;(a) in K~), where 

K~) = (wi; 1 :s; i :s; lO)c EEl K 1;,:;;(a). Therefore, to prove (6.1) for 
r.p E Kadd (a), it suffices to prove the positive definiteness of the 10 x 10 
hermitian matrix ((wLw;); 1 :s; i,j :s; 10). By (6.12), we have 

(6.14) 1 :s; i, j :s; 10. 

Suppose that we have proved 

(6.15) 1 :s; i :s; 10. 
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Then, by (6.14), we have 

l(w:,w;) - (wi,wj)I SE, 

For (xi,··· ,X10) E C 10 , we have 

1 S i,j S 10. 

Put 

10 
L (wi,w;)xiXj;:::: L((wi,wi) - E)lxil 2 

l:Si,j :SlO i=l 

L (l(wi, wj)I + E)lxixjl• 
l:Si,j90,i#j 

uii = (wi,wi) - E, 1 Si S 10, 

Uij = -l(wi,wj)I - E, 1 S i,j S 10, i =f-j. 
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Then the positive definiteness of ( (w~, w.i)) follows from the positive defi­
niteness of the symmetric matrix U := ( Uij; 1 S i, j S 10). We find that 
U is positive definite if we can take E = 1/40 in (6.15). In fact, (wi,wj) 
can be easily calculated by (5.15), (5.16) and (6.10), and it suffices to 
show det (uij; 1 S i,j S k) > 0 for 1 S k S 10. The verification can be 
done by a simple triangulation process applied to U. Thus, by (6.13), 
(6.1) for odd rp reduces to 

(6.16) 
~ 2 1.52 

(L..,l(wi,Wk+10)l)s 40 =0.038 for 1 Si S 10. 
k=l 

By (5.16) and (6.10), we have 

(-l)n+m(wn,wm) 

81r2 nm 
_ i(ea/2 _ e-a/2)2 ~ 
- a {l + (2:n)2}2}{1 + (2:m)2} 

(6.17) 2 00 n 2a~mexp(-2a(2k + ½)) 

+ ~ ~ {(2k + ½)2 + (~)2}{(2k + ½)2 + (~)2} 

1 1 
+ 2n(n _ m) (Yn - Ym) - 27!'(n + m) (Yn + Ym), n =/- m, 

for a = log 2/2, where 

1 nim 
Ym = Im('l,b(- + -)). 

4 2a 
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We have 

4 81r2nm . 2 1 
-(ea/2 _ e-a/2)2 ~ < _!!_(ea/2 _ e-a/2)2-
a {1+(2:n)2}2}{1+(2:,m)2} -1r2 nm' 

2 00 1r:7;mexp(-2a(2k+ ½)) 

;: ~ {(2k + ½)2 + (~)2}{(2k + ½) 2 + (~)2} 

Loo 2a k l 2a exp(-a) 1 
< --exp(-2a(2 +-)) = -----
- 1r2nm 2 1r2 1 - exp(-4a) nm' 

k=O 

By (5.11), we easily get 

1 1r 1 1 
llm('!j;(:1 +it))- 2 - 4tl :S 10t2 for t 2 3. 

Assume m > n. Then we obtain 

1 7r a l 1 2a 2 m 2 -mn+n2 

- m + n 2 + 21r mn + 10 (--;-) (m - n)m2n 2 

1 
2: 2 2 (myn - nym) 

n -m 

1 7r a l 1 2a 2 m 2 - mn + n 2 

2: - m + n 2 + 21r mn - 10 (--;-) (m - n)m2n 2 · 

Then we see easily that 

Thus we obtain 

(6.18) if n < m, 

(6.19) C _ 2a ( a/ 2 -a/2 ) 2 2a exp(-a) ( 1 a ) 
1--e -e +------+ -+-. 

1r2 1r2 1 - exp( -4a) 2 21r2 

We have Cf= 0.3508 • · •. Hence we get 

00 00 

L l(wi,Wk+10W '.S cf L m- 2 :S Cl/10 = 0.03508 · · · 
k=l m=ll 
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for 1 S i S 10. This proves (6.16) and we complete the proof of (6.1) 
for odd cp. 

Now we shall prove (6.1) for even cp. We can argue similarly as for 
the odd case, but the actual computation becomes more cumbersome. 
Set 

wa(x) = { ~' 
0 ' 

!xi Sa, 

lxl > a, 

for n 2:'. 1. Then we have 

{ 
1 (1rinx) -cos --

Wn(x) = ya, a ' 

0 ' 

For OS i S 199, there exists a vi E K 1;::-(a) such that 

-(v,wi) = (v,vi) for every v E K10,even(a). 

lxl Sa, 

!xi> a, 

Set w~ = Wi - Vi- Then it suffices to prove the positive definiteness of 
the 200 x 200 hermitian matrix ((w~,w.i);0 S i,j S 199). We have 

(6.20) 0 S i,j S 199. 

For n 2:'. 1, set T/n = Wn+199· By (6.9), we get 

00 

(6.21) llvill 2 S (L l(T/k,wi)l 2 )/4.08. 
k=l 

as in the odd case. Suppose for a moment that 

(6.22) llvill 2 s 1/2000, 0 Si S 199. 

is proved. Then, by (6.20), we have 

(6.23) osi,js199. 

Set Uij (w~_ 1 ,w.i_1), 1 S i,j S 200, U = (ui1 ). The first step of 
the reduction of U to a diagonal form is done by adding -ui 1 u 11 / u 11 to 
Uij, 2 S i S 200, 1 S j S 200. Repeated applications of this procedure 
succeed provided the diagonal entries are kept non-zero at every step. 
Using (6.23) and numerical values of (wi, w1 ), we can explicitly determine 
the lower and upper bounds which the matrix entries may take at every 
step. For our purpose, it suffices to observe that the lower bounds of 
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every diagonal entries are positive at the final step. This fact can be 
verified rather easily on a computer. 

Thus our task is to prove (6.22). By (6.21), it suffices to show 

(6.24) 
~ 2 4.08 
L.__, l(wi,wk+199)1 ::::; 2000 = 0.00204 for 0::::; i::::; 199. 
k=l 

By (5.16), we have 

(-1r+m(wn,wm) 

_ ±(ea/2 _ e-a/2)2 2 
- a {l + (2:n)2}{1 + (2:,m)2} 

(6.25) 2 00 (2k+½) 2exp(-2a(2k+½)) 

- ;: ~ {(2k + ½)2 + (~)2}{(2k + ½)2 + (~)2} 

1 1 
+ 21r(n _ m) (yn - Ym) + 21r(n + m) (Yn + Ym), n-/= in, 

for a = log 2/2, where 

1 1rin 
Yn = Im('¢,( 4 + 2a )), 

1 1rim 
Ym =Im('¢,(-+-)). 

4 2a 

(This formula has to be multiplied by 1/v2 if nm = 0.) By (6.25), 
similar calculations as in the odd case yield 

(6.26) if O::::; n < m, 

(6.27) C _ 2a( a/2 -a/2 ) 2 2a exp(-a) (1 (2a) 2 ) 2--e -e +-----'-------'----+ -+--. 
1r2 1r2 1 - exp(-4a) 2 l01r3 

We have C? = 0.3321 · · ·. Hence we get 

00 00 

k=l k=200 

for 0 ::::; i ::::; 199. This proves (6.24) and we have proved (6.1) also for 
the even space. Summing up, we obtain 

Theorem 1. Let a= log 2/2. We have 

for every <p E K(a), 

where equality holds if and only if cp = 0. 
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§7. Continuity 

For a function a on R and t > 0, we define a function at on R by 

xER. 

Then we have 

(7.1) 

If a and (3 are integrable functions with compact support, we have 

(7.2) at * f3t = (a* (J)t. 

Let a > 0. By Lemma 3, we can find a positive integer N and µ > 0 so 
that 

(7.3) for every cp E KN(b), 0 < b::; 2a. 

Let K(a) = WEB KN(a) with W C K(a) and let a1, a2, · · ·, a2N+1 be 
a basis of W. Fort> 0, set Wt = ((a1)t, (a2)t, · · ·, (a2N+1)t)c- Then 
we have K(ta) = Wt EB KN(ta). Assume t:::; 2. Then, by (7.3), we can 

consider the space K(taj = Wt EB K~)- Let W(ta) be the orthogo­

nal complement of K~) in K(taj whose existence is guaranteed by 

Proposition 3. For 1 :::; i:::; 2N + 1, we can find vi(t) E ~) so that 

(7.4) (v, (ai)t) = (v, vi(t)) for every vEK~)-

Then (a1)t -v1(t), (a2)t -v2(t), · · ·, (a2N+1)t -V2N+1(t) make a basis 
of W(ta). The purpose of this section is to prove the following result 
which shows the continuity of the hermitian form on W(ta) induced by 
( , ) with respect to t. 

Proposition 5. Let the notation and the assumption be the same 
as above. Then the matrix coefficients ((ai)t - vi(t), (a1)t - v1(t)) are 
continuous functions oft for 0 < t :::; 2, 1 :::; i, j :::; 2N + 1. 

It suffices to prove the continuity at t = l. By (7.4), we obtain 

By (7.2), we have ((ai)t, (a1)t) = Tk((ai * ii1 )t)- The continuity of this 
inner product follows from the next Lemma. 
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Lemma 7. Let a be an admissible function. Then Tk(o:t) is a 
continuous function oft. 

Proof. It suffices to prove the continuity at t = 1. Take b > 0 so 
that supp(o:t) <:;;;; [-2b,2b]. Take 'T/ > 0 so that o:'(x) is continuous for 
!xi S 2ry except at x = 0. By Lemma 4, it is enough to prove 

(7.5) 

We have 

lim !lo: - o:tll£oo = o, 
t--+l 

Ila' - (o:)~lltoo = sup lo:'(x) - C 2o:'(C1x)I 
0<lxl=::11 

S sup lo:'(x) - o:'(C1x)I + 11 - C 21 sup io:'(r1x)l-
o<lxl=::11 0<lxl=::11 

The second term obviously converges to O fort--, 1. By setting o:'(O) = 
lim,--++O o:'(E) , o:' is uniformly continuous on [O, 2ry]. Hence we ob­
tain limt--+l sup0<x=:: 17 lo:'(x) - o:'(C1x)I = 0. Similarly we get limt--+1 
sup_11::;x<0 io:'(x) - o:'(C1x)I = 0. This proves the latter part of (7.5). 
The first part of (7.5) can be proved similarly. This completes the proof. 

By Lemma 7, Proposition 5 reduces to the continuity of (vi(t), Vj(t)) 
at t = 1. For n E Z, define Xn(t) E K(ta) by 

We put 

{ 
_l_ exp(1rinx) if Ix! Sta, 

Xn(t)(x) = y2ta O ta 
if lxl > ta. 

'T/1 ( t) = XN+i (t), 'T/2 ( t) = X-(N+l) (t), · · · 

'T/2n-1(t) = XN+n(t),TJ2n(t) = X-(N+n)(t), · · · 

Let {~h(t)} be the orthonormal basis of K~) obtained from {TJk(t)} 
by the Schmidt orthogonalization process. We have 

By (7.4), we have 

00 

vi(t) = L fik(t)1/Jk(t), fik(t) = (vi(t), 1Pk(t)) = ((o:i)t, 1/Jk(t)). 
k=l 
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Lemma 8. Fort< 2, fik(t) is a continuous function oft. 

Proof. Put et= °'i· We have Xn(t) = (Xn(l))t x _ft. Hence we get 

By Lemma 7, we see that (at, Xn(t)) is a continuous function for every 
n E Z. In particular, (ett, 7Jk(t)) is continuous for every k EN. By (7.6), 

we have "Pk(t) = L~=l dkz(t)17z(t) with dkz(t) E C. It suffices to show 
the continuity of dkz(t). By Lemma 7 or by (5.15), (5.16), we see that 
(77z(t),1Jm(t)) is continuous for every l, m EN. Now the continuity of 
dkz(t) can be shown by induction on k. 

We have 

00 

k=l 
00 00 00 

L lfik(t)i}k(t)I '.S ( L lfik(t)l2) 112 ( L lf}k(t)l2)1 12 . 
k=M k=M 

Therefore Proposition 5 reduces to the uniformity of convergence in a 
neighbourhood oft of I:%°=1 lfik(t)l2 for every i, 1 :S i :S 2N + l. This 
fact is by no means trivial but follows from the next Lemma. 

Lemma 9. Let H be an infinite dimensional vector space over C. 
Let ( , ) 1 and ( , )2 be two positive definite hermitian farms on H. We 
set 

v EH, i = l, 2. 

We assnme that H is a separable Hilbert space with respect to 11 111 and 
that H is embedded in the completion H* of H with respect to II 11 2 . Let 
{1/Jn} be an orthonormal basis of H with respect to II 111 and let {17n}, 
1Jn E H be an orthonormal basis of H*. We assume that { 1/Jn} is obtained 
from { 1Jn} by the Schmidt orthogonalization process. Let T be a linear 
functional on H. We assume the following: 
(I) There exists 11:1 > 0 such that 

for every v E H. 

(I') There exists a sequence of positive numbers µ(M), MEN such that 
limM-+oo µ(M) = +oo and that 

llvlli ~ µ(M) llvll2 if v EH satisfies (v, 1Jih = 0 for every i '.SM. 
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(II) There exists t.2 > 0 such that I ( 7]j, 1Jl )i I :S t.2 / IJ - l I if j =I= l. 
(III) There exists t.3 > 0 such that JT(1Jn)I :S t.3n- 1 , n ~ l. 

Then we have 

( L IT('lj,i)l 2)112 :S t.3(1 + t.12v)(µ(M) - t.11 v)-1 Jn276 
i>M 

Let us prove Proposition 5 taking Lemma 9 for granted. We set 

( , h = ( , ), 

!ta 

(0:,/3)2 = -ta a(x)j3(x)dx, a, j3 E K---;;{i;i,) C L 2 ([-ta, ta]). 

Take 1Jk = 1Jk(t), 'l,Uk = 'lj,k(t), k EN. Now the assumption (I) is included 
in the assumption of Proposition 5 ( cf. (7.3)) and (I') follows from 
Lemma 3; (II) follows from (5.17). We take (ai)t E K(ta) as before and 
set ----T(v) = (v, (ai)t), v E KN(ta). 

Let O:i = LkEZ CkXk(l) be the Fourier expansion of O:i- Then we have 

(ai)t = v't- 1 LkEZ CkXk(t), 

(xn(t), (ai)t) = 0-l LkEZ Ck(Xn(t),Xk(t)). 

By (3.1) and (5.17), we easily obtain 

for lnl ---+ oo, 
lk-nl:S:lnl/2 

L lck(Xn(t), Xk(t))I :S ( L lckl)2t.Jnl- 1 -

lk-nl>lnl/2 kEZ 

Hence we obtain (III). We note that the constants t. 1 , t.2, t.3 and µ(M) 
can be taken independently oft when 1/2 :S t :S 2. Then the conclusion 
of Lemma 9 implies the uniform convergence of I:~=l lfik(t) 12. 

Proof of Lemma 9. Since {'lj,k} is obtained from { 77k} by the Schmi­
dt orthogonalization process, we can write 

(7.7) 'l,Ui = L dij1]j' 
j=l 

1Ji = L Cij'l,Uj­
j=l 
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Set C = ( Cij), D = ( dij). Then C and D are infinite dimensional lower 
triangular matrices (cf. (7.6)). For a positive integer M, we set 

where X 1 and Y1 denote the first M x M-blocks. Similarly dividing into 
blocks, we set 

Since 
j min(i,j) 

(1Ji, 'r]j)i = (~::::>ik?,Vk, I:C111P1) = L CikCjk, 

k=l l=l k=l 
we have 

(7.8) 

Note that etc can be defined since C is lower triangular. For an infinite 
dimensional matrix A which maps £2 into £2 , let IIAII denote the operator 
norm of A: IIAII = supllxll,a=l llxAllc2 . We shall show 

(7.9) 

where vis the constant given in Lemma 9. Since Z3 is a oo x M-matrix, 
Z3tz3 is meaningful. Set Z3 = (ui1), Z3tz3 = (vi1). By the assumption 
(II), we have 

(7.10) 1 :S i < oo, 1 :S j :S M. 

Hence xZ3 is meaningful if x E £2 • To prove (7.9), it is enough to show 

(7.11) for every x E £2. 

From (7.10), we have 

(7.12) 
M 1 1 

Iv I < K,2 ~ --------­
ik - 2 ~ M + i - j M + k - j 

J=l 

In particular, we have 
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(7.13) 

Set 
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l M+i-1 l M+k-1 l 
lvik I ::::; K~ k _ i ( L -: - L -: ) if i =/:- k. 

j=i J j=k J 

if i = j, 
ifi=/:-j, 

and V = (vL), Then, for x = (x1 , x2 , · · ·) E £2 , we have 

= 2 

(xZ3)\xZ3) = xV\r + LViilxil 2 ::::; lxVtxl +: K~llxllz2. 
i=l 

(This computation is justified if Li,j(Lk uikUjk)xiXj is absolutely con­
vergent which shall be shown below through the proof of (7.14).) Thus 
(7.11) reduces to 

(7.14) for every x E £2 • 

We have 

(7.15) 
1 1 l 1 

I L -: - log -: I ::::; -:-
j=i J z z 

for i, l E Z, l 2'. i 2: 1. 

Hence we get 

l M+i-1 l M+k-1 l 

-.( L -: - " -:) 
k-z .. J ~ J 

1=i 1=k 

1 M+i-1 M+k-1 1 1 1 
::; k - i (log i - log k ) + lk - ii ( i + k/ 

We have 

1 M+i-1 M+k-1 1 k 
0 < -k . (log . - log k ) < --.log-:-, 

-z z k-z z 
1 1 1 5 

lk - ii ( i + ,;;) ::::; i + k. 

Hence, by (7.13), we obtain 

(7.16) I 2 1 k 5 
Vik I ::::; K2 ( -k . log -:- + . + k ) , - z z z 

i =J- k. 
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II { Q 
Vik= l k 

k-ilog --;;, 

if i = k, 

if i =/ k, 
Ill { Q 

Vik= _5_ 
i+k' 

if i = k, 

if i =/ k, 

Vi= (v~~), ½ = (v~%)- Then (7.14) follows from 

(7.17) 

(7.18) for XE £2 . 

317 

(7.17) (resp. (7.18)) is given in Hardy-Littlewood-P6lya [3], p. 255(resp. 
p. 226). We have proved (7.9). 

Now let 

M 

V = LXi'f/i EH, X = ( X1, X2, · · · , X M), 
i=l 

Then we have 

M M M 

llvlli =LI LXiCiJl2 = llxX1ll~2, llvll~ = L hl2-
j=l i=l i=l 

Hence, by (I), we get llxX1llc2 ~ K1llxllc2, Inserting xX11 into x, we get 
llxllc2 ~ K1 llxX11 llc2. Thus we obtain 

(7.19) 

(7.20) 

by (7.9) and (7.20). Let 

V = L Xi'TJi E H C H*' 
i>M 

Then we have 

i 

X = (xM+l, XM+2, · · ·) E £2 • 

v = L LXiCij't/;j, llvll1 = llx(X3X4)llc2, 
i>M j=l 
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From (I'), we obtain 

(7.21) 

We note that (7.21) holds for every x E £2 which satisfies x(X3 X 4) E £2. 
By (7.20), we easily get 

if x, xX4 E £2 . 

Inserting x in xX4, we get 

'f x-1 n2 1 x, X 4 E,:, . 

Assume Mis sufficiently large so that µ(M) - 1'£11 v > 0. Then we have 

'f x-1 n2 1 x, X 4 E,:, , 

Let x = (Y1, Y2, · · ·, Yn, · · ·) E £2 and set Xi = (Y1, Y2, ···,Yi, 0, · · ·, 0, · · ·). 
Since X41 is lower triangular, we have xiX41 E £2 and {xiX41 } is a 
Cauchy sequence in £2 by (7.22). Therefore xiX41 converges to some 

z E £2. We see easily that llzllt2 :S; (µ(M) - 1'£11v)-1llxllt2, Thus we 
have xX41 E £2 if x E £2 and obtain 

(7.23) 

Now we are going to estimate Li>M IT('ij,i)l2- Since Li>M IT('ij,i)l2 

= Li>M I I:}=1 dijT( 1}j) 1
2 , we get 

(7.24) 

where l = (T(111), T(112), · · ·, T(1Jj ), · · ·). By (III), we have 

(7.25) 

From CD= 1, we get Y4 = X41, Y3 = -X41X3X11 . The products of 
these matrices are meaningful since C and D are lower triangular. We 
obtain 

(7.26) L IT(1j,i)l2 = Ill ( _tx~itx3) txiill;z. 
i>M 

From (7.19) and (7.20), we have 
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From (7.23), we have lltX41 II S (µ(M)-1,;1111)-1 , since the norm does 
not change when passing to the dual operator. Therefore we obtain 

Taking account of (7.25) and (7.26), we complete the proof of Lemma 9. 

§8. Reduction to non-degeneracy 

Lemma 10. Let a be an admissible function. For E > 0, let Pe be 
a mollifier, that is Pe E C~(R), supp(p,) ~ [-1:, c], Pe(x) 2:: 0 for every 
x ER, J.'~"00 Pe(x) dx = l. Then we have lime-++O Tk(a *Pe)= Tk(a). 

Proof. Let supp(a) ~ [-a, a] and take -a= ao < a1 < · · · <an= 
a so that a'(x) is continuous except for x = ai, 0 Si Sn. We have 

d ja n-l 1a;+1 

dx (a* p.)(x) = -a a(y)p:(x - y) dy = ~ a; a(y)p:(x - y) dy 

=(a'* Pe)(x) + a(-a)pe(x + a) - a(a)pe(x - a), 

by partial integration. Take O < 'T/ < a/2. Then we have 

(8.1) 

Since 

!!:_(a* Pe)(x) =(a'* Pe)(x) 
dx 

if E S 'T/, lxl S 'T/· 

{(a'* Pe) - a'}(x) = I: (a'(y) - a'(x))Pe(x - y) dy, 

there exists A > 0 which depends only on a such that 

(8.2) l{(a' * Pe) - a'}(x)I SA for all E > 0, x E R. 

By (8.1) and (8.2), we have 

d 
II dx {(a* Pe) - a}lli= SA if ES 'T/· 

By Lemma 4, we obtain 
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It is easy to see that the first term converges to O for 1: ----, +O. Hence we 
have 

limsup ITk((a * Pe) - a)I::; 2(r1 + 2r2)ArJ 
e--++0 

Since rJ < a/2 is arbitrary, we obtain lime--++o Tk((a * Pe) - a) = 0. This, 
completes the proof. 

Proposition 6. Assume that the Riemann hypothesis does not 
hold for (k ( s). Then there exists ao > 0 which has the fallowing proper­
ties. 

(1) If a::; ao, ( , )IK(a) is positive semi-definite and ( , )IC(a) is 
positive definite. 

(2) If a > ao, both of ( , )IK(a) and ( , )IC(a) are not positive 
semi-definite. 

Proof. Set 

I= { a ER+ I ( , )IK(a) is positive semi-definite}, J = R+ - I. 

If a E J, there exists a E K(a) such that (a, a) < 0. Fort> 0, we have 
at E K(ta), 

Since a * a is an admissible function, we obtain (at, at) < 0 if t is 
sufficiently close to 1 by Lemma 7. Hence J is open and I is a closed 
subset of R+. Assume that the Riemann hypothesis does not hold for 
(k ( s). Then I is bounded. In fact, if I is not bounded, I contains an 
increasing sequence of numbers { ai} such that limi->cxo ai = +oo. From 
C~(R) = U~1 C(ai) and C(ai) C K(ai), we see that ( , )IC~(R) is 
positive semi-definite, which is a contradiction. Let a 1 be the maximum 
of I. Set 

I'= { a ER+ I ( , )IC(a) is positive semi-definite}. 

By the same argument as above, we see that there exists a maximum a0 

of I'. Since C(u) ~ C(v) if u::; v and by Proposition 2, the assertions 
(1) and (2) for C(a) is clear. From C(a1) ~ K(a1 ), we have a1 E I'. 
Hence a1 ::; ao. Assume a1 < ao. Then we can find a and a E K(a) so 
that a1 <a< ao, (a, a) < 0. For E > 0, we have a* Pe E C(a + 1:), 

Since Pe * Pe also satisfies the condition of a mollifier of Lemma 10 ( with 
21: in the place of 1:), we have (a*Pe, a*Pe) < 0 when Eis sufficiently small. 
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This is a contradiction. Hence we obtain a0 = a 1. Now the assertion 
(2) for K(a) is obvious and (1) for K(a) can be proved similarly using 
a mollifier. This completes the proof. 

Theorem 2. The Riemann hypothesis for (k(s) holds if and only 

if the hermitian form ( , ) on K{;:) is non-degenerate for every a> 0. 

Proof. First we assume that the Riemann hypothesis for (k ( s) does 
not hold. Take a0 > 0 as in Proposition 6. Choose any a 1 > a0 , µ > 0 
and N so that 

for every cp E KN(a), 0 < a S a1. 

As in §4, we can decompose 

K{;:) = W(a) EB~), 

as the orthogonal direct sum. Obviously ( , ) on K{aj is positive semi­
definite if and only if ( , ) I W (a) is positive semi-definite. By Proposition 
6, we see easily that ( , ) I W (a) is positive semi-definite for a S a0 and 
is not positive semi-definite for a0 < a S a 1. Proposition 5 states that 
( , ) I W( a) is represented by a hermitian matrix whose matrix coefficients 
are continuous functions of a when we choose a basis of W (a) suitably. 
These facts immediately imply that ( , )IW(a) degenerates at a= ao. 

Conversely we assume the Riemann hypothesis for (k ( s). Then the 

hermitian form ( , ) on K{aj is positive semi-definite for every a > 0. 

Fix a > 0 and assume cp E K{aj satisfies (cp, cp) = 0. It suffices to show 
cp = 0. For this purpose, let 

K{;:) =WEB~), WC K(a) 

as in §4 and let cp = a+ 'lj;, a E W, 'ljJ E ~)- Let {'l/Jn} be a 
Cauchy sequence in KN(a) which represents 'ljJ and put Cf!n = a+'l/Jn- By 
Proposition 4, we may assume cp E L 2 ([-a, al) and Cf!n E K(a) converges 
to cp in L2([-a, al). Set <I>= M(cp), <I>n = M(cpn)- Then for any fixed 
s EC, <I>n(s) converges to <I>(s). We have (cpn,Cf!n) = I:P l<I>n(P)l 2 where 

p extends over all non-trivial zeros, and (Cf!n, Cf!n) converges to (cp, cp). 
Hence we immediately obtain <I>(p) = 0 for every non-trivial zero p of 
(k ( s). On the other hand, we have 

l<I>(s)I S 1_: lcp(x)lle(s-l/2lxl dx 

S 1_: lcp(x)I dxela-1/2la S v2allcpllL2 ela-1/2la, a-= Re(s). 
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This shows that qi ( s) is an entire function of order ::::; 1, exponential type 
a (cf. Boas [1], p. 8). Let n(r) be the number of zeros of qi(s) in the 
disk Isl ::::; r counted with multiplicity. Then we have n(r) = O(r) if 
qi-/= 0 (cf. [1], p. 16). Let N(r) be the number of distinct zeros of (k(s) 
in Isl ::::; r. It is known that N(r) -/= O(r) (cf. Siegel [6], Satz 2). This 
is a contradiction if qi -/= 0. Hence we have qi = 0 which implies r.p = 0. 
This completes the proof. 

We shall prove the following result supplementing Proposition 2. 

Proposition 7. If k = Q, the hermitian form ( , ) on K(a) is 
non-degenerate for every a> 0. 

Proof. By Theorem 1, we may assume a> log 2/2. Set 

V0 = { r.p E K(a) I (r.p, 'I/;) = 0 for all 'I/; E C(a) }. 

We shall show V0 = {O}. Take cp E V0 . We have (cp,'l/;) = Tq(cp * ,J;) = 
(Tq * r.p)('l/J). Note that Tq * r.p is well defined as a distribution since r.p 
is compactly supported. From the assumption, we have supp(Tq * r.p) i:;;; 
R - ( -a, a). For u E R, let 8u denote the Dirac distribution supported 
on {u}. We have 

Tq = ex/2 + e-x/2 - (log 1r)80 

(8.3) '°'~ logp . 
- ~ ~ -----;;J2(8elog p + 8-elog p) + Vi. 

p e=l p 

It is immediate to see 

(8u * r.p)(y) = r.p(y - u) for every u ER. 

We shall show that Vi * r.p is a continuous function except at x = ±a. 

For this purpose, it suffices to prove the same assertion for Pf ( l!I) * r.p. 
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If a E C ( a - E) for some O < E < a, we have 

1 1 
( Pf ( ~) * cp) (a) = Pf ( ~) ( cp * a) 

= Pf (-11[) fa-< a(y)cp(y - x) dy 
X -a+e =1 fa-< a(y)cp(y-x)dydx 

lxl 2:1 -a+e [x[ 

+ 1 fa-< a(y)cp(y - x) - a(y)cp(y) dydx 

lxl::;I -a+< [x[ 

= fa-< (1 cp(~ I x) dx )a(y) dy 
-a+< lxl2'.1 X 

+ fa-< (1 cp(y - x) - cp(y) dx)a(y) dy. 
-a+< lxl::;I fx[ 

This shows that 

(8.4) 

1 1 cp(y - x) 
(Pf(-1 [)*cp)(y)= 11 dx 

X lxl2'.l X 

+ 1 cp(y - x) - cp(y) dx for [y[ < a. 
lxl::;I fx[ 

We see easily that the right hand side of (8.4) is a continuous function 
of y for [y[ < a. Similarly (8.4) holds for [y[ > a and we see that V1 * cp 
is a continuous function on R- {-a,a}. By (8.3), we have 

(TQ * cp)(x) = <l>(O)ex/2 + <I>(l)e-x/2 - (log 1r)cp(x) + (V1 * cp)(x) 

~~ logp 
- ~ ~ ~(cp(x + elog p) + cp(x - e log p)), 

p e=l p 

which vanishes identically for [x[ < a. Thus we obtain 

<I>(O)ex/Z + <I>(l)e-x/2 - (log 1r)cp(x) +(Vi* cp)(x) 

(8.5) ~ logp 
~ pe/Z (cp(x + elog p) + cp(x - elog p)), 

p,e,elog p<2a 

[x[ < a. 

Now assume cp(a) -1- 0. Since a > log 2/2, there exists a prime p1 and 
e1 E N such that e1log p 1 < 2a. The left hand side of (8.5) is continuous 
for [x[ < a as shown above, but cp(x + e1 log p1 ) is discontinuous at 
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x = a-e1 log p1. Hence there must exist a prime pz and e2 E Z such that 
e2 -/- 0, le2llog P2 < 2a, (P1, ei) -/- (P2, e2), a - e1 log P1 = ±a - e2 log P2-
If a - e1 log P1 = a - e2 log P2, we get P1 = P2, e1 = e2, contradiction. 
Therefore we have 

(8.6) e1 log P1 - e2 log P2 = 2a. 

Assume a > (log 5)/2. Then we can find a prime p3 which is different 
from Pl, P2, and e3 E N such that e3 log p3 < 2a. Applying the same 
argument as above, we see that there exist a prime p4 and e4 E Z such 
that e4-/- 0, le4Jlogp4 < 2a, (p3,e3)-/- (p4,e4), 

(8.7) e3 log p3 - e4 log p4 = 2a. 

From (8.6) and (8.7), we get p~1 p2e 2 = p;3 p4e4 • Since p3-/- P1,P2, this 
implies p3 = p4, e3 = e4, contradiction. Assume a '.S (log 5)/2. Take 
p1 = 2, e1 = 1 in (8.6). Clearly we have e2 < 0. If P2 > 2 or le2 I 2 2, 
we get log 5 2 2a 2 log 2 + log 3, contradiction. Hence we have p2 = 2, 
e2 = -1. This shows a = log 2. Since 2a = log 4 > log 3, we may take 
Pl = 3, e1 = 1 in (8.6). Then we must have 3p2e 2 = 4 with some prime 
P2 and e2 E Z, contradiction. 

Thus we have proved <p( a) = 0. Applying this result to (Tq-* <p) = 
Tq * rp whose support is contained in R- (-a, a), we obtain <p(-a) = 0. 
From <p(a) = <p(-a) = 0, we have cp * 'lj;' = (rp)' * 'ljJ for every 'lj; E C(a). 
Hence ( rp )' E V0 . Then we have <p1 (a) = <p1 (-a) = 0 from the above 
result. Since this process can be repeated indefinitely, we obtain <p E 
C(a). Now V0 = {0} follows from Proposition 2. This completes the 
proof. 
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