
GROUP SEQUENTIAL METHODS FOR SURVIVAL ANALYSIS WITH STAGGERED ENTRY

Anastasios A. Tsiatis

Harvard University School of Public Health and Sidney Farber

Cancer Institute Boston, Massachusetts

1. Introduction

In many clinical trials, especially in the study of chronic disease,

we are often interested in the comparison of time to failure among different

treatment groups. Many procedures have been developed in the past decade to

analyze such failure time data, the most popular being the logrank test (Mantel,

1966; Peto and Peto, 1972) and modifications of the Wilcoxon test (Gilbert,

1962; Gehan, 1965; Breslow, 1970; Peto and Peto, 1972; Prentice, 1978).

Typically in such a trial, patients enter the study serially, are then

assigned according to some random mechanism to different treatment arms and are

followed until they either fail or the study is terminated. Ordinarily, these

studies are designed so that after sufficient amount of patient accural and

follow-up time a single terminal analysis will be irade to *-est whether the

failure time distribution is the same among the different treatment groups. In

practice, however, as well as for ethical considerations, the data are monitored

periodically and if sufficient differences are found between the treatment

groups, a decision might be made to stop the study early. It is, therefore,

very important to study the sequential properties of the tests used in survival

analysis in order that correct and efficient methods be employed in monitoring

the data.
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Breslow (1969) and Breslow and Haug (1972) provide sequential methods of

comparing exponential distributions. However, most of the recent work examines

the more commonly used nonparametric statistics. Jones and Whitehead (1979)

have looked at the sequential logrank and modified Wilcoxon tests. Nagelkerke

and Hart (1980) also indicate how to extend the sequential probability ratio

test using partial likelihoods. In a more rigorous fashion Tsiatis (1981) has

derived the group sequential distribution of the logrank score and Slud and Wei

(1982) that of the modified Wilcoxon score.

Most of the commonly used nonparametric statistics are special cases of a

general class characterized by Tarone and Ware (1977) and Prentice and Marek

(1979). In this paper, the asymptotic joint distribution of the sequentially

computed test statistics, within this general class of nonparametric tests,

will be derived.

These results will prove useful in constructing group sequential procedures.

2 Notation and Formulae

Let the positive random variables X,Y denote failure time and time of

entry into study, respectively. Also let the positive random variable W denote

time to censoring such as loss to follow-up. We wish to test the null hypo-

thesis, HQ, that the hazard rate for failure is not related to a covariate Z.

That is

H
Q
 : λ(x|z) = λ(x) ,

for all x^O, where λ(x|z) denotes the conditional hazard rate at time x given

that the covariate Z is equal to z.

The time of entry into study, Y , and time to censoring, W , will have

distributions H(y|z) = P(Y<_y|z = z) and G(w| z) = P(W£w| Z = z), respectively,

which may depend on the covariate Z . We will denote the survival distribution

1-G(w|z) as G(w|z). Assume that, given the covariate Z, the random variables
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X,Y,W are independent.

If the data were examined at time t, the following variables could be

observed; time to failure or censoring X(t) =max{min(X,t - Y,W),0}, and an in-

dicator variable for failure Δ(t) = 1 if X <min(t - Y,W), Δ(t) =0 otherwise.

At time t, the data can be represented as n identically and independently dis-

tributed random vectors {X^t), Δ.(t), Z.} for i = l,...,n.

The class of tests for testing H~ will be similar to those of Tarone and

Ware (1977) and Prentice and Marek (1979). Using the notation of this paper,

we define a class of tests Θ, characterized by statistics of the form

S (t) = I Q(t,X.(t)) Δ (t) {Z.- I Z./n(t,X.(t))} ,

i-1
 X ±

 jεR(t,X
±
(t))

 J

where R(t,x) denotes the risk set at time x if the data were observed at real

time t, x £ t . That is, R(t,x) denotes the set of indices {j=l,...,n} such

that {X.(t) >_x}. Letting I(A) denote the indicator function of the event A,
J
 n

then n(t,x) = £ I(X.(t)>_x). For fixed t, the random function Q(t,x), x £ t ,

j=l
 J

is assumed to converge in probability in sup norm to a function Q(t,x).

The random function Q(t,x) corresponds to the weighting functions W. des-

cribed by Tarone and Ware (1977) and Prentice and Marek (1979). In particular,

the most widely used nonparametrie tests can be represented as follows:

Example 1. For the logrank test, Q(t,x) = Q(t,x) =1 for all

t > 0, 0 £ x <_t.

Example 2. The weighting function for the modified-Wilcoxon test is

given by Q(t,x) =n(t,x)/n, which converges in probability

to the function Q(t,x) = P(X(t) >_x) . Due to the independence

of X,Y,W given Z, this can be expressed, under H , as
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P(X(t)_>x)

= E{P(X^x, t-Y_>x, W^x)|z}

= exp{-Λ(x)} E{H(t-x)|z} E{G(x)|z} .

Example 3. The weighting function for Prentice's (1978) generalization

of the Wilcoxon test can be expressed as

n N.(t,x)

Q(t,x) =KM(x) =
i
Π

1
[n(t,X

i
(t))/{n(t,X

±
(t))+l}]

 X

where

(2) N
i
(t,x)=I(X

i
(t) <x, Δ

±
(t) =1) .

We note that, under H , Q(t,x) is approximately the same

as the Kaplan and Meier (1958) estimate of the survival

distribution. Consequently, Q(t,x) =exp{-Λ(x)}.

Example 4. The tests based on the score statistics, called G tests,

proposed by Harrington and Fleming (1981) have weighting

functions Q(t,x) ={KM(x)}
P
, and hence Q(t,x) =[exp{-Λ(x)}]

P
.

3
 Asymptotic Joint Distribution _of the Statistic

The key to deriving the joint distribution of the statistic S (t) over

time is to approximate it by a sum of i.i.d. random variables. All subsequent

results are assumed under the null hypothesis.

We first note that the general statistic can be written as

n ft

(3) S
n
(t) = I dN.(t,x) Q(t,x) {Z. - I Z./n(t,x)} ,

i=l
 j
o

 X
 jεR(t.x)

 J
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where N.(t,x) is given by (2).

For fixed t, N.(t,x) is a counting process as a function of x with intensity

process given by λ(x) I(X.(t) >_x). Therefore, using the results of Aalen (1977,

1978), the process

X

M
±
(t,x) = N^t.x) - I λ(u)

0

is a martingale. The statistic (3) can then be shown to be equal to

n
 !

t

I Q(t,x) dM.(t,x) {Z. - I Z./n(t,x)}
1=1

 J
o iεR(t.χ)

 J

Because of the complex relationship between t and x, the general martingale

approach of Aalen is not directly applicable in characterizing the asymptotic

joint distribution of the process S (t). However, by noting that

n

I Z./n(t,x)
jεR(t,x)

 3

converges in probability to

(4) μ(t,x) = [E{ZH(t-x |Z) G(x|Z)}] / [E{H(t-x|Z) G(x|z)}] ,

and Q(t,x) converges in probability to Q(t,x), then the statistic n
 2
S (t) can

be approximated by n
 2
 S

n
 (t), where

n
 (

t

(5) S
n
(t) = I Q(t,x) dM

i
(t,x) {Z

1
-μ(t,x)} .

i=l ' o

-h -h —
The difference between n S (t) and n S (t) can be shown to be asymptoti-

n n

cally negligible by using results similar to Tsiatis (1981b, Lemma 3.1).
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The approximate statistic S (t) can be written as

S
n
(t) = I [Δ

±
(t) Q(t,X

±
(t)) ίZ

±
-μ(t,X

i
(t))}

(6)

-rx.(t)Q(t,x) {Z±
-μ(t,x)} λ(x)dx] .

Although (6) is complex it is nonetheless a sum of identically and independently

distributed random variables and the asymptotic distribution can be obtained by

application of the central limit theorem. We are now in a position to prove

the following fundamental theorem.

THEOREM 3.1. Defining the statistics in Θ by

S
n

υ
(t) = I Q

1
(t,X

i
(t)) Δ

i
(t) {Z

±
 - I

jεR(t,X..(t))

Z /n(t,X.
3

and ,(2),.,S
vz;
(t')= I Q (t'.X.Ct

1
)) Δ.(t'){z. - I

n
 ±=1

 2 x x x
 j ε R ί f ^

Z.
(t'))

;l

where t' >t; then the random vector n ^{S (t), S (t
1
)} converges in distri-

— n n

bution to a bivariate normal distribution with mean zero and covariance matrix

°11
 σ

i2

L
σ
i2

 σ
22

where

(7)

»
χ
) λ(x).dx ,

ft
 2

* o

σ
i2

 =
 ί

 Q
i

( t
'

x )
 Q

2

( t f > x ) ψ ( t
»

x )

22
Γ 2

Q
2
(t',x) ψ(t',x) λ(x)dx ,

and Ψ(t,x) = E[{Z-μ(t,x)}
2
 H(t-x|z) G(x|z)] exp{-Λ(x)}
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PROOF. Because of the asymptotic approximation of

i Λ ί S ^ ί t ) , S^
2)
(t')} for t >t ,

to

it suffices to find the asymptotic joint distribution of the latter. Since

this is a normalized sum of i.i.d. random vectors then a routine application of

the multivariate central limit theorem together with the calculation of the

moments given in the appendix of Tsiatis (1982) will yield the desired results.

It can also be shown by using the results of Tsiatis (1981a) that the

covariance matrix Ω can be consistently estimated by replacing the quantities

in (7) by their appropriate empirical estimates. In particular, the estimate

of σ . is given by

σ
χ 2
 = Q

x
(t,x) Q

2
(t

f
,x) E[{Z-μ(t,x)}

2
 I(X(t) >_x)] dΛ(x) ,

o

where

E[{Z-{ί(t,x)}
2
 I(X.(t) >_x)] = I {Z. -ί(t,x)}

2
/n ,

1
 jεR(t,x)

 3

and Λ(x) is the estimate of the cumulative hazard function given by Nelson

(1969), namely

Λ(x) = I dN
i
(t,u)/n(t,u)

COMMENT: The assumptions in this paper will apply to a completely randomized

clinical trial but will not reflect a study with dynamic treatment assignment.

However, with some modifications to the proofs we can allow the covariates

Z
Ί
,...,Z to be fixed values. Replacing μ(t,x) and ψ(t,x) given in (4) and (7)
1 n
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by the following quantities

_ _

μ
n
(t,x) = I Z.H(t-x|z.) G(x|z.) / I H(t-x|z.) G(x|z.)

i=l *
 X X

 i=l
 x X

and

n
 9 —

ψ
n
(t,x) = I {Z. -μ

n
(t,x)}

Z
 H(t-x|z.) G(x|z.) exp{-Λ(x)}/n

1=1
 x x 1

and by assuming that μ (t,x) and ψ (t,x) converge to μ (t,x) and ψ (t,x), as

would be the case for dynamic treatment assignment, then the statistic S (t)

can be approximated by

-
 n

 Γ
S (t) = I Q(t,x) dM.(t,x) {Z -μ

n
(t,x)} .

n
 i=l

 J
 o

We can then prove the results of Theorem 3.1 for fixed covariates by apply-

ing a central limit theorem for independent but not identically distributed

random variable to n
 2
{S (t), S (t

1
)}. In this particular case the asymp-

totic covariance matrix is given by σ.. which is obtained by substituting

ψ (t,x) for ψ(t,x) in formula (7). However, the consistent estimate for σ..

is the same as σ.. given above and hence all applications to group sequential

tests given in this paper would be identical.

4. Concluding Remarks

The asymptotic convergence of the joint distribution of test statistics

within the class Θ, evaluated at time points t <t < * <t , to a muJtivariate

i z. K.

normal with mean zero, and covariance matrix that can be estimated, will enable

us to construct group sequential tests at those time points by using methods

described by Slud and Wei (1982, Section 4). In particular, we shall consider

group sequential tests that will reject the null hypothesis if
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| s n ( t 1 ) | > d 1

| s n ( t 1 ) | < d 1 , | s n ( t 2 ) | > d 2

S ( O <d
n
,..., S (t. .) <d,

 Ί
, S ( t ^ ^ d . ,1

 n 1 ' 1 ' n k-1 ' k-1 ' n k '— k

otherwise we accept H . The boundary values d ,...,d are derived by choosing

α ,... ,α so that α + +α =α and then recursively solving the following

equations:

where U ^ N(0,σ )

where (U
Ί
,UJ ^ N 0,

etc.

This method will guarantee an overall level of significance equal to some

prespecified α. In order to apply these methods in practice, however, numer-

ical methods for calculating multivariate normal integrals have to be used.

Currently such methods are very inefficient. However, in many cases, as we

shall indicate later, the score statistic has uncorrelated increments and for

such instances recursive integration formulas given by Armitage, McPherson

and Rowe (1969) can be used to solve the above equations.
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Using the results of Theorem 3.1, we have the flexibility of constructing

the group sequential test by using different test statistics within the class

Θ at any of the time points t ,...,t . Since different tests are more sensitive

to different types of alternatives this might allow us to construct more robust

group sequential procedures.

We also note that if the weighting function Q(t,x) converges to a function

Q(x), independent of t, then the score function S (t) has asymptotically in-

dependent increments. This follows the fact that σ<
2

 i s
 equal to σ^^.

Therefore, the statistic for the sequentially computed logrank test,

Prentice
τ
s generalization of the Wilcoxon test, and the G

P
 tests, described by

Examples 1, 3, and 4, respectively, have independent increments. However, the

modified-Wilcoxon test of Example 2 would not have this property unless all

patients entered at once into the study. This contradicts Jones and Whitehead

(1979) but supports the results of Slud and Wei (1982),

The results of Theorem 3.1 can be used to find the asymptotic joint distri-

bution of any finite number of test statistics within the class θ. Therefore,

the asymptotic joint distribution of the logrank test and modified-Wilcoxon

test derived by Tarone (1981) would be a simple consequence of Theorem 3,1.
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