
LECTURE 4 

Cross-Validation 

It is clear that choice of the bandwidth will have an important effect on how 
good {11 (X) is as an estimate of f( x ). The optimal asymptotic choice of 
bandwidth h does depend on the unknown function f(x ). This had led a 
number of people to suggest choices of h determined by the data itself. Some 
of these methods of choosing h are called cross-validation methods and we 
shall describe two of them. 

The first is maximum likelihood cross-validation [Habbema, Hermans and 
Vanderbroek (1974)]. Let X 1, ••. , X, be independent identically distributed 
random variables with unknown density function f< x ). A standard kernel 
density function estimate f,(x) based on the weight function w and band­
width h is to be considered. To estimate one carries through the following 
procedure. Consider the estimate at X; 

; {,(X;; h) 

based on all the observations except for X; with weight function w and 
bandwidth h. Look at the product 

" 
flJ"(X;;h) =L,(h) 
i - 1 

and determine the value of h maximizing this product. Take this value h as 
the bandwidth in one's estimate of the density function. Chow, Geman and Wu 
(1983) have shown that if f is a density with compact support and w a 
continuous kernel positive at 0 and of compact support, that {11(X) using this 
cross-validated bandwidth converges in mean to f almost surely. 

If the density f is not of compact support and the tail decreases at a 
sufficiently slow rate, the bandwidth h, obtained by maximum likelihood 
cross-validation will not lead to a consistent density estimate when w is 
bounded and of compact support. The boundary between consistency and 
inconsistency appears to be given by the exponential distribution. This was 
pointed out by Schuster and Gregory (1981) and we give part of their argu­
ment. Let w be a kernel with support in [- 1, 1] that is bounded by M. The 
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argument is given in terms of the left tail of the density. Let F be the 
distribution function of the population and g( u) = u jf( F -l( u )). Assume that 
f is continuous and lim infu _, 0 g( u) = g > 0. One can say then that f has a 
long left tail. We show that if g = oo, then hn ~ oo and the kernel density 
estimate is inconsistent. A slightly more elaborate argument shows that if 
g > 0 but finite, then one still has inconsistency [see Schuster and Gregory 
(1981) for this discussion]. Let X 1" < X 2 " < · · · <X"" be the order statistics 
of the sample. Then if h" is well defined, we have X 1, - X 2, s; h, since 
otherwise 1, { 11(X 11,; h)= 0 and then Ln(h) = 0. If uin = F(Xi,), then 

X 211 - X 1" = F-\u 2,)- F- 1(u 1,) = g(u~)(u 2,- u 11,)ju~, 

where u In s; u ~ s; u 2,. Therefore 

g(u~)(Uzn- Uln)/Uzn s; hn. 

(u 2n- u~r)/u 2" has a uniform distribution and one can see that 

P(hn <be:) s; E + P(h(u~) <b) 

if b, B > 0. If g > 0 by taking 0 < b < g, one can see that h, cannot approach 
0 in probability. If g = oo, it is clear that h n ~ 00 in probability. If h n ~ 00 in 
probability, then supx fn(x) ~ 0 in probability and one cannot have consis­
tency. Notice that in the case of the exponential distribution A(x) =ex, 
- oo < x < 0, g is positive and finite. That implies that if one has a density f 
such that 

ex lf(x) ~ 0 

as x ~ - oo, the corresponding g = oo and one does not have consistency of the 
kernel estimates f/x) with hn determined by maximum likelihood cross­
validation. 

An alternative way of choosing a bandwidth in terms of the observations is 
called least squares cross-validation. It is motivated by the discussion given 
earlier where an optimal choice of h (not depending on the location x) is 
obtained by minimizing 

(4.1) 

as a function of h. Since the answer depends on the unknown f, it is useless. 
However, a plausible alternative might be minimizing 

( 4.2) jJfn(x;h) -f(x)j 2 dx 

as a function of h. In fact, it looks more plausible than minimizing (4.1) 
because it is in terms of an expression determined by the data themselves. 
Minimizing (4.2) is equivalent to minimizing 

( 4.3) J f,(x; h) 2 dx- 2 J f,(x; h) f(x) dx. 
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The second integral in (4.3) still depends on the unknown f and one would 
like to replace it by a good estimate given completely in terms of the observa­
tions. Now 

( x-X)1 
Ejfn(x,h){(x)dx=jl(x)Ew ---h- hdx 

1 (x-y) 
=" jf'(x)f(y)hw -h- dxdy 

= E . ··- L -w ' .I [ 1 1 (x.-x)j 
n(n-1)i"-.ih h · 

The expression 

( 4.4) 

has the same expectation as f{,(x, h)j'(x)dx and one notion is to replace the 
second integral by this expression in (4.3). A small further modification would 
be to replace the normalization n(n - 1) in (4.4) by n 2 . 

In an earlier discussion we considered the value of h 0 = h 0( n) that would 
minimize 

asymptotically as n --7 oo under appropriate assumptions. This choice of h 0 

clearly depended on the unknown density function f. As already noted it had 
been suggested that one actually ought to try minimizing 

instead of (4.1). Let us call the minimizing value here h0 . It is clear that 
/{h 0 ) ~ l(h 0 ). We have already noted some of the limitations of maximum 
likelihood cross-validation and noted that minimizing 

" 
( 4.5) C(h) = j(;(x;h)- 2n- 1 Ljln(X.i;h) 

j=l 

is a plausible alternative to that of minimizing /{h) in view of the lack of 
knowledge of {. Let us call the h value minimizing (4.5) he. 

Hall and Marron (1987) have compared the asymptotic behavior of the 
h-values, h 0 , h0 and he under the following assumptions. They assume that 
w( ·)is a symmetric function with finite support and HOlder-continuous deriva­
tive w'. Further 

Jw ~, 1, j u 2w(u) du = 2c i= 0. 
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Also l is assumed twice continuously differentiable with j' and its derivatives 
bounded, j" and j"' integrable and j"' uniformly continuous. 

Let D = I(h)- E(h). Also it is clear that C(h) = l(h) + 8- fj' 2 , where 
I! 

~8 = f f'f'n - n -I L j f'n( X.i) · 
.i-1 

From an earlier discussion we have seen that 

E(h) = c1(nh)- 1 + c2 h 4 + o{(nh)- 1 + h4 } 

with c1 = jlv2 and c2 = c2j( j"')2 . On differentiating twice one finds 

E"( h) = 2c1( nh3 ) - 1 + 12c2 h2 + o{ ( nh3 ) - 1 + h2} 

as h ~ 0 and n ~ oo. '!'his implies that h 0 == c0 n- 115 with c0 = (crf4c2 ) 115 

and E"(h 0 ) == c8 n 215 with c3 = 2c 1c03
A + 12c 2 c~. 

First they prove a limit theorem for h 0 - h 0 . It is clear that 

0 =I'( h0 ) = E'( h0 ) ·+ D'(/~ 0 ) 

= (h 0 --- h 0 )E"(h*) + D'(h 0 ) 

with h* between h 0 and h0 • A succession of estimates allows them to show 
that 

h =h +O(n- 115 '") () () 

for some c: > 0 and that 

D'( h0 ) = D'( h 0 ) + o( n -?/IO). 

An argument like that used to prove asymptotic normality for /(h) is used to 
show that 

( 4.6) 

in distribution, where 

a-~= (2/lro/(f r )![! w(y + z){w(z) -- L(z)} dz r dy 

+(4cco) 2{f<l")2 l- (Jrtt} 
and 

L(z) = -zw'(z). 

Now h*jh 0 ~P 1 and so it follows that E"(h*) = c3n- 215 -t- o(n- 215 ). Also 
from (4.6) one sees that 
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in distribution. This implies that 

n 3110 ( he- h 0 ) ~ N(O, cr}ca 2 ) 

in distribution. A more elaborate argument of a similar character shows that 

3/10( A A ) ~ ( . 2 2) n he - h 0 N 0, o;. c3 , 

where 

Under the additional condition that w has a second derivative that is HOlder 
continuous, it is shown that 

{I h ) ( A )} 1 2 -1 2 n ( o - I ho ~ "lWoC3 X1 

and 

{( A) (A)} 12-12 n I he -I h 0 ~ :zcr0 c3 x 1 

in distribution where xf is a chi-square variable with one degree of freedom. 
In this lecture we have discussed a few versions of cross-validation. Rice 

(1984) has considered modifications of cross-validation and their usefulness in 
determining bandwidth in regression estimation. However, one should note 
that there are earlier and perhaps more immediately intuitive procedures that 
relate to data driven choices of bandwidth on either a local or global basis. It is 
clear from formula (2.3) that an asymptotically optimal local choice of band­
width in density estimation would require initial estimates of the density 
function and its second derivatives. Woodroofe (1970) suggested a two-step 
procedure involving such initial estimates to implement the choice of an 
asymptotically optimal bandwidth sequence. Cross-validation is usually pre­
sented as a global procedure though it can be modified to obtain a more 
localized version. In many situations it is clear that a locally optimal procedure 
would have advantages. Adaptations of ideas centering about a data driven 
choice of bandwidth to the case of regression estimation can be found in 
Muller (1985) and Mack and Muller (1987). 
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