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1. Introduction

The x2 techniques are possibly the most widely used in statistical methods in
that they are simple in application and interpretation. This very generality,
however, leads to a lack of sensitivity of the test criterion since the hypotheses
alternate to that under test are commonly only vaguely specified. During the
past few years there have been procedures put forward which enable more
sensitive tests to be made. We give here a series of models for the alternative
hypothesis under x2 type situations and the appropriate test criteria. The tech-
nique used to derive the test criteria is that put forward by Neyman [1] and
loosely referred to by us as the C(a) procedure. The power functions of these
tests may be calculated, and in such cases as we have investigated, they show
the chosen criteria to be comparable in sensitivity to others which may be
proposed.

2. Models reflecting a change in the location parameter

Suppose two groups of individuals with n in the first group (A) and N in the
second group (B). On each individual the same characteristic X is measured.
These measurements are used to divide the groups into s + 1 categories, so that
we have Table I.

TABLE I

Categories of measurement
1 2 ... s + 1 Total

A n, n2 ... ns+1 n
B N, N2 ... N N

Totals Ml M2 ... M.+, M

It is apparent that if the measurements of the characteristic X are accurate
and there are no "tied" values, a rank sum criterion is the appropriate quantity
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to test for possible differences in the location parameters of the populations
generating groups A and B. There are, however, many situations in experimental
data where ties are abundant, particularly in the first (or last) categories where
often all that is recorded is that the measurement was less (or greater) than a
given value. The x2 criterion will test the null hypothesis that there is no dif-
ference between the population location parameters, but it will be sensitive to
all alternative hypotheses instead of just that of a possible difference. A model
set up by J. Neyman [2] would appear to be appropriate for this situation.

Let the hypothesis alternative to the null be that the location parameter of
the population generating group B is greater than that of the population generat-
ing group A. Accordingly, we postulate the setup in Table II with E = 0 for the
null hypothesis, and the obvious restraints on t for the alternate hypothesis.

TABLE II

Categories of measurement
1 2 3 *.. 8 s + 1 Total

A pi P2 Pa P.. ps PJ+I 1
B pi(l -) ps+ t(PI -P2) P3 + (P2-P8) ... Pa+ t(P-1- PS) P+ ++Pa 1

Using Neyman's procedure we have, conditional on n and N, that the test
criterion T is

(1) T= (pi-1p.)[ ,NSl ~(Pi-_ j)[MJ Pa P_8+i Mfi= - pj PA+1
with po = 0. Writing

(2) A , E (pj- - pj)+l + p.+Pi'r Ps+
we have, under Ho,

( = 0, N(T)N

() !3(T) M~ ( N)M2 A2, K4(T) = nM (n+NS)[A3 -3A2
indicating that for reasonable sized M the approximation to normality is satis-
factory.

3. Power function of the test

Conditional on n and N as before, we have under H1 (E > 0) that

(4) ,dl(T) = nN [A1l]
and
(5) J~L2(T) =-tiN [Al + tA2 l-A 1M
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Consequently, following the usual procedure and assuming that T is normally
distributed, the power of the test may be computed.

4. Approximations involved in the test

The criterion T may be written as

(6) T = M E (nNj - Nnj) (Pj-1-p )+ (nN,+, - Nn,+÷) P'

with po = 0. The parameters p will not generally be known and estimates of
them will usually be substituted. Since 0= 0 under the null hypothesis, we put
pj = M,/M obtaining

(7) T1 = 1 [A (nNi - Nnj) (M-i -M) + (nN8+i - Nn8,) Ma]

It is easy to show that Pt = 0 under the null hypothesis. Further, if we write
for the denominator

(8) nN (M,l-M + M-)'

it has expected value

(9) ~nN st (pj_l-pj)2 + p2S E {P2 1 P
M Lj_l Pi P8+1 M j=l \ PJ PjJ

if we exclude terms of higher order than 1/M. This indicates that substituting the
estimates of the p will tend to make the denominator too large, on the average,
and the nominal significance levels will, accordingly, underestimate significance,
a fault on the right side. To order 1/M the covariance between the numerator
and the denominator is zero.

5. Neyman's randomization approach

Neyman [2] put forward the model given above but with an essential dif-
ference. He assumed that a total of M elements was given, but that the dichot-
omy of the M into the two samples A and B was achieved as the result of a
random experiment. Once the dichotomy is made the n and N elements were
each subjected to measurement and categorization as described above. The test
criterion

(10) TR= (p-,e - p_) N _II E (pj-i - Pj)( p\Pi Pa+1i / =1 \Pi Pa+i

where II is the probability that one of the M elements is assigned to the sample,
is the same as in the conditional case if we put II = N/M. The variance of TR is

(11) OTR = 1,(1- H,) E (pj- -) +PS
j=1 Pi P8+i
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and as before, the assumption is made that (TR/aTR) is a unit normal variable.
The expectation of TR is zero under Ho. Clearly, I is determined by the initial
random experiment.
Under the alternate hypothesis

P2
(12) (TRIt) = +II(1- H) ( (Pj-i p2

and

(13) Var (TRIt) = Var (TRIo = 0) + tHI(1 - HI)2[' (Pi-, pj) +p

t-2[Var (TRIj= 0)]2.

6. Example (Neyman's random experiment)

In an experiment to determine whether the larvae of Lema triliveata daturaphila
(a kind of potato beetle) have a sense of smell, a target was made with an at-
tractant at the "bull's eye." Twenty larvae were released individually 13 mm
from the target center and the performance of each was classified as being non-
directional, intermediate, and directional, the dichotomy into classes being made
on the basis of the distance traveled and the time taken. Twenty more larvae
were released individually from a target distance of 23 mm and the same clas-
sification of performance made. The results of the experiments were as shown
in Table III.

TABLE III

PERCEPTION TESTS FOR LARVAE

Distance from
target center Categories

(mm) Nondirectional Intermediate Directional Total

13 2 (N1) 5 (NO) 13 (Na) 20
23 4 (ni) 7 (n2) 9 (ns) 20

Totals 6 (Ml) 12 (M2) 22 (Ma) 40

Under the null hypothesis of no difference of sense of smell with distance there
should be no real difference between the performances at the two distances.
Under the alternate hypothesis the larvae should perform better at 13 mm than
they do at 23 mm. Here we have s = 2, N = n = 20, and the test criterion is

(14) -(N1 - HM1) - (N2 -HM2)(1 -P + p (N. -HM)P)/ P3

or, taking II = Y/ and substituting estimates for the p,

(15) [-(N1 - nli) + (M -M )(N2 -n2) + M- (N3-f3)]-
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Calculations give an equivalent normal deviate of less than unity indicating that
there is no significance.

7. Example (conditional test)

Fisher [3] gives data concerning the infestation of sheep by ticks for two dif-
ferent distributions. We adapt his data by dividing the distributions into four
categories, namely, light infestation, medium, fairly heavy, and very heavy, as
given in Table IV. The conditional criterion based on the C(a) technique will
be appropriate here. Either the C(a) criterion or the x2 criterion is very sig-
nificant indicating that the population of which II is a sample is probably more
heavily infested than that of I.

TABLE IV

Sets of Infestation
sheep Light Medium Fairly heavy Very heavy Total

I 24 21 12 3 60
II 20 19 19 24 82

Totals 44 40 31 27 142

8. Differences in dispersion parameters

It is clear from the setup of Table II that the alternative to the hypothesis
under test is equivalent to that of a difference in the location parameters of the
two populations generating the samples. This indicates the possibility of writing
variants on the setup which will allow the alternative to the hypothesis under
test to be equivalent to a difference in the dispersion parameters of the two
populations. Such a situation frequently arises in experimental work when two
treatments designed to have the same average effect are being compared and it
is desired to know whether one treatment is more variable than the other.
Under the alternate hypothesis there will be (possibly) a diminution of prob-

abilities at the tails when one population is compared with the other, and a
heaping up at the center. Assume that there is an even number of categories.
(This is not an important restriction and the result for an odd number of cate-
gories can easily be obtained.) We write, for t > 0, the setup in Table V.

TABLE V

Popu- Categories
lation 1 2 ... s + 1 ... 2s Total

A Pi P2 ... P. Pe+i ... P2. 1
B PI - tPI P2 + E(pI - P2) ... P. + tP.-I Pa+i + EP.+2 ... P2.(1- ) 1
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If the sample values are
28 2a

(16) nj = n, N, = N, n + N = M,
j=l j=l

we have conditionally that, assuming MO = 0 = M28+1,

(17) T= 8 Mj -' ')[Nj -NMj + M.-, (N. -
N
M )

(M8+2( N ) 28 (M+1-Me) N )M.+, ?=s+2 M N
and
(18) VarT Nn ( (M,-M,) + ATh1 +M 2 + E

Mr j=1 M, M,, MI+, ?=J+2 Mt J
Since the expected value of T is zero under Ho, the test criterion is T/(Var T)%,
significance being judged from normal tables.
Under H1 we have

(19) T= nN [i (Pi- pi) + ; (pe+i- P)2 +Pi 21M L,=1 pj t=s+2 Pe Pa Pa+iJ
and

nN [8-1 (pj_l - pj)2 + E (p1+i - pc)2 + p2 + 2

M i= l pj t=a+2 Pt p8 PF+1
n+ N 28-1(p-p.)a + P2 ) + p2 + p+2
+n1N P-i + =8+2 (Pt+ ~ P Ps2+il

- N[&(T)]2,
so that the power of the test to detect a positive value of t may be computed.
It will be recognized that the choice of a central dichotomy-in this case I have
made a dichotomy between the sth and the (s + 1)st categories-is an arbitrary
one. Further, if there is a change in the location parameter at the same time as
the change in the dispersion parameter, the first change will tend to mask the
second. This is, however, a situation which is always present in "nonparametric"
tests for dispersion.

9. Number of groups

Commonly in the use of x2 and allied tests, the number of groups used for
calculating the test criterion is fixed by the conditions under which the data are
gathered. It is, therefore, useful to look at such C(a) tests as may be regarded as
competitors of x2 with the purpose of determining the number of groups which
will give optimum power. Calculations were carried out regarding the power,
assuming equal probabilities for each group under Ho, and letting n = N = M/2.
Under these assumptions, the conclusions reached were that the smallest number
of groups consistent with the H, model should be aimed for. Thus, we have the
following.
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(i) Change in location.
Models:
Ho pi 1- pi 1 HI p,(l-t) 1-pi(l-t) 1

Pi Pll 1-lpi 1
Sample setup:

N1 N2 N
n, n2 n

M1 M2 M
The test criterion is

(21) T= Nni- nN= MiN2-N,M2

and

(22) Var T = nN M1
M M2

(ii) Change in dispersion.
Models:
Ho pp2i p l 1 H Pi P2 P3 1

PI P2 paI I pi(l-t) p2 + t(p1+p2) p8(1-t) 1
Sample setup:

n1 n2 na n
N1 N2 N, N

M1 M2 M3 M

The test criterion is

(23) T - ~~~nN2 - Nn2(23) T = M2
and

(24) Var T = nN(M1+ M8)MM2

10. Model for fatal road accidents

It is clear that the alternative hypothesis H1 can be built suitable to the con-
ditions of any particular problem provided that this building is done before any
set of data is scrutinized. For example, suppose we remember that the age and
sex of pedestrians killed by moving vehicles are both recorded and published. It
may be desired to test whether the age distribution for males is the same as
the age distribution for females. An opinion is expressed that more little boys
would tend to be killed than little girls because they are more active and, there-
fore, have more exposure to risk and similarly that more of the aged killed would
be men. The Ministry of Transport's (U.K.) Report on Fatal Road Accidents
(1922) gives the information in Table VI.
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TABLE VI

AGE AND SEX OF PEDESTRIANS KILLED

Years of age
Sex 0 tO10 10 to 20 20 to 40 40 to 60 60+ Totals

Male 304 68 73 162 366 973
Female 187 37 47 116 221 608

Totals 491 105 120 278 587 1581

Assuming the model
PI P2 Pa P4 p6 1
PI P2 PS P4 P5 1,

we have x2 equals 1.93, or nonsignificance. The opinion expressed as to what may
be found in the data suggests that for an application of Neyman's C(a) technique
we might choose for our alternate setup

Pl +P2t P2 + (P3-P2)t P3(1-t) p4(1-t) P6+P4 1
PI P2 pa P4 Ps 1

The test criterion is

(25) T = (N -_ NM,) 2 + (N2 - NM2)(M8 -M2) (Na - NM3)
(2)- N - N

-N4 - NM4) + M4 (N, NM,,).
Under Ho the expected value of T is zero and

(26) VarT 2N.(M5MM2)+M+ M +M1M2L~M1MM5

From the table above, using N = 973, n = 608, we have
T

(27) T = 13.06, Var T = 131.18, - = 1.14.

This is still not significant, so we would not reject the null hypothesis of no dif-
ference in the proportions.
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