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CHAPTER IX

The Number Theory of Algebraic Curves

Abstract. This chapter investigates algebraic curves from the point of view of their function fields,
using methods analogous to those used in studying algebraic number fields.
Section 1 gives an overview, explaining how Riemann’s theory of Riemann surfaces of functions

ties in with the notion of an algebraic curve and explaining how such curves can be investigated
through the discrete valuations of their function fields. It is shown that what needs to be studied is
arbitrary function fields in one variable over a base field. It is known that every compact Riemann
surface can be viewed as an algebraic curve irreducible over C, and thus the function fields of
compact Riemann surfaces are to be viewed as informative examples of the theory in the chapter.
Section 2 introduces the notion of a divisor, which is any formal finite Z linear combination of

the discrete valuations of the function field that are trivial on the base field, and the notion of the
degree of a divisor, which is the sum of its coefficients weighted suitably. Each nonzero member
x of the function field gives rise to a principal divisor (x), and the main result of the section is that
the degree of every principal divisor is 0. This is an analog for function fields of the Artin product
formula for number fields.
Section 3 contains the definition of the genus of the function field under study. The main object

of study is the vector space L(A) for a divisor A; this consists of 0 and all nonzero members x of
the function field such that (x) + A is a divisor ∏ 0. Roughly speaking, it may be viewed as the
space of functions on the zero locus of the curve whose poles are limited to finitely many points and
to a certain order depending on the point. The genus is defined in terms of dim L(A) − deg A when
A is a divisor that is a large multiple of the pole part of any fixed principal divisor. The main result
of the section is Riemann’s inequality, which says that dim L(A) ∏ deg A + 1 − g for all divisors
A, where g ∏ 0 is the genus, and that g is the smallest integer that works in this inequality for all
divisors A.
Sections4–5 concern theRiemann–RochTheorem,whichgives an interpretationof the difference

of the two sides of Riemann’s inequality as dim L(B) for a suitable divisor B that can be defined in
terms of A. Section 4 gives the statement and proof of the theorem, and Section 5 gives a number
of simple applications.

1. Historical Origins and Overview

As was mentioned in Chapter VIII, modern algebraic geometry grew out of early
attempts to solve simultaneous polynomial equations in several variables and out
of the theory of Riemann surfaces. Chapter VIII discussed the impact of the first
of these sources, and the present chapter discusses the impact of the second.
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1. Historical Origins and Overview 521

The theory of Riemann surfaces was begun by Riemann and continued by
Liouville, Abel, Jacobi, Weierstrass, and others. This section discusses briefly
the point of view in these studies, which began as an effort to solve a problem in
real analysis, moved into complex analysis, and finally arrived at investigations of
affine plane curves overC, but from a point of view quite different from the one in
ChapterVIII. The end result is a studyof the curve through the functionson its zero
locus, and the approach has something in commonwith the approach to algebraic
number theory in Chapter VI. It is not necessary to understand the background in
maximum generality, and we shall be content with suitable examples.
Riemannwas interested in saying somethinguseful about seemingly intractable

integrals like the one arising from the arc length of an ellipse; let us take

y = y(x) =
Z x dt

p
(t − a)(t − b)(t − c)

,

where a, b, c are distinct constants, as a specific example. The lower limit of
integration is unimportant, since it affects the value of the integral only by an
additive constant. We sketch an analysis of the integral,1 proceeding formally for
the moment. Although y as a function of x seems intractable, any sort of inverse
function has nice properties. The formula for y gives us

dy =
dx

p
(x − a)(x − b)(x − c)

,

and an inverse function x = x(y) thus has derivative
dx
dy

=
p

(x − a)(x − b)(x − c).

Consequently we should expect that
≥dx
dy

¥2
= (x − a)(x − b)(x − c).

Of course, the singularities at a, b, c are problematic, and the square root might
have a negative argument, depending on the location of x .
Riemann’s starting point for a rigorous investigation was to let x be complex,

rather than real, and to let the integral be taken over paths in C. The result is
then not an ordinary function y(x), since the square root in the integrand is not
a well-defined function for t in C − {a, b, c}. We can make a choice for which
the square root is well defined, however, as long as we restrict attention to a
small neighborhood of a particular t . Thus we can visualize small overlapping
disks each centered at a point along an arbitrary path of integration with t in
C − {a, b, c} with the property that the integrand is well defined on each such

1For more details one can consult the author’s book Elliptic Curves, pp. 165–183.



522 IX. The Number Theory of Algebraic Curves

disk. The interpretation of the square root may be assumed to match on the
intersection of any two disks. When a path goes around one or more of the
singularities and we return to the same t , we view the new disk as the same as
the old one if the values of the square root match, but as different if the values do
not match. The union of the disks with this convention becomes a new domain
of interest, and the function F(t) =

p
(t − a)(t − b)(t − c) on C − {a, b, c}

becomes a well-defined function F(≥ ) on this new domain. This new domain is a
relatively simple example of aRiemann surface, i.e., a connected 1-dimensional
complex manifold.
In more modern language the new domain is a twofold covering of the three-

times punctured plane C − {a, b, c}, obtained as follows. We fix a base point z0
in C − {a, b, c} and define a winding number for each of the points a, b, c as
usual. The subset of the fundamental group ofC−{a, b, c} for which the sum of
the three winding numbers is even is a subgroup and corresponds, via standard
covering-space theory, to a certain twofold covering space R of C − {a, b, c},
the covering map being called e. This covering space is a new domain on which
the integrand is well defined. On each fiber of the covering, e is two-to-one. Let
≥0 be one of the two preimages of z0. Let us adjoin points a∗, b∗, c∗,∞∗ to the
covering spaceR and extend e by the definitions e(a∗) = a, e(b∗) = b, e(c∗) = c,
e(∞∗) = ∞. One can show that the complex structure extends from R to the
enlarged space R∗ in such a way that the extended e is a holomorphic function
from R∗ onto C ∪ {∞}. The enlarged space R∗ becomes a compact Riemann
surface, and the extended e is a branched covering of theRiemann sphereC∪{∞}.
TopologicallyR∗ turns out to be a torus, as we shall see in a moment.
Riemann in his own investigations went on to study the function theory of

compact Riemann surfaces. The interest is in deciding whether there is a globally
defined meromorphic function with poles/zeros only at chosen points and with
poles/zeros at most/least of some specified order. If there is such a function,
one wants to know the dimension of the space of such functions. The basic tool
for addressing this question is the Riemann–Roch Theorem. In the context of
Riemann surfaces, theRiemann–RochTheoremhas both an analysis aspect and an
algebraic aspect. The analysis aspectmay be viewed as using the theory of elliptic
differential operators to prove existence of enough nonconstant meromorphic
functions for the Riemann surface to acquire an algebraic structure. For the
purposes of this book, we can just accept this circumstance and not try to extend
it in any way; however, we will sketch in a moment how the algebraic structure
can be obtained concretely for our example. The algebraic aspect may be viewed
as mining this algebraic structure to deduce as many dimensionality relations
as possible among the function spaces of interest. This is the theory that we
shall want to extend; we return to our method for carrying out this project after
producing the algebraic structure for our example by elementary means.
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To introduce the algebraic structure in our example, we use our knowledge of
R∗ to make sense out of the expression

w(C) =
Z

C
F(≥ )−1 d≥

for any piecewise smooth curve C on R∗ that starts from the base point ≥0.
If C is given by C(t) for t in an interval I , then this integral is to be equal to
w(C) =

R
t∈I F(C(t))(e◦C)0(t) dt . Let0a, 0b, 0c be small loops inC−{a, b, c}

respectively about a, b, c based at z0, each having winding number 1, and define
01 = 0a0b and 02 = 0b0c. Lift 01 and 02 to curves e01 and e02 in R∗ based at
≥0, and define

ω1 =
Z

e01
F(≥ )−1 d≥ and ω2 =

Z

e02
F(≥ )−1 d≥.

It turns out that 3 = Zω1 + Zω2 is a lattice in C and that there is a well-defined
function w : R∗ → C/3 such that whenever ≥ is in R∗ and C is a piecewise
smooth curve from ≥0 to ≥ , thenw(≥) ≡ w(C) mod 3. The functionw(≥) is one-
one onto and is biholomorphic. In particular, R∗ is exhibited as homeomorphic
to a torus.
Let w−1 : C/3 → R∗ be the inverse function of w, and let µ : C → C/3 be

the quotientmap. Then the composition P = e◦w−1◦µ carriesC toC∪{∞} and
can be seen to satisfy P 02 = (P −a)(P − b)(P − c). In other words, P has been
constructed rigorously as an inverse function to the original integral. Except for
small details, P is the Weierstrass ℘ function for the lattice 3 in C. It is almost
true that z 7→ (P(z), P 0(z)) is a parametrization of the zero locus of the affine
plane curve y2 − (x − a)(x − b)(x − c) defined over C. The sense in which this
parametrization fails is that P(z) takes on the value ∞ at certain points. What
happens more precisely is that z 7→ [P(z), P 0(z), 1] is a parametrization of the
zero locus of the projective plane curve Y 2W − (X − aW )(X − bW )(X − cW ).

Our initial focus in this chapter is in mining this kind of algebraic-curve
structure over C to deduce as many dimensionality relations as possible among
interesting finite-dimensional subspaces of scalar-valued functions on the zero
locus of the curve. For instance in the example above, one can ask for the
dimension of the space of meromorphic functions on R∗ with at worst simple
poles at two specified points and with no other poles. The main theorem of this
chapter, the Riemann–Roch Theorem, gives quantitative information about the
dimension of this space and of similar spaces. The goal for this introduction is
to frame this question as an algebra question about the algebraic structure and
to see that some basic tools introduced in Chapter VI in the context of algebraic
number theory are the appropriate tools to use here.
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The primary object of study is the “function field” of the curve in question.
Let us construct this function field for our example. The ideal

I =
°
Y 2 − (X − a)(X − b)(X − c)

¢

in C[X,Y ] is prime, and the restrictions of all polynomial functions to its zero
locus V (I ) may be identified with the integral domain R = C[X,Y ]/I by the
Nullstellensatz. It takes a little argument, whichwe omit, to justify saying that the
meromorphic functions on the zero locus may be viewed as the field of fractions
F ofC[X,Y ]/I ; suffice it to say for the moment that we insist that the behavior at
all points of the locus, including any points on the line at infinity in the projective
plane, be limited to poles and zeros, and that is why nonrational functions of
(X,Y ) do not appear. At any rate, F is what is taken as the function field of the
curve. To have obtained a field by this construction, we could have started with
any affine plane curve f (X,Y ) overC as in ChapterVIII, except that the principal
ideal ( f (X,Y )) in C[X,Y ] has to be assumed to be prime to yield an integral
domain as quotient. That is, f (X,Y ) has to be an irreducible polynomial; we say
that the affine plane curve f (X,Y ) has to be assumed to be irreducible over C.
The study of members of the function field F from the point of view of their

poles and zeros is analogous to the problem of studying factorizations in the
number-theoretic setting. This point was already made in Section VIII.7 of Basic
Algebra, where the case of the affine plane curve above in which (a, b, c) =
(0,+1,−1) was studied in detail. For this one choice of (a, b, c), the integral
domain R = C[X,Y ]/I was observed to be the integral closure of C[X] in a
finite separable extension ofC(X), and it is a Dedekind domain by Theorem 8.54
of Basic Algebra; in fact, the same argument works for any choice of (a, b, c) as
long as a, b, c are distinct complex numbers.
Unique factorization of elements into prime elements fails in this R, but we

saw that a geometrically meaningful factorization instead is the factorization of
nonzero ideals into prime ideals. This latter factorization is unique because R is a
Dedekind domain. Meanwhile, since nonzero prime ideals are maximal in R, the
Nullstellensatz shows2 that the nonzero prime ideals in R correspond exactly
to the points of the zero locus V (I ). Consequently the unique factorization of
nonzero ideals in R has the geometric interpretation of associating orders of zeros
and poles to members of R. This all seems very tidy, but there are at least three
awkward matters that we need to take into account:

2Let ϕ : C[X,Y ] → R be the quotient homomorphism. If M is a maximal ideal in R, then
ϕ−1(M) is a maximal ideal in C[X,Y ] and hence is the set of all polynomials vanishing at some
(x0, y0). To show that (x0, y0) is in V (I ), assume the contrary. Then there exists g ∈ I with
g(x0, y0) 6= 0. This g is not in the maximal ideal ϕ−1(M), and thus there exist f ∈ ϕ−1(M) and
h ∈ C[X,Y ] with f + gh = 1. Applying ϕ, we obtain ϕ( f ) = 1, in contradiction to the fact that
ϕ( f ) lies in the proper ideal M of R.
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(i) we have not included information about zeros and poles at the points at
infinitywhen the curve is viewed projectively, and that information surely
plays some role,

(ii) the analysis of the function field F seems to rely on a subfield C(X) for
which there is surely no canonical description,

(iii) the ring R no longer need be integrally closed if a, b, c are not assumed
distinct, if for example (a, b, c) = (0, 0, 1).

Point (ii) turns out to be an advantage, allowing us to workwith the given curve
from multiple perspectives. The “key observation” at the end of this section will
make clear how we can take advantage of (ii).
Point (iii) is quite significant. The troublewith the curve Y 2−X2(X−1) is that

the curve has a singularity at (0, 0) in the sense of Section VII.5. The maximal
ideals of the ring C[X,Y ]

±°
Y 2 − X2(X − 1)

¢
correspond to points on the zero

locus of the curve; but the ring is not a Dedekind domain, and we have few tools
for working with it. To handle matters properly, we have to form the function
field directly as F = C(X)[Y ]

±°
Y 2− X2(X − 1)

¢
and define R to be the integral

closure ofC[X] inF. This ring R is bigger thanC[X,Y ]
±°
Y 2−X2(X−1)

¢
and is

a Dedekind domain. Unfortunately its nonzero prime ideals no longer correspond
exactly to points of the zero locus. Example 1 belowwill illustrate. What happens
is that F readily provides information about the behavior of nonsingular points
of the zero locus but not about singular points. Problems 5–11 at the end of the
chapter address this matter for nonsingular points for affine plane curves more
generally. The tool for making the connection for curves in higher dimension is
Zariski’s Theorem (Theorem7.23), andwe shall carry out the details in ChapterX
when we treat the geometry of curves, as opposed to the number theory.
Point (i) is relevant and is easily handled. When we form the function field

of the curve and take R to be the integral closure of C[X] in it, we can associate
C[X] with the polynomials ofC and think of them as embedded in the fieldC(X)
of rational functions. The rational functions are all meaningful on the Riemann
sphere C ∪ {∞}, and we study behavior of rational functions near∞ by writing
them in terms of X−1 and regarding X−1 as a new variable that is near 0. In
studying our curve, the points in the projective plane that we miss by considering
just the affine curve are the ones that lie over ∞ in the Riemann sphere. We
study them by considering the integral closure R0 of C[X−1] in F. If the curve is
nonsingular at all points lying over∞, then these points correspond to the prime
ideals of R0 whose intersection with C[X−1] is the prime ideal X−1C[X−1] of
C[X−1].

EXAMPLES.
(1) Affine plane curve f (X,Y ) = Y 2 − X2(X − 1). This polynomial is

irreducible over C but is singular at (0, 0) in the sense that @ f
@X and

@ f
@X both
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vanish there. Let F = C(X)[Y ]/( f (X,Y )), and let x and y be the images of
X and Y in F. These elements lie in the ring S = C[X,Y ]/( f (X,Y )), whose
maximal ideals correspond to points on the zero locus by the Nullstellensatz.
All members of S are of the form a(x) + yb(x), where a and b are arbitrary
polynomials in one variable. Any proper ideal in S containing x has to be of the
form (x, yc1(x), . . . , ycn(x)) for some polynomials c1, . . . , cn . A little argument
using the fact that C[x] is a principal ideal domain shows that the ideal is of the
form (x, yc(x)). Using products of x and polynomials, we see that we can discard
all terms of c(x) but the constant term. Hence the ideal is either (x) itself or is
(x, y). The ideal (x) is not prime, since y · y is in it and y is not in it. The ideal
(x, y) is maximal and hence prime. Since (x, y)2 = (x2, xy, y2) = (x2, xy) is
properly contained in (x), (x) is not the product of prime ideals in S. Thus S is
not a suitable ring for investigating poles and zeros of members of the field F.
By contrast, a little computation shows that the integral closure R of C[x] in F
is generated as a C algebra by x and x−1y. This is a Dedekind domain, and the
decomposition of the ideal (x) in R as a product of prime ideals can be checked to
be (x) = (x, x−1y+ i)(x, x−1y− i). A factor on the right does not consist of all
functions vanishing at some (0, y0) lying on the zero locus. The only point (0, y0)
on the zero locus is (0, 0), and the two prime factors of (x) say something about
derivatives at that point. This example will be considered further in Problems
21–22 at the end of the chapter.

(2) Affine plane curve f (X,Y ) = Y 2−X4+1. This polynomial is irreducible
overC and is nonsingular at every point of its zero locus inC2. Againwe form the
function field F, the members x and y of it, and the ringC[X,Y ]/( f (X,Y )). Us-
ing the fact that X4−1 is square free, we can check that this ring is the full integral
closure R ofC[x] in F. The ring R is a Dedekind domain, and its elements are all
expressions a(x) and yb(x), where a(x) and b(x) are polynomials. Moreover,
we have (y + x2)(y − x2) = y2 − x4 = (x4 − 1) − x4 = −1. Consequently
the elements y ± x2 are nonconstant units in R, and they cannot have zeros or
poles on the zero locus of f (X,Y ) in C2. Thus knowledge of the orders of zeros
and poles at every point of the zero locus of f (X,Y ) in C2 does not determine
a member of R up to a constant factor. Instead, we have to take into account
the behavior at any points at infinity on the zero locus in the projective plane P2C.
To see what this set is, we convert f (X,Y ) into a homogeneous polynomial of
degree 4, specifically into F(X,Y,W ) = Y 2W 2 − X4 + W 4, and then we look
for points [x, y, w] with F(x, y, w) = 0 and w = 0. These have x = 0 and thus
come down to [0, y, 0]. In other words, there is only one point at infinity on the
zero locus of the curve. It is singular because all three partial derivatives of F
are 0 there. The fact that it is singular means that we should not expect the
prime ideals lying over x−1C[x−1] in the integral closure R0 of C[x−1] in F to
correspond to the points at infinity on the curve. We return to this example shortly.
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All these matters begin to sound quite complicated to sort out, but magically
there is a simple way of handling them: for an affine plane curve irreducible
over C, we work with the field F of rational functions for the curve, ignoring
the geometry of the curve, and we consider all discrete valuations on this field
that are 0 on C×. Discrete valuations were discussed at length in Section VI.2.
They depend only on F, not on the choice of a subring for which F is the field
of fractions. As will be seen in Chapter X, the full set of discrete valuations of
F gives information about all potential nonsingular points for any affine curve
with function field F, not necessarily planar; there will even be such a curve
whose extension to be defined projectively is everywhere nonsingular, and then
the points on the zero locus of the curve in projective space will be in one-one
correspondence with the discrete valuations of F.
Let us review what Chapter VI tells us about discrete valuations in our set-

ting. Let f (X,Y ) be an irreducible polynomial in C[X,Y ], let F be the field
C(X)[Y ]/( f (X,Y )), let x and y be the images of X and Y in F, and let R be the
integral closure of C[x] in F. This is a Dedekind domain by Theorem 8.54 of
Basic Algebra. Corollary 6.10 classifies the discrete valuations of F that are 0 on
C×. It shows that all but finitely many correspond to prime ideals in R. There
are only finitely many others. Corollary 6.10 tells us that these other discrete
valuations can be described in terms of the integral closure R0 of C[x−1] in F;
this is another Dedekind domain whose field of fractions is F. The exceptional
discrete valuations of F arise from those prime ideals of R0 that occur in the
decomposition of the ideal x−1R0 into prime ideals of R0. Geometrically we may
view these additional discrete valuations as associated in some way with points at
infinity in a projective space, but we can proceed with algebraic manipulations of
these discrete valuations without invoking the geometric interpretation or using
projective space.

EXAMPLE 2, CONTINUED. We continuewith the affine plane curve Y 2−X4+1,
the prime ideal I = (Y 2− X4+1), and the ring R given as the integral closure of
C[X] in the field F = C(X)[Y ]/I . Corollary 6.10 divides the discrete valuations
of F that are 0 on C× into two kinds. The ones of the first kind are built from the
nonzero prime ideals of R. Since y ± x2 are units in R, all of these valuations
take the value 0 on y ± x2. The discrete valuations of the second kind are those
appearing in the decomposition of the ideal x−1R0 in the integral closure R0 of
C[x−1] in F. The element x−2y is in R0 because it is a root of the polynomial
Y 2 − (1 − x−4) in C[x−1][Y ]. Hence R0 contains x−1 and x−2y. On the other
hand, the most general element of F is of the form a(x−1)x−2y+b(x−1), where a
and b are rational expressions in one variable, and this is a root of the polynomial

Y 2 − 2b(x−1)Y +
°
b(x−1)2 − a(x−1)2(1− x−4)

¢
.



528 IX. The Number Theory of Algebraic Curves

For this element to be in R0, the coefficients must be in C[x−1]. This means that
b(X) is a polynomial and that a(X)2(1− X4) is a polynomial. Since 1− X4 has
no repeated roots, the latter condition forces a(X) to be a polynomial. Thus x−1

and x−2y generate R0 as a C algebra. Define ideals in R0 by

P1 = (x−1, x−2y + 1) and P2 = (x−1, x−2y − 1).

Then it is straightforward to check the decompositions

(x−1) = P1P2, (x−2y + 1) = P41 , and (x−2y − 1) = P42 .

Since [F : C(x−1)] = 2 and since x−1 is prime inC[x−1], the ideal (x−1) in R0 is
the product of at most two prime ideals, and it follows that P1 and P2 are prime
ideals in R0. They are distinct because the difference of the respective second gen-
erators is a nonzero scalar. In viewofCorollary6.10, there are exactly twodiscrete
valuations of F that are 0 on C× other than the ones coming from prime ideals of
R, and these are the ones coming from the prime ideals P1 and P2 of R0. Let us call
them v1 and v2. The above decompositions of principal ideals give v1(y+ x2) =
v1(x−1)−2 + v1(x−2y + 1) = (−2) + (+4) = +2, whereas v1(y − x2) =
(−2) + (0) = −2. Thus v1 takes the distinct values 0, +2, and −2 on 1, y + x2,
and y − x2. Similarly v2 takes the values 0, −2, and +2 on these elements.

We shall work with those discrete valuations of the field of rational functions
for the curve under study that are 0 on the base field. These are canonical,
independent of our choice of some Dedekind domain whose field of fractions is
the given field. However, making a choice of Dedekind domain is convenient
for making calculations. Then we can consider the discrete valuations as of two
kinds, and which discrete valuations are of which kind will depend on our choice
of Dedekind domain.

Context for the study in this chapter. Having concluded that the object to
investigate is the field of rational functions of our curve and that the tools include
the discrete valuations, we can now consider the context in which we should
work. Let k be any field, not necessarily algebraically closed. We want to work
with the “function field” of a suitable kind of curve defined over k. If I is an ideal
in k[X1, . . . , Xn], then the ring R = k[X1, . . . , Xn]/I is an integral domain if
and only if the ideal I is prime, and in this case the field of fractions F of R can
be taken to be the associated function field. Thus we restrict attention to the case
that I is prime. To bring in the notion that the curve is to be 1-dimensional, we
recall from Theorem 7.22 that the integral domain R has Krull dimension 1 in
the sense of Section VII.4 if and only if the field of fractions F has transcendence
degree 1 over k. In this case, F is finitely generated as a field over k, with a finite
set of generators consisting of the elements xj = Xj + I for 1 ≤ j ≤ n. That is,
F is a function field in one variable over k.
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Conversely if F is a function field in one variable over k, then F is a finite
algebraic extension of a simple transcendental extension k(x1). Let us write it as
F = k(x1)[x2, . . . , xn] for some n. Form the polynomial ring k[X1, . . . , Xn] and
the ring homomorphism of this ring into F that fixes k and sends Xj into xj . The
image of this homomorphism is an integral domain R whose field of fractions is
F, and the kernel is a prime ideal I such that R ∼= k[X1, . . . , Xn]/I . Theorem
7.22 tells us that R has Krull dimension 1.
We are led to the following definition. For any field k and any integer n ∏ 1,

an ideal I in k[X1, . . . , Xn] is called an affine curve irreducible3 over k if I is
prime and the integral domain R = k[X1, . . . , Xn]/I has Krull dimension 1. An
affine plane curve ( f (X,Y )) in the sense of Chapter VIII will be an object of this
kind if f (X,Y ) is an irreducible polynomial.4
The geometry of the zero loci of the curves we study will not play a role in the

mathematics of this chapter; only the field of fractions F and the base field kwill.
We postpone to Chapter X any discussion of the geometry.5 For any function
field F in one variable over an arbitrary field k, we shall study in detail those
discrete valuations of F that are 0 on k. We refer to such discrete valuations as
the discrete valuations of F defined over k. It will be helpful as motivation to
remember for the special case in which k is algebraically closed

• that the members of Fmay be viewed as all rational functions on the zero
locus of an affine curve irreducible over k,

• that the order-of-a-zero function at any nonsingular point of this zero
locus gives an example of a discrete valuation of F defined over k, and

• that all discrete valuations of F defined over k arise in this way if the
zero locus is nonsingular at every point and we take into account points
at infinity in projective space.

However, the formal development will not make use of these interpretations.

3Beware of assuming too much irreducibility about such a curve. Just because I is prime does
not mean that I remains prime when we extend the scalars and work with an algebraic closure kalg
of k. For example, X2+Y 2 is an affine curve irreducible over R, but it factors as (X + iY )(X − iY )
over C and is therefore not irreducible over C.

4This change of context for the word “curve” from the definition in Chapter VIII is appropriate
because of a change of emphasis: we shall nowbe studying an associated functionfield rather than the
defining ideal. The word “curve” will undergo a genuine change in meaning in Chapter X: because
of the Nullstellensatz, classical algebraic geometry in the form to be discussed in much of Chapter X
places emphasis on zero loci defined by prime ideals of polynomials over an algebraically closed
field, and it will be convenient to define the curve to be the zero locus rather than the defining ideal.

5In Chapter X we shall introduce two distinct notions of sameness for the zero loci under the
assumption that the field is algebraically closed, namely “isomorphism”and “birational equivalence.”
The first is a refinement of the second. Birational equivalence will turn out to mean that the function
fields are isomorphic. An important theorem says that each birational equivalence class of irreducible
curves contains one and only one isomorphism class of curves that are everywhere nonsingular in
the sense of Section VII.5.
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What to expect from the study. When k is not necessarily algebraically closed,
these interpretations break down, at least to some extent. Yet the main theorem of
the chapter, the Riemann–RochTheorem, is still geared to the geometric interpre-
tation of discrete valuations in terms of poles and zeros. One may reasonably ask
why one goes to the trouble of working in such a general context that the theory no
longer has its geometric interpretation. The answer is that the investigation is to
be regarded as one in number theory, not in geometry. For example, studying an
affine plane curve over a fieldFp is the same as studying solutions of congruences
in two variables modulo a prime. Studying such a curve over the p-adic fieldQp
is the same as studying solutions of such congruences modulo arbitrary powers
of p. The Riemann–Roch Theorem is actually the first serious aid in making this
study. The present chapter therefore does not constitute such a study; it merely
prepares one for such a study. In addition, there is a side benefit to understanding
the number theory that arises this way: the methods and results of this subject
and of algebraic number theory have enough in common that the methods and
results for each suggest methods and results for the other.
An especially tantalizing example of this phenomenon concerns zeta functions.

The zeros with 0 < Re s ≤ 1 for the Riemann zeta function, which is the
meromorphic continuation to C of ≥(s) =

P∞
n=1 n−s =

Q
p prime (1 − p−s)−1,

influence the error term in the distribution of the primes as asserted by the Prime
Number Theorem. The classical Riemann hypothesis is the statement that the
only such zeros occur on the line Re s = 1

2 ; it implies a high level of control of
this error term. There is a corresponding zeta function for any algebraic number
field, and to it corresponds a version of the Riemann hypothesis appropriate for
prime ideals for the number field. Proofs or counterexamples for these versions
of the Riemann hypothesis have been sought for more than a century.
Meanwhile, one can formulate a Riemann hypothesis for any function field

in one variable over any finite field, and again the statement has consequences
for the distribution of prime ideals. This time, however, the Riemann hypothesis
is a theorem, stated and proved by A. Weil in 1940. One might hope that the
methodsused forWeil’s theoremcould shed enough light on the classicalRiemann
hypothesis to lead to a proof, but to date this has not happened.

Key observation to be used during the study. In the next section we shall
make systematic use of the following construction for any function field F in
one variable over the field k. If x is any element of F transcendental over k,
then the only discrete valuations of F defined over k that take a nonzero value
on x may be described as follows. Let R be the integral closure of k[x] in F,
and let R0 be the integral closure of k[x−1] in F. Then R and R0 are Dedekind
domains by Corollary 7.14, whether or not F is a separable extension of k(x).
Both have F as field of fractions. Let the ideals x R of R and x−1R0 of R0 have
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prime decompositions x R = Pe11 · · · Pegg and x−1R0 = Qe0
1
1 · · · Q

e0
g0

g0 . Then the
valuations vPi for 1 ≤ i ≤ g and vQj for 1 ≤ j ≤ g0 defined by Pi and Qj have
vPi (x) = ei and vQj (x) = −e0

j , and no other discrete valuation ofF that is defined
over k takes a nonzero value on x . This observation follows from Corollary 6.10
and the definition of the discrete valuation associated with a nonzero prime ideal
in a Dedekind domain.

2. Divisors

Let k be a field, and let F be a function field in one variable over k. The first step
is one of normalization: there is no loss of generality in replacing k by the larger
field k0 of all elements F that are algebraic over k.6

Proposition 9.1. Let F be a function field in one variable over k, and let k0 be
the subfield of all elements in F algebraic over k. If x is in F×, then every discrete
valuation of F defined over k vanishes on x if and only if x is in k0. Consequently
F is automatically a function field in one variable over k0, and as such, its discrete
valuations defined over k0 coincide with its discrete valuations defined over k.
PROOF. If x ∈ F is transcendental over k, then the observation at the end

of Section 1 produces discrete valuations of F defined over k that take nonzero
values on x . Conversely if x ∈ F× is algebraic over k, we argue by contradiction.
We may assume that x 6= 0. Suppose that v is a discrete valuation of F defined
over k such that v(x) 6= 0. Possibly replacing x by x−1, we may assume that
v(x) > 0. Being nonzero algebraic over k, x satisfies a polynomial equation

amxm + am−1xm−1 + · · · + a1x + a0 = 0
with all aj ∈ k and with a0 6= 0. For each j with aj 6= 0, we have v(aj x j ) =
v(aj ) + jv(x) = jv(x) > 0. If aj = 0, then v(aj x j ) = ∞ > 0. Thus
v(amxm +am−1xm−1+· · ·+a1x) > 0. Since v(a0) = 0, property (vi) of discrete
valuations in Section VI.2 shows that

v
°
(amxm + am−1xm−1 + · · · + a1x) + a0

¢
= v(a0) = 0 6= ∞ = v(0),

contradiction.
The conclusions in the last sentence of the proposition now follow: Since F

is generated over F by finitely many elements x1, . . . , xn , it is generated over
k0 by the same elements. Moreover, any element of F transcendental over k is
transcendental over k0, since k0 is algebraic over k. Thus F is a function field in
one variable over k0. The first paragraph of the proof shows that every discrete
valuation of F defined over k is defined over k0, and the converse statement is
immediate from the definition. §

6The field k0 is called the field of constants by some authors.
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In accordance with Proposition 9.1, there is no loss of generality in replacing
k by k0 throughout. Changing notation,we assume henceforth that F is a function
field in one variable defined over k and that every element of F not in k is
transcendental over k. These hypotheses will not be repeated for each result.
Suppressingk in the notation, we denote byVF the set of all discrete valuations

of F defined over k. A divisor is any member of the free abelian group DF on
VF. Elements of DF will be written additively,7 and thus a typical member of DF
is

A =
X

v∈VF

nvv

with only finitelymany of the integers nv nonzero. Wewrite ordv A for the integer
nv, calling it the order of A at v. The identity element of DF is called zero and
is denoted by 0.
Each x in F× defines a principal divisor (x) by the formula

(x) =
X

v∈VF

v(x)v.

We verify that (x) is indeed a divisor by showing that v(x) is nonzero for only
finitelymany v inVF. For x ink, v(x) = 0 for all v. All other x are transcendental
over k, and the observation at the end of Section 1 shows that exactly g + g0

members of VF are nonzero on x , where g and g0 are certain positive integers
depending on x .
It is sometimes convenient to decompose (x) as a particular difference of two

divisors, writing (x) = (x)0 − (x)∞ with

(x)0 =
X

v∈VF,
v(x)>0

v(x)v and (x)∞ =
X

v∈VF,
v(x)<0

(−v(x))v.

This notation is motivated by the interpretation of (x) for the case k = C, which
is discussed in an example below.
Because of the formula v(xy) = v(x) + v(y), the set of principal divisors is a

subgroup PF of DF, and the mapping x 7→ (x) is a group homomorphism of F×

onto PF. The quotient CF = DF/PF is called the group of divisor classes of F
over k.

EXAMPLE. k = C. This is the setting of a compact Riemann surface, provided
we take for granted that every compact Riemann surface can be realized as a
nonsingularprojective curve overC. ThefieldF is thefieldof globalmeromorphic

7Some authors use a multiplicative notation.
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functions on the surface. A principal divisor can be viewed as a compilation of
the orders of the zeros and poles of a nonzero global meromorphic function: each
member of VF corresponds to a point of the surface, and the order of a principal
divisor (x) with x ∈ F× at a point is positive if the meromorphic function x has
a zero at the point, negative if x has a pole there. It is known that the sum of the
orders of all the zeros of a nonzero global meromorphic function equals the sum
of the orders of all the poles. In the current framework the statement is that the
sum over v(x) is 0 for every x ∈ F× when k = C.

Theorem 9.3 will generalize the fact about compact Riemann surfaces thatP
v∈VF

v(x) = 0 for every x ∈ F× when k = C. When C is replaced by a more
general field that is not necessarily algebraically closed, Proposition 6.9 already
shows that the terms v(x) in the corresponding sumhave to beweighted by certain
integers in order to yield sum 0. These integers are dimensions that are shown to
be finite in the next proposition.

Proposition 9.2. Let v be any discrete valuation of F defined over k, let Rv be
the valuation ring, and let Pv be the valuation ideal. Then Rv and Pv are k vector
spaces, and dimk Rv/Pv is finite.

REMARKS. The integer fv = dimk Rv/Pv is called the residue class degree of
the valuation v. The proof gives a method for computing fv, and we shall make
use of this method shortly in proving Theorem 9.3.

PROOF. The fact that Rv and Pv are k vector spaces is immediate from
Proposition 9.1. Since v is not identically zero, there exists some x ∈ F with
v(x) 6= 0, and x is transcendental by Proposition 9.1. Possibly replacing x by
x−1, we may assume that v(x) > 0. The observation at the end of Section 1
classifies those members of VF taking positive values on x . In that notation we
decompose (x)R as Pe11 · · · Pegg , and v is the valuation defined by Pj for some j .
Theorem 6.5e shows that Rv/Pv

∼= R/Pj . Since x is prime in k[x], the general
theory of extensions of Dedekind domains shows that Pj ∩k[x] = xk[x] and that
f j = dimk[x]/(x)(R/Pj ) is finite. The field k[x]/(x) is isomorphic to k, and thus
the dimension over k of Rv/Pv

∼= R/Pj is f j . §

The degree of a divisor A is the integer deg A =
P

v∈VF
fv ordv(A), where

fv is the residue class degree of v as defined in the remarks with Proposition
9.2. Degree is a homomorphism of DF into Z. We shall prove in Theorem
9.3 that principal divisors have degree 0. This result extends Proposition 6.9,
which handles the special case of the function field k(x). Theorem 9.3 may be
regarded as a function-field analog of the Artin product formula (Theorem 6.51)
for number fields, but the proof is much easier for function fields because we can
take advantage of the observation at the end of Section 1.
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Theorem 9.3. The degree of every principal divisor is 0. In more detail, if (x)
is a principal divisor with x not in k, then deg(x)0 = deg(x)∞ = dimk(x) F, and
hence deg(x) = deg(x)0 − deg(x)∞ = 0.

PROOF. If x is in k×, then Proposition 9.1 shows that v(x) = 0 for every
v ∈ VF, and hence deg(x) = 0. Thus we may assume that x is transcendental
over k. Applying the observation at the end of Section 1 and using the notation
from there, we know that the only v’s for which v(x) 6= 0 are the ones relative to
the prime ideals Pi of R and the prime ideals Qj of R0 such that

x R = Pe11 · · · Pegg and x−1R0 = Qe0
1
1 · · · Q

e0
g0
g . (∗)

Moreover, vPi (x) = ei and vQj (x) = −e0
j . In addition, the proof of Proposition

9.2 showed that the respective residue class degrees are the usual indices fi and
f 0
j associated to the decompositions (∗). Thus

deg(x)0 =
gP

i=1
fi ei and deg(x)∞ =

g0P

j=1
f 0
j e

0
j .

Two applications of Theorem 9.60 of Basic Algebra show that

gP

i=1
fi ei = dimk(x) F and

g0P

j=1
f 0
j e

0
j = dimk(x−1) F.

Thus deg(x)0 = dimk(x) F, and deg(x)∞ = dimk(x−1) F. The theorem therefore
follows from the fact that k(x) = k(x−1). §

Let DF,0 be the subgroup of all divisors of degree 0. Theorem 9.3 shows
that PF ⊆ DF,0. The quotient CF,0 = DF,0/PF is therefore a subgroup of
CF = DF/PF and is the group of all divisor classes of degree 0. This is a
function-field analog of the class group for an algebraic number field; it can be
shown to be finite if k is a finite field but it not if k is an arbitrary field.

3. Genus

In this section, F denotes a function field in one variable over a field k, and we
assume that every element of F outside k is transcendental over k. We continue
with the notationVF, DF, fv, ordv A, deg A, and (x) for x ∈ F×, all as in Section2.
If we were studying only what happens with k = C, we would be interested

in the vector space of all meromorphic functions whose poles are limited to a
certain finite set of points and are limited to some particular order at each of those
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points. The underlying compact Riemann surface is an ordinary closed orientable
2-dimensional manifold, and the dimensions of these spaces of meromorphic
functions turn out to control the genus of this manifold. For general k, we study
the natural generalization of this situation.8 The vector spaces of interest are
defined in terms of divisors, and we will be led to a natural definition of genus of
the curve under study.
We introduce a partial ordering on DF by saying that two divisors A and B

have A ≤ B if ordv A ≤ ordv B for all v ∈ VF. The inequality B ∏ A is to
mean the same thing as A ≤ B. If A ≤ B and A0 ≤ B 0, then A + A0 ≤ B + B 0

because ordv(A+ A0) = ordv A+ ordv A0 ≤ ordv B + ordv B 0 = ordv(B + B 0).
If A ≤ B, then −A ∏ −B.
For each divisor A, we shall study the k vector space

L(A) = {0} ∪
©
x ∈ F× | (x) ∏ −A

™
=

©
x ∈ F | v(x) ∏ − ordv A

™
.

For x 6= 0, we can think of v(x) as telling the order of the zero of x at a point
corresponding to v. In that spirit, if A ∏ 0, then L(A) consists of all functions
whose poles are limited to the set of v’s forwhich ordv A 6= 0, with the order of the
pole bounded above by the number ordv A. For general A, a similar interpretation
is valid, except that the members of L(A) are required also to vanish at certain
points at least to certain orders.
We shall suppress any name for the function that embeds VF in DF. Thus

for example if v0 is in VF, then L(v0) refers to L(A) for the divisor A such that
ordv0 A = 1 and ordv A = 0 when v 6= v0.

Corollary 9.4. L(0) = k, and L(A) = 0 if A is a nonzero divisor with A ≤ 0.

PROOF. If A ≤ 0 is nontrivial and if x ∈ F× were to have (x) ∏ −A, then we
would have deg(x) ∏ − deg A > 0, in contradiction to the conclusiondeg(x) = 0
of Theorem 9.3. Thus L(A) = 0. Next, we have

L(0) =
©
x ∈ F× | v(x) = 0 for all x

™
∪

S

v∈VF

L(−v).

The first term on the right side is k×, and the second term gives 0 by what we
have just proved. Hence L(0) = k. §

If A ≤ B, then it follows from the definition that L(A) ⊆ L(B). We shall
be interested in how much L(B) increases when B increases. This change is
measured by what happens to the quotient space L(B)/L(A). The key case is
that B = A + v0 for some v0 ∈ VF, and we treat that in the following lemma.

8In doing so, we follow the approach in the book by Villa Salvador, Chapter 3, but with different
notation.
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Lemma 9.5. If A is a divisor and v0 is in VF, then

dimk L(A + v0)/L(A) ≤ fv0 = deg v0.

PROOF. Put f = fv0 , let Rv0 be the valuation ring of v0, and let Pv0 be the
valuation ideal of v0. Since v0 carries F× onto Z, we can choose an element
y ∈ F× with v0(y) = ordv0(A + v0).
Let f + 1 members x1, . . . , x f+1 of L(A+ v0) be given. We shall produce an

equation of linear dependence among the cosets xi + L(A), and this will prove
the lemma. Computation gives

v0(xi y) = v0(xi ) + v0(y) = v0(xi ) + ordv0(A + v0) ∏ 0

for 1 ≤ i ≤ f + 1, since xi is in L(A + v0). Hence xi y is in Rv0 . Since
dimk(Rv0/Pv0) = f , there exist members c1, . . . , cf+1 of k not all 0 such that
P f+1

i=1 ci (xi y+Pv0) = Pv0 , i.e., such that
P f+1

i=1 ci xi y lies in Pv0 . Then
P f+1

i=1 ci xi
lies in y−1Pv0 , and

v0
° f+1P

i=1
ci xi

¢
∏ −v0(y) + 1 = − ordv0(A + v0) + 1 = − ordv0 A. (∗)

Since each xi is in L(A + v0), so is
P f+1

i=1 ci xi . This fact and (∗) together show
that

P f+1
i=1 ci xi is in L(A), i.e., that

P f+1
i=1 ci xi + L(A) is the 0 coset. This proves

the desired linear dependence and shows that dimk L(A + v0)/L(A) ≤ f . §

Theorem 9.6. If A and B are divisors such that A ≤ B, then L(B)/L(A) is
finite-dimensional over k with

dimk L(B)/L(A) ≤ deg B − deg A.

Moreover, L(A) and L(B) are separately finite-dimensional over k, and conse-
quently

dimk L(B) − deg B ≤ dimk L(A) − deg A.

REMARKS. We define `(A) = dimk L(A). This is finite by the theorem, and
the resulting inequality of the theorem is that

`(B) − deg B ≤ `(A) − deg A.

PROOF. The first conclusion is immediate from Lemma 9.5 by induction
on

P
v (ordv B − ordv A). Fixing a reference point v0 in VF and taking A =
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P
ordv B≤0(ordv B)v − v0 and applying Corollary 9.4 to A, we see that L(A) = 0.

Therefore the first conclusion specializes to

dimk L(B) − deg B ≤ − deg A.

Since dimk L(B) is certainly nonnegative, this inequality implies that L(B) is
finite-dimensional. Then we can expand the left side of the first conclusion of the
theorem to obtain

dimk L(B) − dimk L(A) = deg B − deg A,

and the proof is complete. §

The theorem identifies `(B)−deg B as a quantity of interestwhenwe are trying
to understand a divisor B. We shall undertake a study of this quantity, beginning
first with the case of a divisor B equal to a multiple of the pole part (x)∞ of a
principal divisor (x). Recall that the signs are arranged to have (x)∞ ∏ 0.

Lemma 9.7. For each x in F that is not in k, there exists a constant Cx such
that the multiple p(x)∞ of (x)∞ satisfies

`
°
p(x)∞

¢
− deg

°
p(x)∞

¢
∏ Cx

for every integer p.

PROOF. Applying the observation at the end of Section 1, we form the integral
closure R of k[x] in F and the integral closure R0 of k[x−1] in F. The discrete
valuations v for which v(x) < 0 are exactly those arising from prime ideals in
the prime decomposition of x−1k[x−1], according to Corollary 6.10. Specifi-
cally the ideal x−1k[x−1] in R0 decomposes as a product Qe0

1
1 · · · Q

e0
g0

g0 , and the
corresponding discrete valuations have vQk (x−1) = e0

k . Theorem 9.3 shows that
deg(x)∞ = dimk(x) F.
Let n = dimk(x) F. Choose a basis y1, . . . , yn of F over k(x) consisting of

members of R. Each v arising from a prime ideal of R has v(yj ) ∏ 0 for
1 ≤ j ≤ n by Proposition 6.7. The remaining v’s all have v(x) < 0, and
therefore there exists an integer k ∏ 0 such that v(yj ) ∏ kv(x) for 1 ≤ j ≤ n and
for all these remaining v’s. For this value of the integer k, the elements y1, . . . , yn
all lie in L(k(x)∞).
Let m ∏ 0 be arbitrary. The v’s coming from some Qk , i.e., those with

v(x) < 0, have v(xi ) ∏ v(xm) whenever 0 ≤ i ≤ m, and the remaining v’s,
i.e., those with v(x) ∏ 0, all have v(xi ) ∏ 0 for 0 ≤ i ≤ m. Therefore
1, x, x2, . . . , xm all lie in L((xm)∞) = L(m(x)∞).



538 IX. The Number Theory of Algebraic Curves

Multiplying, we see that xi yj lies in L
°
(k + m)(x)∞

¢
for 0 ≤ i ≤ m and

1 ≤ j ≤ n. These elements xi yj are linearly independent over k, and therefore

`
°
(k + m)(x)∞

¢
∏ (m + 1)n = (m + 1) deg(x)∞.

Since deg is a homomorphism from DF into Z,

deg
°
(k + m)(x)∞

¢
= (k + m) deg(x)∞.

Therefore each m ∏ 0 has

`
°
(k + m)(x)∞

¢
− deg

°
(k + m)(x)∞

¢
∏ (m + 1− k − m) deg(x)∞
= (1− k) deg(x)∞.

We have therefore proved that

`(q(x)∞) − deg(q(x)∞) ∏ (1− k) deg(x)∞

for all integers q that are sufficiently positive. If p is any integer, we can find q
as above with p ≤ q. Then p(x)∞ ≤ q(x)∞, and Theorem 9.6 shows that

(1− k) deg(x)∞ ≤ `(q(x)∞) − deg(q(x)∞) ≤ `(p(x)∞) − deg(p(x)∞).

This proves the lemma with Cx = (1− k) deg(x)∞. §

Lemma 9.8. If A is any divisor and x is anymember ofF×, then L((x)+ A) ∼=
L(A) canonically. Therefore `((x) + A) = `(A). In addition, deg((x) + A) =
deg A.
PROOF. Define a k linear mapping ϕ : L(A) → F by ϕ(y) = x−1y. This is

certainly one-one, and its image is contained in L((x)+A) because any nonzero z
in L(A) has (z) ∏ −A and then also (x−1z) = −(x)+(z) ∏ −(x)−A. Similarly
√(y) = xy is one-one and carries L((x)+ A) into L(A). By inspection,√ϕ = 1
and ϕ√ = 1. Therefore L((x) + A) and L(A) are canonically isomorphic
and have the same dimension over k. For the last conclusion, deg((x) + A) =
deg(x) + deg A = deg A by Theorem 9.3. §

Theorem 9.9 (Riemann’s inequality). For each x in F that is not in k, let gx
be the integer such that 1− gx is the largest possible Cx with

`
°
p(x)∞

¢
− deg

°
p(x)∞

¢
∏ Cx

for every integer p. Then
(a) the integer g = gx is independent of x ,
(b) g is ∏ 0,
(c) `(A) − deg A ∏ 1− g for every divisor A.
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REMARKS. The integer gx in the theorem exists by Lemma 9.7. Once it has
been proved to be an integer g independent of x , it is called the genus of the
function field F over k.

PROOF. We begin by proving (c) with g replaced by gx . Let Cx be any integer
with the property that `(p(x)∞) − deg(p(x)∞) ∏ Cx for all p. If a divisor A
is given, we can write A = A0 − A∞, where A0 =

P
ordv A>0 (ordv A)v and

A∞ =
P

ordv A<0 (− ordv A)v. Then A ≤ A0, and Theorem 9.6 shows that
`(A) − deg A ∏ `(A0) − deg A0. Thus it is enough to prove (c) for A0. Let p be
any integer∏ 0. Since A0 ∏ 0, we have p(x)∞ − A0 ≤ p(x)∞. Hence a second
application of Theorem 9.6 shows that

`
°
p(x)∞ − A0

¢
− deg

°
p(x)∞ − A0

¢
∏ `

°
p(x)∞

¢
− deg

°
p(x)∞

¢
∏ Cx .

Since deg is a homomorphism, this inequality implies that

`
°
p(x)∞ − A0

¢
∏ Cx + p deg(x)∞ − deg A0.

Fix an integer p large enough for the right side to be positive. For this p, the
vector space L(p(x)∞ − A0) is nonzero; let y be a nonzero member of it. This
y has (y) ∏ −(p(x)∞ − A0), and hence p(x)∞ ∏ A0 − (y). A third application
of Theorem 9.6, in combination with Lemma 9.8, shows that

`
°
p(x)∞

¢
− deg

°
p(x)∞

¢
≤ `(A0 − (y)) − deg(A0 − (y))
= `(A0) − deg A0.

The left side is ∏ Cx , and hence `(A0) − deg A0 ∏ Cx . Therefore

`(A) − deg A ∏ Cx (∗)

for every divisor A. Since one choice of Cx is 1− gx , this proves (c).
Taking A = p(y)∞, we see that the best Cy has Cy ∏ Cx . Since the roles of

x and y can be interchanged, this proves (a). Finally if we take A = 0 in (c) and
apply Corollary 9.4, we see that 1− 0 ∏ 1− g. Thus g ∏ 0. This proves (b). §

EXAMPLES OF GENUS.
(1) F = k(x) for a transcendental x . In the proof of Lemma 9.7, we have

n = 1 and can take y1 = 1. Then k = 0, and the proof of the lemma shows that
the inequality of the lemma holds with Cx = (1 − 0) deg(x)∞ = 1. Therefore
1− g ∏ Cx = 1, and g ≤ 0. So g = 0 by Theorem 9.9b.
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(2) F = C[x, y]/(y2− x4+ 1). This example was discussed in Section 1, and
we have x−1R0 = P1P2 with P1 = (x−1, x−2y + 1) and P2 = (x−1, x−2y − 1).
Thecorrespondingvaluations thereforehavevP1(x) = vP2(x) = −1. Meanwhile,
the elements 1 and y form a basis of F over k(x). The element 1 has vP1(1) =
vP2(1) = 0; so 1 is in L(p(x)∞) for every p ∏ 0. Since x−2y is the sum of a
generator of P1 and a generator of P2, x−2y lies in R0. Write (x−2y) = I1 · · · Il ,
where each Ij is a prime ideal in R0. Since x−2y and P1 together generate 1,
P1 is not one of the ideals Ij . Similarly P2 is not one of the Ij ’s. Thus (y) =
(x−1)−2(x−2y) = (P1P2)−2 I1 · · · Il , and we obtain vP1(y) = vP2(y) = −2.
Hence y lies in L(2(x)∞), and we can take k = 2 in the proof of Lemma 9.7. For
this k, we have Cx = (1− 2) deg(x)∞ = −2. Therefore 1− g ∏ Cx = −2, and
g ≤ 3. In fact, g = 1 here, as a special case of the next example. Thus a routine
use of the estimate from Lemma 9.7 has its limitations.
(3)F = k[x, y]/(y2− p(x)), where p(x) is a square-free polynomial of degree

m and k has characteristic 6= 2. Then g = 1
2m−1 ifm is even and g = 1

2 (m−1)
if m is odd. This computation will be carried out in Problems 12–20 at the end
of the chapter.

Theorem 9.9 gives the lower bound of 1− g for `(A) − deg A for all divisors
A. There is also an upper bound, with the proviso that L(A) 6= 0.

Proposition 9.10. If A is any divisor such that L(A) 6= 0, then

`(A) − deg A ≤ 1.

Hence any divisor A with deg A ≤ −1 has `(A) = 0.

PROOF. Let y be a member of F× that lies in L(A). Then every v ∈ VF has
v(y) ∏ − ordv A and hence 0 ∏ − ordv A − v(y) = − ordv(A + (y)). This
inequality says that A + (y) ∏ 0. Then Corollary 9.4 and Theorem 9.6 together
give

1 = `(0) − deg 0 ∏ `(A + (y)) − deg(A + (y)),

and the right side equals `(A) − deg A by Lemma 9.8. Then 1 − deg A ≤
`(A) − deg A ≤ 1, and we must have deg A ∏ 0 whenever `(A) ∏ 1. §

4. Riemann–Roch Theorem

Riemann’s inequality, proved in Section 3, shows that every divisor A satisfies
`(A)−deg A ∏ 1−g, where g is the genusof the curve in question. TheRiemann–
Roch Theorem, to be proved in the present section, gives an interpretation for the
difference between the two sides of the inequality.
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In the classical settingof compactRiemann surfaces, the proof of theRiemann–
Roch Theorem makes use of meromorphic differential forms, sometimes called
abelian differentials by complex analysts. Meromorphic differential forms are
objects that locally look like f (z) dz, where z is a local coordinate and f (z)
is a meromorphic function, and that fit together to be globally defined on the
complex manifold. What the formula f (z) dz = g(w) dw for fitting together
means that in the overlap of the regions for two local coordinates z and w,
f (z) dz = g(w(z)) dw

dz dz holds and hence f (z) = g(w(z)) dw
dz . In the language

of differential geometry, a meromorphic differential form is a meromorphic sec-
tion of the cotangent bundle of the complex manifold. An important step that
has to be carried out to make these differential forms useful is to prove a version
of the Residue Theorem. This theorem says that the sum over all points of the
manifold of the residues of the differential form is 0, the residue of f (z) dz at
the point corresponding to z = 0 being the coefficient of z−1 in the Laurent
expansion9 of f (z) about 0. Once this theorem is in hand, one can begin to prove
the Riemann–Roch Theorem.
In our present setting with the function field F in one variable over k, it is not

too hard to define an analog of meromorphic differential forms and to establish
that they behave the way one would expect from differential calculus. In order
to make use of these forms, one has to prove an analog of the Residue Theorem,
and doing so requires some hard work. A. Weil discovered that this construction
could be bypassed and that one could prove the theorem directly. The idea is to
introduce the tool that differential formsmake available and to skip the differential
forms themselves.
It is worth understanding this background in a little more detail because oth-

erwise the proof below may seem very strange indeed. To fix the ideas for this
background only, suppose that the base field k is algebraically closed. Let us
recall that elements of VF are meant to correspond to points of a zero locus in
projective space, at least when the curve is everywhere nonsingular. We write
this correspondence as v 7→ p(v). A local coordinate about p(v) is denoted
by a symbol like z classically, and in the setup with valuations, it is simply a
member of the valuation ideal of v with v(z) = 1. A differential form that is
given locally by classical expressions like f (z) dz attaches to each v in VF the
function gv 7→ Residuep(v)(gv f dz), where gv is any Laurent expansion about
p(v).
Classically this Laurent expansion is to be convergent in some deleted neigh-

borhood of p(v), and it involves only finitely many negative powers of the
local coordinate. The assumption that it converges is not important because
if v( f ) = n, then the only powers of z whose coefficients in gv affect the residue
at p(v) are the kth powers for k+ n ≤ −1. Thus the assumption on gv is that it is

9One has to show that this coefficient is independent of the choice of the local coordinate.
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a member of the Laurent series field k((z)). To compute the residue for gv f dz,
we need to know how to interpret f (z) as a Laurent series about p(v). Let Rv

be the valuation ring of v, and let Pv be the valuation ideal. The field Rv/Pv is
a finite extension of k and must be isomorphic to k because k is algebraically
closed. For each c ∈ k, choose a member ac ∈ Rv such that the coset a + Pv

corresponds to c; we may assume that a0 = 0. Denote the set of these elements
ac by Rk. If v( f ) = n, then h = z−n f is in Rv, and thus some unique a0 in
Rk has the property that h − a0 is in Pv. Hence z−1(h − a0) is in Rv, and some
unique a1 in Rk has the property that z−1(h − a0) − a1 is in Pv. From this,
z−1(z−1(h − a0) − a1) is in Rv, and we can continue to subtract members of
Rk and divide by z in this way. The result is that h = a0 + a1z + a2z2 + · · ·
in the sense that v(h − a0 − a1z − · · · − akzk) ∏ k + 1 for every k. Therefore
f = znh = zn(a0+a1z+a2z2+· · · ). If we replace each ak by the corresponding
member ck of k, then zn(c0 + c1z + c2z2 + · · · ) is the member of k((z)) that we
associate to f .
With this identification in place, we can regard the given differential form as

yielding a k linear function

Residue :
Y

v∈VF

k((z)) →
Y

v∈VF

k.

We want to cut down the domain of this mapping so the sum of the residues is
meaningful for everymember of the image. The local expressions f (z) dz involve
onlyfinitelymanypoles in a neighborhoodof eachpoint, and compactness implies
that there are only finitely many such points globally. Except at these points the
residue of gv f dz can be nonzero only if gv has a pole at p(v). Thus we can
ensure that the sum of the residues is meaningful if we assume that v(gv) ∏ 0
except for finitely many v.
For algebraic purposes the domain is still unnecessarily large. Since each

local coordinate in the algebraic realization is actually a member of F, the only
members of k((z)) that we need to handle at each point are the members of F.
So let A∗

F =
Q

v∈VF
F, and let AF be the k subspace of all members {gv} of the

product such that v(gv) < 0 only finitely often. Then the differential form gives
us a k linear functional

Sum of Residues : AF → k.

Wehave seen that if the differential form is given by f (z) dz locally near p(v) and
if v(gv) ∏ −v( f ), then the residue is 0 at p(v). Hence there is some divisor A,
depending on the differential form, such that if v(gv) ∏ − ordv A for all v ∈ VF,
then all residues are 0 and the sum of the residues is 0. Consequently the kernel
of the sum-of-residues map associated to the differential form contains all tuples
{gv} of AF such that v(gv) ∏ − ordv A for this divisor A and all v.
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Finally there is one more classical fact to bring into play. This is the Residue
Theorem itself, saying that the sum of the residues is zero for any meromorphic
differential form. If {gv} is actually a constant tuple with gv = h for some h ∈ F,
then the sum-of-residues map as defined above is giving us the classical sum of
residues for the product of h and the given differential form. This sum is zero. In
other words, every member of the diagonally embedded F inAF lies in the kernel
of the sum-of-residues map associated to the differential form.
Weil’s idea in anutshell is that insteadof developingdifferential forms,working

with residues, and proving the consequence of the Residue Theorem, one should
just start with any abstract linear functional on AF that satisfies the conditions
that we noted above. Then the Riemann–Roch Theorem drops out fairly easily.
This is the approach we shall follow. The abstract kind of linear functional on
AF will be called a “differential” in what follows, as a reminder of the classical
object that lies behind it.10

Without further ado, we proceed with the Riemann–Roch Theorem. In this
section, F denotes a function field in one variable over a field k, and we assume
that every element of F outside k is transcendental over k. We continue with the
notation VF, DF, fv, ordv A, deg A, and (x) for x ∈ F×, all as in Sections 2–3,
and with the notation L(A) and `(A) as in Section 3. If A is a divisor, we let

δ(A) = `(A) − deg A − (1− g).

Riemann’s inequality (Theorem 9.9) implies that δ(A) ∏ 0 for all A’s and that
δ(A) = 0 for some A’s. We seek an interpretation of δ(A).
Let A∗

F be the ring of all functions from VF into F, with the operations taken
pointwise. It is customary to write such a function ξ as v 7→ ξv rather than as
v 7→ ξ(v). Let AF be the subring11 of all members ξ of A∗

F such that v(ξv) < 0
for only finitely many v in VF. We shall treat AF as an infinite-dimensional
associative k algebra with identity.
Consider the diagonalmap1 : F → AF defined by the formula1(x)v = x for

all x ∈ F. Under this map, the member x of F goes to the function whose value
at each v is x . The reason that1(x) is inAF and not justA∗

F is that v(x) < 0 for
only finitely many v ∈ VF. The map 1 is a one-one k algebra homomorphism.

10Weil’s argument dates to 1935. It appears in book form inWeil’s Basic Number Theory, where
the details are carried out when k is a finite field and where comments are made for general k. Lang
simplified Weil’s argument and wrote it down for algebraically closed fields k in his Introduction
to Algebraic and Abelian Functions. A version of this argument for general k appears in Villa
Salvador’s book. The present exposition benefits from all three of these books.

11For readers familiar with Section VI.10, the notation is intended to hint at “adeles” of F.
However, completions and topologies will play no role in the construction.
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For each divisor A, define

L(A) =
©
ξ ∈ AF | v(ξv) ∏ − ordv(A)

™
.

It is immediate from the definitions that

L(A) ∩ 1(F) = 1(L(A)).

Let us see that

A ≤ B if and only if L(A) ⊆ L(B).

In fact, the “only if” part of the statement is evident. Conversely suppose that
L(A) ⊆ L(B). Choose for each v ∈ VF an element πv in F with v(πv) = 1. The
function ξA : VF → F defined by (ξA)v = π− ordv A has v((ξA)v) = − ordv A
and lies in AF, since ordv A is nonzero for only finitely many v. The definitions
show that ξA lies in L(A), hence in L(B). Thus − ordv(A) = v((ξA)v) ∏
− ordv B, ordv A ≤ ordv B, and A ≤ B. This proves the “if” part of the
displayed equivalence. If we apply the equivalence twice, we see that

A = B if and only if L(A) = L(B).

Let us take note of two operations on divisors A and the effect of these oper-
ations on the spaces L(A). If A and B are divisors, we define C = min(A, B)
pointwise by the formula ordv C = min(ordv A, ordv B). Then C is a divisor
with C ≤ A and C ≤ B. Thus L(C) ⊆ L(A) and L(C) ⊆ L(B), and we
consequently obtain

L(min(A, B)) ⊆ L(A) ∩ L(B).

Still with A and B as divisors, we define C = max(A, B) pointwise by the
formula ordv C = max(ordv A, ordv B). Then A ⊆ C and B ⊆ C , from which
we obtain L(A) ⊆ L(C) and L(B) ⊆ L(C). This proves the inclusion ⊆ in the
identity

L(A) + L(B) = L(max(A, B)).

To prove ⊇, let ξ be in L(max(A, B)). We shall decompose ξ as a sum η + ≥ in
L(A) + L(B) with one of ηv and ≥v equal to 0 for each v. Let v be given. Since
ξ is in L(max(A, B)), v(ξv) ∏ − ordv(max(A, B)) = −max(ordv A, ordv B).
That is,−v(ξv) ≤ max(ordv A, ordv B). If−v(ξv) ≤ ordv A, then define ηv = ξv

and ≥v = 0; otherwise, we have −v(ξv) ≤ ordv B, and we define ηv = 0 and
≥v = ξv. Then v(ηv) ∏ − ordv A for all v, and v(≥v) ∏ − ordv B for all v. This
proves ⊇ in the displayed formula.
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Lemma 9.11. If A and B are divisors with A ≤ B, then

dimk
°
L(B)/L(A)

¢
= deg B − deg A.

PROOF. Proceeding inductively, we see that it is enough to handle the case that
B = A + v0, where v0 is in VF. Thus we are to show that

dimk
°
L(A + v0)/L(A)

¢
= fv0 = deg(v0). (∗)

Put f = fv0 , let Rv0 be the valuation ring of v0, and let Pv0 be the valuation ideal
of v0. To prove≤ in (∗), we argue as in the proof of Lemma 9.5. Since v0 carries
F× onto Z, we can choose an element y ∈ F× with v0(y) = ordv0(A + v0).
Let f + 1 members ξ (1), . . . , ξ ( f+1) of L(A+ v0) be given. We shall produce

an equation of linear dependence among the cosets ξ (i) + L(A), and this will
prove ≤ in (∗). Computation gives

v0(ξ
(i)
v0
y) = v0(ξ

(i)
v0

) + v0(y) = v0(ξ
(i)
v0

) + ordv0(A + v0) ∏ 0

for 1 ≤ i ≤ f + 1, with the inequality at the right holding because ξ (i) is
in L(A + v0). Hence ξ (i)

v0
y is in Rv0 . Since dimk(Rv0/Pv0) = f , there exist

members c1, . . . , cf+1 of k not all 0 such that
P f+1

i=1 ci (ξ (i)
v0
y + Pv0) = Pv0 , i.e.,

such that
P f+1

i=1 ciξ (i)
v0
y lies in Pv0 . Then

P f+1
i=1 ciξ (i)

v0
lies in y−1Pv0 , and

v0
° f+1P

i=1
ciξ (i)

v0

¢
∏ −v0(y) + 1 = − ordv0(A + v0) + 1 = − ordv0 A. (∗∗)

Since each ξ (i) is in L(A + v0), so is
P f+1

i=1 ciξ (i)
v0
. This fact and (∗∗) together

show that
P f+1

i=1 ciξ (i)
v0
is inL(A), i.e., that

P f+1
i=1 ciξ (i)+L(A) is the 0 coset. This

proves the desired linear dependence and shows that dimk L(A+v0)/L(A) ≤ f .
To prove ∏ in (∗), we shall produce f members ξ ( j) of L(A + v0) that are

linearly independent modulo L(A). We begin by choosing η in L(A) with
v0(ηv0) = − ordv0 A. (For example take any member η0 of L(A), change η0

v0
to a new value on which v0 takes the value − ordv0 A, and leave η0 unchanged at
all other v.) Let x1, . . . , x f be a set of representatives in Rv0 of the f members of
a k basis of the quotient Rv0/Pv0 , and let πv0 be a member of F with v0(πv0) = 1.
Define ξ ( j) for 1 ≤ j ≤ f by

ξ ( j)
v =

Ω
ηv for v 6= v0,

ηv0xjπ−1
v0

for v = v0.

For each j , we have

v0(ηv0xjπ
−1) = v0(ηv0) + v(xj ) − v0(πv0)

= − ordv0 A + v(xj ) − 1 ∏ − ordv0 A − 1,
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and thus ξ ( j) is in L(A + v0). To prove the linear independence modulo L(A),
suppose that c1, . . . , cf are members of k such that

P f
j=1 cjξ ( j) is in L(A). In

this case we have an inequality v0
°P f

j=1 cjξ ( j)¢ ∏ − ordv0 A, which expands out
as

v0
° fP

j=1
cjηv0xjπ−1

v0

¢
∏ v0(ηv0).

Sincev0(π−1
v0

) = −1, subtractionofv0(ηv0) fromboth sides yieldsv0
°P f

j=1 cj xj
¢

∏ 1. Therefore
P f

j=1 cj xj lies in Pv0 . By the assumed linear independence over
k of the xj ’s modulo Pv0 , all the cj ’s are 0. Therefore the elements ξ ( j) are linearly
independent modulo L(A), and the proof of ∏ in (∗) is complete. §

Lemma 9.12. If A and B are divisors with A ≤ B, then there is an exact
sequence in the category of k vector spaces given by

0 −−→ L(B)/L(A)
√

−−→ L(B)/L(A)

ϕ
−−→ (L(B) + 1(F))

±
(L(A) + 1(F)) −−→ 0.

Consequently

dimk(L(B) + 1(F))
±
(L(A) + 1(F)) = (`(A) − deg A) − (`(B) − deg B)

= δ(A) − δ(B).

PROOF. The map √ is induced by the map 1 : L(B) → L(B) followed by
passage to the quotient. It descends to L(B)/L(A) because 1(L(A)) ⊆ L(A),
and it is one-one because 1(L(B)) ∩ L(A) ⊆ L(A). The map ϕ is induced
by the map x 7→ x + 1(F) followed by passage to the quotient. It descends
to L(B)/L(A) because L(A) maps into L(A) + 1(F), and it is onto because
x 7→ x + 1(F) carries L(B) onto L(B) + 1(F). The composition ϕ√ is 0
because L(B) maps under1 into 1(F), which lies in the 0 coset.
To prove the exactness, let ξ +L(A) be in kerϕ. This condition means that ξ

is in L(B) and has ξ + 1(F) in L(A) + 1(F). Thus there exists η in L(A) with
ξ − η in1(F). Since ξ and η are in L(B), ξ − η is in L(B) ∩ 1(F) ⊆ 1(L(B)).
Hence ξ + L(A) = (ξ − η) + L(A) lies in 1(L(B)) + L(A) = image√ , and
exactness is proved.
From the exactness we obtain

dimk L(B)/L(A) = dimK L(B)/L(A) + dimk(L(B) + 1(F))
±
(L(A) + 1(F)).

The left side equals deg B−deg A by Lemma 9.11, and the first term on the right
side equals `(B) − `(A) by the finite dimensionality of L(B) and L(A), which
was proved as part of Theorem 9.6. The result follows. §
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Theorem 9.13. There exists a divisor C such that AF = L(C) + 1(F). For
each divisor A,

δ(A) = dimk
°
AF

±
(L(A) + 1(F))

¢
.

PROOF. Riemann’s inequality produces a divisor C , specifically any suffi-
ciently large positive power of a divisor (x)∞, such that δ(C) = 0. If we can
show that AF = L(C) + 1(F), then the dimensional equality in Lemma 9.12
with B = C will complete the proof of the present theorem.
Suppose that there exists a member ξ of AF that is not in L(C) + 1(F). For

each v ∈ VF, let av = min(v(ξv),− ordv C), and define C 0 = −
P

v∈VF
avv.

Since ξ is in AF, only finitely many integers v(ξv) are negative. This fact and
the fact that C is a divisor together imply that only finitely many av are negative.
Since C is a divisor, only finitely many integers − ordv C can be positive, and
thus only finitely many av can be positive. Therefore C 0 is a divisor.
The definition of C 0 is arranged in such a way that C ≤ C 0. Also, every v has

v(ξv) ∏ av = − ordv C 0, and hence ξ lies in L(C 0). Consequently

dimk(L(C 0) + 1(F))
±
(L(C) + 1(F)) ∏ 1.

By Lemma 9.12, δ(C)− δ(C 0) ∏ 1. Since C was assumed to have δ(C) = 0, we
obtain −δ(C 0) ∏ 1, in contradiction to the fact that δ(A) ∏ 0 for every divisor
A. We conclude that every ξ in AF lies in L(C) + 1(F). §

Theorem 9.13 gives a first interpretation of the difference δ(A) between the
two sides of Riemann’s inequality (Theorem 9.9). We shall now apply Theorem
9.13 and reinterpret δ(A) as the dimension `(B) of a suitable divisor B obtained
from A, and then we will have obtained the Riemann–Roch Theorem.
A differential of F is a k linear functional ω on AF with the property that ω

vanishes on L(A) for some divisor A and ω vanishes also on 1(F). The set of
all differentials of F will be denoted by Diff(F). Let us observe that Diff(F) is
a vector subspace of k linear functionals on AF. Scalar multiplication by k is
not an issue. To see that Diff(F) is closed under pointwise addition, let ω and
ω0 be differentials vanishing on L(A) and L(B), respectively. We have seen that
L(min(A, B)) ⊆ L(A) ∩ L(B). Thus ω + ω0 vanishes on L(min(A, B)). Since
ω + ω0 vanishes also on 1(F), ω + ω0 is a differential.
Thekvector space of differentials vanishingonL(A)+1(K )maybe identified

with the vector space of k linear functionals on the quotientAF/(L(A) + 1(F)),
and the latter space is finite-dimensional of dimension δ(A) by Theorem 9.13.
Since a finite-dimensional vector space and its dual have the same dimension, the
k vector space of differentials vanishing onL(A)+1(K ) has k dimension δ(A).
In addition, Diff(F) carries a scalar multiplication by F that makes it into an

F vector space. What is required to verify this statement is a definition, and then
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the verification of the properties of an F vector space is routine. If y is in F and
ω is a differential, we define yω on AF by (yω)(ξ) = ω(1(y)ξ). The linear
functional yω vanishes on 1(F) because 1 is a homomorphism. It is enough to
check for y 6= 0 that

if ω vanishes on L(A), then yω vanishes on L(A + (y)),

where (y) is the principal divisor corresponding to y. To prove this vanishing,
let ξ be in L(A+ (y)). Then v(ξv) ∏ − ordv(A+ (y)) = − ordv A− ordv(y) =
− ordv A−v(y), which implies thatv(ξv y) ∏ − ordv A, which implies that ξ1(y)
lies inL(A), which implies that ω(ξ1(y)) = 0, which implies that (yω)(ξ) = 0.
This proves the asserted vanishing, and it follows that Diff(F) carries a well-
defined scalar multiplication by F.
Each set L(A), where A is a divisor, will be called a parallelotope of AF.

These sets are large subsets of AF, since dimkAF/(L(A) + 1(F)) is finite and
dimkAF/1(F) is infinite. We are going to associate a particular parallelotope
to each nonzero differential. Since we have seen that distinct parallelotopes
correspond to distinct divisors, we shall obtain a way of associating a divisor to
each nonzero differential.

Corollary 9.14. If ω is a nonzero differential and L(A) is a parallelotope in
its kernel, then

`(A) ≤ δ(0) and deg A ≤ δ(0) + g − 1.

Consequently there exists a unique maximum parallelotope on whichω vanishes.

REMARKS. In view of the remarks before the corollary, we therefore obtain a
function ω 7→ Div(ω) from the set Diff(F)−{0} of nonzero differentials into the
set DF of divisors.

PROOF. If we know that `(A) ≤ δ(0), then addition to this inequality of
Riemann’s inequality deg A− `(A) ≤ g− 1 as given in Theorem 9.9 shows that

deg A ≤ δ(0) + g − 1

and proves the second inequality. The inequality `(A) ≤ δ(0) is trivial if
L(A) = 0.
Therefore we may assume in the two inequalities that L(A) 6= 0. Let y be

any nonzero member of L(A). Since the kernel of ω contains L(A), the kernel
of yω contains L(A + (y)), by a computation made above. Meanwhile, the
element y, being in L(A), has (y) ∏ −A and hence 0 ≤ A + (y). Therefore
L(0) ⊆ L(A+ (y)), and the kernel of yω contains L(0). Since the kernel of yω
contains1(F), yω is well defined on the quotient space AF/(L(0) + 1(F)).
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Now suppose that y1, . . . , yn is a k basis of L(A). Let us use the fact that
ω 6= 0 to prove that y1ω, . . . , ynω are linearly independent when viewed on
AF/(L(0)+1(F)): If c1, . . . , cn are members of k not all 0, then z =

Pn
j=1 cj yj

is a nonzero member of L(A), and we have just seen that zω is well defined on
AF/(L(0) + 1(F)). Then we have

Pn
j=1 cj (yjω) =

°Pn
j=1 cj yj

¢
ω = zω, and

this cannot act as 0 on AF/(L(0) + 1(F)) without being identically 0 on AF.
Since any ξ0 such that ω(ξ0) 6= 0 has the property that zω(1(z)−1ξ0) 6= 0, the
linear functionals y1ω, . . . , ynω onAF/(L(0) + 1(F)) are linearly independent.
We know that δ(0) = dimkAF/(L(0) + 1(F)) by Theorem 9.13, and hence

n = `(A) ≤ δ(0).

This completes the proof of the two inequalities.
We turn to the existence and uniqueness of the maximum parallelotope on

which ω vanishes. We continue to assume that ω 6= 0. Now suppose that
A is a divisor such that ω vanishes on L(A). Suppose that B is a divisor for
which B ≤ A fails and for which ω(L(B)) = 0. We know that the divisor
max(A, B) has the property that L(max(A, B)) = L(A) + L(B). Since ω
vanishes on L(A) and L(B), it follows that it vanishes on L(max(A, B)). Since
B ≤ A fails, there exists some v0 ∈ VF with ordv0 B > ordv0 A, and this v0 has
ordv0 max(A, B) > ordv0 A. Thus degmax(A, B) > deg A.
The second inequality proved above shows that the degree is bounded on all

divisorswhose parallelotopes are in kerω. In finitelymany stepswe consequently
arrive at a divisorC withL(C) ⊆ kerω such that any divisor BwithL(B) ⊆ kerω
has B ≤ C . Then C is the unique maximum divisor on whose parallelotope ω
vanishes. The parallelotope determines the divisor, and the proof of the corollary
is complete. §

Recall fromSection 2 that the additive subgroup PF of principal divisorswithin
the group DF of all divisors breaks DF into equivalence classes known as divisor
classes. The groupCF = DF/PF is the group of all divisor classes. The operation
of a principal divisor (y), for y ∈ F×, on a divisor A is A 7→ A + (y). On the
other hand, we have seen that if a nonzero differential ω vanishes on L(A), then
yω vanishes on L(A + (y)). In the notation of the remarks with Corollary 9.14,
we therefore have

Div(yω) = Div(ω) + (y).

A single orbit of nonzero differentials under the scalar-multiplication action on
Diff(F) by F× thus yields a single divisor class within DF. We shall show that
Diff(F) is 1-dimensional as an F vector space. Then the nonzero differentials
form a single orbit under F×, and the divisors that arise as Div(ω) for some
nonzero differential ω form a single divisor class.
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Lemma 9.15. As a vector space over F, the space Diff(F) of differentials is
1-dimensional.

PROOF. First we prove that Diff(F) is nonzero. Referring to Theorem 9.13,
we know that δ(A) = dimk

°
AF

±
(L(A) + 1(F))

¢
. If δ(A) > 0, then there exist

nonzero linear functionals onAF
±
(L(A) + 1(F)), and the lift of such a nonzero

linear functional to AF is a nonzero differential. Thus it is enough to produce a
divisor A with δ(A) > 0. Fix v0 in VF, and let A = −2v0. Proposition 9.10
shows that `(A) = 0. Therefore

δ(A) = `(A) − deg A − (1− g) = 2+ g − 1 = g + 1 > 0,

and this A has δ(A) > 0.
Now we shall prove that the F dimension of Diff(F) is at most 1. Arguing by

contradiction, suppose thatω andω0 are differentials that are linearly independent
over F. If ω vanishes on L(A) and ω0 vanishes on L(A0), then ω + ω0 vanishes
onL(A)∩L(A0) ⊇ L(C), whereC = min(A, A0). Let B be an arbitrary divisor.
Suppose for the moment that L(B) 6= 0. If y 6= 0 is in L(B), then (y) ∏ −B,
and C + (y) ∏ C − B. So L(C + (y)) ⊇ L(C − B). We have seen that the
vanishing of ω on L(C) implies the vanishing of yω on L(C + (y)). Therefore
yω vanishes on L(C − B). Similarly yω0 vanishes on L(C − B).
Still with L(B) 6= 0, let n = `(B), and let x1, . . . , xn and y1, . . . , yn be bases

of L(B) over k. Then x1ω, . . . , xnω, y1ω0, . . . , ynω0 are linearly independent
over k because a relation

nP

i=1
ai xiω +

nP

j=1
bj yjω0 = 0

would mean that the members x =
Pn

i=1 ai xi and y =
Pn

j=1 bj yj of F have
xω + yω0 = 0. Since ω and ω0 are assumed to be linearly independent over F,
x = y = 0. But then ai = 0 for all i and bj = 0 for all j . Consequently we
can generate 2n linearly independent differentials that all vanish on L(C − B).
These differentials may be regarded as linear functionals on the k vector space
AF/(L(C − B) + 1(F)), whose k dimension is δ(C − B) by Theorem 9.13.
Consequently

δ(C − B) ∏ 2`(B),

and this inequality is true also if L(B) = 0, byRiemann’s inequality. Substituting
from the formula for δ( · ), we obtain

`(C − B) − deg(C − B) − 1+ g ∏ 2`(B)

= 2
°
deg B + 1− g) + δ(B)

¢

∏ 2 deg B + 2− 2g
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because Riemann’s inequality shows that δ(B) ∏ 0. Replacing deg(C − B) by
degC − deg B gives

deg B ≤ `(C − B) − degC − 3+ 3g. (∗)

Proposition 9.10 shows that `(C − B) ≤ 1 + deg(C − B) if `(C − B) 6= 0. In
this case the two inequalities together give

2 deg B ≤ −2+ 3g;

hence `(C − B) = 0 if deg B is positive and sufficiently large. Choosing then a
divisor B with deg B positive and sufficiently large, we have `(C − B) = 0, and
(∗) gives

deg B ≤ − degC − 3+ 3g.

Since the right side is fixed and the left side can be made arbitrarily large, we
have arrived at a contradiction. §

As a result of Lemma 9.15, the divisors of the form Div(ω) for some nonzero
differentialω constitute a single class in the groupCF = DF/PF of divisor classes.
This class is called the canonical class of F, and any divisor in the class is called
a canonical divisor.

Theorem 9.16 (Riemann–Roch Theorem). Let F be a function field in one
variable over a field k, and suppose that every member of F not in k is transcen-
dental over k. If A is any divisor of F and C is any canonical divisor, then

`(A) = deg A + (1− g) + `(C − A),

where g is the genus of F.
PROOF. Lemma 9.15 shows that there exists a nonzero differential ω0. Let

C0 = Div(ω0). Lemma 9.15 shows that C = C0 + (y0) for some y0 ∈ F×. Then
ω = y0ω0 has

Div(ω) = Div(y0ω0) = Div(ω0) + (y0) = C0 + (y0) = C.

Let B be a divisor to be specified, and considerC−B. Any nonzero differential
ω0 vanishing on L(C − B) is of the form ω0 = zω for some z ∈ F× by Lemma
9.15, and Div(ω0) = Div(zω) = C + (z). Therefore L(C + (z)) ⊇ L(C − B),
C + (z) ∏ C − B, and (z) ∏ −B. This inequality means that z is in L(B).
Conversely if y is any nonzero element in L(B), then (y) ∏ −B and C + (y) ∏
C − B. So L(C + (y)) ⊇ L(C − B). We know that yω vanishes on L(C + (y)),
and hence yω vanishes on L(C − B).
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Consequently the differentials vanishing on L(C − B) are exactly the dif-
ferentials yω with y in L(B). Such differentials vanish on 1(F) by definition,
and the space of them is k isomorphic to the space of k linear functionals on
AF

±°
L(C − B) + 1(F))

¢
. By Theorem 9.13 the latter space has k dimension

δ(C − B), and hence the space of differentials in question has k dimension
δ(C − B). In short,

δ(C − B) = `(B).

Since B is arbitrary, we can specialize it to B = C − A. Then we obtain
`(C − A) = δ(A) = `(A) − deg A − (1− g),

and the theorem follows. §

5. Applications of the Riemann–Roch Theorem

We begin with some immediate applications of the Riemann–Roch Theorem, and
thenwe obtain some applications that require arguments that are a bit more subtle.
Another application appears in the problems at the end of Chapter X.

Corollary 9.17. If C is any canonical divisor, then `(C) = g.
PROOF. Put A = 0 in Theorem 9.16, and use the fact given in Corollary 9.4

that `(0) = 1. §

Corollary 9.18. If C is any canonical divisor, then degC = 2g − 2.
PROOF. Put A = C in Theorem 9.16, and apply Corollary 9.17 and Corollary

9.4. §

Corollary 9.19. Any divisor A with deg A > 2g − 2 has δ(A) = 0, i.e.,
`(A) = deg A + (1− g).
PROOF. If deg A > 2g − 2, then it follows from Corollary 9.18 that

deg(C − A) < 0. By Proposition 9.10, `(C − A) = 0. Then the corollary
is immediate from Theorem 9.16. §

Corollary 9.20. If A is a divisor with deg A = 2g − 2, then either A is a
canonical divisor and `(A) = g, or A is not a canonical divisor and `(A) = g−1.
PROOF. If A is a canonical divisor, then `(A) = g by Corollary 9.17. Other-

wise, the divisor C − A, which has degree 0 by Corollary 9.18, is not a principal
divisor. Any nonzero y in L(C − A) then would have (y) ∏ −(C − A) and
0 = deg(y) ∏ − deg(C − A) = 0; hence v(y) = − ordv(C − A) for all v, and
(y) = C − A, contradiction. Consequently L(C − A) = 0 and `(C − A) = 0.
Theorem 9.16 now gives `(A) = deg A+ (1− g) = (2g−2)+ (1− g) = g−1.

§
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EXAMPLES OF CANONICAL DIVISORS.
(1) Genus g = 0. In Corollary 9.20 with g = 0, the alternative `(A) =

g − 1 = −1 is impossible, and therefore every divisor with degree −2 is a
canonical divisor.
(2) Genus g = 1. In Corollary 9.20 with g = 1, take A = 0. Then `(A) =

1 = g by Corollary 9.4. So Corollary 9.20 says that the divisor 0 is a canonical
divisor.

Corollary 9.21. If v0 is in VF and n > max(2g − 1, 0), then there exists a
nonscalar x in F× with (x)∞ ≤ nv0.
PROOF. Let A = nv0, and let fv0 be the residue class degree of v0. Then

deg A = n fv0 ∏ n > max(2g − 1, 0), and Corollary 9.19 gives
`(A) = deg A + (1− g) = n fv0 + (1− g)

> max(2g − 1, 0) + (1− g) = max(g, 1− g) ∏ 1.
Hence `(A) ∏ 2, and L(A) contains a nonscalar element x . This x has

−n = − ordv0 A ≤ ordv0(x) = ordv0(x)0 − ordv0(x)∞ = − ordv0(x)∞,

and thus (x)∞ ≤ nv0. §

Doubly periodic meromorphic functions onC in the subject of complex analy-
sis may be viewed asmeromorphic functions on some torus,12 which is a compact
Riemann surface of genus 1. TheWeierstrass℘ function for the torus in question
has a double pole at one point, two zeros, andnoother poles or zeros. It is therefore
a function x with (x)∞ = 2v0 if v0 is the discrete valuation corresponding to the
location of the pole. Hence this x provides an example with equality holding in
Corollary 9.21 when g = 1. A theorem of Liouville in this terminology says that
there is no meromorphic function on the torus having just one simple pole and no
other poles. The final corollaries abstract this result to our setting, but they need
an additional hypothesis to ensure that fv0 = 1. Certainly fv0 will equal 1 if k is
algebraically closed. We consider g = 1 and g > 1 separately. These corollaries
will be generalized in Problems 23–25 at the end of the chapter.

Corollary 9.22. If k is algebraically closed, if v0 is in VF, and if g = 1, then
every x in F with (x)∞ ≤ v0 is a scalar multiple of the identity.
PROOF. Put A = v0. We seek x ∈ F with v0(x) ∏ −1 = − ordv0 A and

with v(x) ∏ 0 = − ordv A for all other v. Thus we seek x in L(A). This A
has deg A = 1 = g = 2g − 1. By Corollary 9.19, `(A) = deg A + (1 − g) =
1 + (1 − 1) = 1. Since L(A) already contains the multiples of the identity, it
contains nothing else. §

12The particular torus is C/3, where 3 is the lattice of periods.
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Corollary 9.23. If k is algebraically closed, if v0 is in VF, and if g > 1, then
every x in F with (x)∞ ≤ v0 is a scalar multiple of the identity.

PROOF. We argue by contradiction. Suppose that x is a nonscalar element in
L(v0). Take r = 2g − 1, and let c1, . . . , cr be distinct members of k. For each j
with 1 ≤ j ≤ r , x − cj is in L(v0). Since deg(x − cj ) = 0, there exists a unique
vj ∈ VF with vj (x−cj ) = 1. The divisor of the element (x−cj )−1 is then v0−vj .
It follows that every k linear combination of the elements (x − cj )−1 lies in L(A)
for A = v1+· · ·+vr . On the other hand, these elements are linearly independent
because vj

°Pr
i=1 ai (x − cj )−1

¢
< 0 if and only if aj 6= 0. Thus `(A) ∏ 2g − 1

and deg A = 2g−1. Since deg A > 2g−2, Corollary 9.19 is applicable and gives
`(A) = deg A+1−g. Thus 2g−1 ≤ `(A) = deg A+1−g = 2g−1+1−g = g,
and we obtain the contradiction g ≤ 1. §

6. Problems

1. Let F be a function field in one variable over the field k, and let k0 be the subfield
of all members of F that are algebraic over k.
(a) Suppose that t1, . . . , tn are members of k0 that are linearly independent over

k, and suppose that x ∈ F is transcendental over k. Prove that t1, . . . , tn are
linearly independent over k(x).

(b) Deduce from (a) that [k0 : k] ≤ [k0(x) : k(x)].
(c) Deduce that [k0 : k] < ∞.

Problems 2–4 concern perfect fields, which were defined in Section VII.3. The field
k is perfect if either it has characteristic 0 or else it has characteristic p and the field
map x 7→ x p of k into itself is onto.
2. Prove that an algebraic extension of a perfect field is perfect.
3. When k is perfect, refine an argument in Section 1 by making use of Theorems

7.18, 7.20, 7.22, and the Theorem of the Primitive Element, and show that any
function field in one variable is the function field of some affine plane curve
irreducible over k.

4. Let k be a perfect field. An affine plane curve f (X,Y ) irreducible over k is
nonsingular at a point (a, b) of its zero locus if at least one of @ f

@X (a, b) and
@ f
@Y (a, b) is nonzero. Using Bezout’s Theorem and taking a cue from the proof of
Theorem 7.20, prove that the curve can be singular at only finitely many points
of its zero locus.

Problems 5–11 seek to attach a discrete valuation of the function field of an irreducible
affine plane curve to each point of the zero locus at which the curve is nonsingular.
Let k be a base field, let f (X,Y ) be an irreducible polynomial in k[X,Y ], let R =
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k[X,Y ]/( f (X,Y )), let x and y be the images of X and Y in R, and let F be the field
of fractions of R. Suppose that (a, b) ∈ k2 has the property that f (a, b) = 0. The
condition of nonsingularity of f at (a, b) is that one of @ f

@X and
@ f
@Y be nonvanishing at

(a, b), and itwill be assumed that @ f
@X (a, b) 6= 0. Observe fromLemma7.16 that if S is

any integral domain, if s is in S, and if c(X) is in S[X], then c(X)−c(s) = (X−s)d(X)

for some d(X) in S[X].

5. Let f1(X) be the member of k[X] defined as above to make f (X, b) =

(X − a) f1(X). Using the fact that @ f
@X (a, b) 6= 0, prove that f1(a) 6= 0 and

therefore also that f1(x) 6= 0.

6. Let g(X,Y ) be amember of k[X,Y ] with g(x, y) 6= 0. Prove that if g(a, b) = 0,
then there exist g1(X) in k[X] and h1(X,Y ) in k[X,Y ] with

g(X,Y ) f1(X) − f (X,Y )g1(X) = (Y − b)h1(X,Y ),

and deduce that g(x, y) = (y − b)h1(x, y)/ f1(x).

7. Show that there is a discrete valuation v1 of F over k with v1(y − b) > 0.

8. If h(a, b) = 0 in Problem 6, then the process can be repeated to give

g(x, y) = (y − b)2h2(x, y)/ f1(x)2.

It can be repeated again if h2(a, b) = 0, and so on. By applying the valuation
v1 of the previous problem to g(a, y), show that there is an upper bound to the
integers k ∏ 0 such that a nonzero member g(x, y) in R can be written in the
form g(x, y) = (y − b)khk(x, y)/ f1(x)k for some hk(x, y) in R.

9. (a) Deduce that each nonzero g(x, y) in R is of the form

g(x, y) = (y − b)nh(x, y)/ f1(x)n

with n ∏ 0, h(x, y) in R, and h(a, b) 6= 0, and that the integer n and the
member h(x, y) of R are uniquely determined by g(x, y).

(b) Conclude that every nonzero member g(x, y) of the field of fractions F is
of the form (y − b)nh1(x, y)/h2(x, y) with n in Z, h1(x, y) and h2(x, y)
nonzero in R, h1(a, b) 6= 0, and h2(a, b) 6= 0.

(c) Prove in (b) that g(x, y) uniquely determines n.

10. Write each nonzero g(x, y) in F as in (b) of the previous problem, and put
v(g) = n. Also, define v(0) = ∞. Show that the resulting function v is a
well-defined valuation of F having R in its valuation ring, taking the value 0 on
all members of R that are nonvanishing at (a, b), and having all members of R
vanishing at (a, b) in its valuation ideal.
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11. Prove that there is only one valuationofF overk taking the value 0 on allmembers
of R that are nonvanishing at (a, b) and having all members of R vanishing at
(a, b) in its valuation ideal.

Problems 12–20 compute the genus of certain function fields in one variable. Let k
be a field of characteristic 6= 2, let f (X) be a square-free nonconstant polynomial in
k[X], let F = k(X)[Y ]/(Y 2− f (X)), and let x and y be the images of X and Y in F.
In these problems, p denotes a positive integer.
12. Verify that

(a) the element x is transcendental over k, y is algebraic over k(x) with y2 =
f (x), and F is a function field in one variable over k,

(b) every member of F is uniquely of the form a(x)+ yb(x)with a(x) and b(x)
in k(x),

(c) every member of F not in k is transcendental over k,
(d) F/k(x) is a Galois extension of degree 2, and the nontrivial element σ of

Gal(F/k(x)) satisfies σ(a(x) + yb(x)) = a(x) − yb(x) for a(x) and b(x)
in k(x).

13. Prove that the integral closure of k[x] in F is the ring R of all elements
a(x) + yb(x) such that a(x) and b(x) are in k(x).

14. (a) Deduce from the previous problem that R is the set of all members z of F
such that v(z) ∏ 0 for all v in DF that satisfy v(x) ∏ 0.

(b) Deduce from (a) that L(p(x)∞) ⊆ R.

15. Let v be any member of DF with v(x) < 0.
(a) Prove that every nonzero c(x) in k[x] has v(c(x)) = (deg c)v(x).
(b) Prove that v(y) = 1

2 (deg f )v(x).
(c) Prove that if a(x) and b(x) are in k[x] with deg b + 1

2 deg f ≤ p and
deg a ≤ p, then v(a(x) + yb(x)) ∏ pv(x).

16. Prove that if a(x) and b(x) are in k[x] with deg b+ 1
2 deg f ≤ p and deg a ≤ p,

then a(x) + yb(x) lies in L(p(x)∞).

17. (a) Prove that if v is in DF and if σ is in Gal(F/k(x)), then the function vσ

defined by vσ (z) = v(σ(z)) for z ∈ F is in DF.
(b) Why is v(x) < 0 if and only if vσ (x) < 0?
(c) Deduce that if z is in L(p(x)∞), then so is σ(z).

18. (a) Using the previous problem, show that if a(x) and b(x) are in k[x] with
a(x) + yb(x) in L(p(x)∞) and if v is a member of DF with v(x) < 0,
then v(a(x)) ∏ pv(x) and v(a(x)2− f (x)b(x)2) ∏ 2pv(x). Conclude that
deg a ≤ p and deg(a2 − f b2) ≤ 2p.

(b) Deduce that L(p(x)∞) consists of all members a(x)+ yb(x) of R such that
deg a ≤ p and deg b + 1

2 deg f ≤ p.
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19. Calculate that `(p(x)∞) = 2p + 2 −
£ 1
2 (1 + deg f )

§
if p ∏

£ 1
2 (1 + deg f )

§
.

Here [ · ] denotes the greatest integer function.
20. (a) Why is deg(x)∞ = 2?

(b) Using Corollary 9.19 with A = p(x)∞ for a suitable p, prove that the genus
of F is g =

£ 1
2 (1+ deg f )

§
− 1.

Problems 21–22 compute the genus of certain further function fields in one variable.
The notation is as in Problems 12–20 except that f (X) is allowed to have repeated
factors. Suppose that f (X) = g(X)2h(X), where h(X) is a square-free nonconstant
polynomial and g(X) is in k[X]. Let F = k(X)[Y ]/(Y 2 − f (X)).
21. With F0 = k(X)[Z ]/(Z2 − h(X)), exhibit a field isomorphism F → F0 fixing k.
22. Suppose that f (X) has degree 3.

(a) Prove that F has genus 1 if f (X) has no repeated root in k and that F has
genus 0 otherwise.

(b) Prove that the affine plane curve Y 2− f (X) over k has a singularity in k2alg if
and only if f (X) has a repeated root in k2alg. Here kalg denotes an algebraic
closure of k.

Problems 23–25 introduce Weierstrass points. Let k be an algebraically closed field,
and let F be a function field in one variable over k of genus g. Fix a discrete valuation
v in DF.
23. Why is it true that `(0v) = 1, `(1v) = 1 if g ∏ 1, `((2g − 1)v) = g, `(2gv) =

g + 1, and `(nv) ≤ `((n + 1)v) ≤ `(nv) + 1 for all integers n ∏ 0?
24. Deduce from the previous problem that there exist exactly g integers 0 < n1 <

n2 < · · · < ng < 2g such that there is no x in F with (x)∞ = niv. (Educational
note: The integers ni are called theWeierstrass gaps of v, and (n1, . . . , ng) is
the gap sequence for v. Classically when F is viewed as the function field of
an everywhere nonsingular projective curve, then the points of the zero locus in
projective space are in one-one correspondence with the members of DF; with
this understanding, the point corresponding to v is called aWeierstrass point if
the gap sequence for v is anything but (1, 2, . . . , g). Accordingly let us call v a
Weierstrass valuation in this case.)

25. Prove that
(a) v is a Weierstrass valuation if and only if `(gv) > 1.
(b) 1 is a Weierstrass gap if g > 0.
(c) v is not a Weierstrass valuation if g = 0 or g = 1.
(d) if r and s are positive integers with sum < 2g that are not Weierstrass gaps

at v, then r + s is not a Weierstrass gap at v.
(e) if 2 is not aWeierstrassgap atv, then the gap sequence is (1, 3, 5, . . . , 2g−1).


