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Random Point Fields Associated with Fermion, 
Boson and Other Statistics 

Tomoyuki Shirai and Yoichiro Takahashi 

Abstract. 

We show that the grand canonical ensembles of ideal gas under 
Fermi, Boson and other statistics give simple examples of the ran­
dom point fields studied in the previous papers [13, 14, 15]. Also 
we present two classes of nonsymmetric integral operators for which 
such random point fields do exist. 

§1. Introduction 

In the present paper we are concerned with the nonnegativity prob­
lem of certain generalization of determinants and permanents denoted 
by det 0 in our previous paper [14]. The problem is almost equivalent 
to the existence problem of those random point fields or point processes 
whose Laplace transforms are given as the Fredholm determinants to the 
power -1/ a of certain integral operators. They are also closely related 
to the Fermi, Boson and other statistics in quantum statistical mechan­
ics of the ideal gas. Indeed, the grand canonical ensembles under these 
statistics (if any) are special examples ofour random point fields. 

Definition 1.1. Let a be a real number and A = ( aij) be a square 
matrix of size n. Given a permutation a, denote the number of cycles 
by v(a). The following quantity is called the a-permanent of A in [18]: 

n 

(1.1) deta(A) = L an-v(u) II aiu(i)• 

uESn i=l 

where Sn is the symmetric group. 
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For instance, 

deta (an 
a21 

It is immediate to see 
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aua22a33 

+a(a12a21a33 + a13a31a22 + a23a32au) 

+a2(a12a23a31 + a13a32a21). 

(1.2) deL1 (A) = det(A), det1 (A) = per(A) 

and 

(1.3) deto(A) = aua22 ... ann· 

In (14] we proved the following (though not stated directly there): 

Theorem 1.2. There holds the inequality deta(A) ;::: 0 if a and 
A satisfy one of the following three conditions {A-}, (A) and (B). 
(A-) a E { -1/m I m = 1, 2, ... } and A is nonnegative definite. 
(A) a E {2/m I m = 1, 2, ... } and A is nonnegative definite. 
(B) a E (0, oo) and A is a nonnegative matrix. 

The sufficiency of (B) is obvious from Definition 1.1. We give an 
alternative proof of the case (A) below in Section 3. In (14] we also 
proposed the following. 

Conjecture 1.3. If 0 :::; a :::; 2, deta(A) ;::: 0 for nonnegative 
definite matrix A of any size. 

The random point fields mentioned above are defined as follows. 
For simplicity, let R be a locally compact separable metric space and 
fix a nonnegative Radon measure >. on R. We define the locally finite 
configuration space Q over R as the set of nonnegative integer-valued 
Radon measures ~ on R and say that a function f is a test function if it 
is nonnegative and its support is compact. For a test function f and a 
(locally finite) configuration ~ = I: Ox; E Q we denote 

Now let a be a real number and K be a locally trace class integral 
operator on L2 (R, >.),i.e., the restriction KA of K to any compact set A 
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is of trace class. The Fredholm determinant Det(I + T) for a trace class 
operator T is defined as TI:1 ( 1 + Ai), where Ai, i ~ 1 are the eigenvalues 
(counting the multiplicity) ofT. 

Definition 1.4. A probability measure p, on Q will be called a 
random point field associated with (a, K) if it satisfies for any test func­
tion f 

where r.p = 1- e-f. In particular, p, is called a fermion point process 
and a boson point process in [8, 9] according as a = -1 and a = 1. 
Some people use the terminology "determinantal processes" for fermion 
processes (cf. [7, 16]). 

In [13, 14] we essentially proved the following: 

Theorem 1.5. Assume that the kernel K(x, y) is continuous and, 
in addition, that the operator norm K is so small that llaKJI < 1 when 
a< 0. Set J =(I+ aK)-1 K. 
(i} The random point field p, associated with (a, K) exists and is unique 
if det0 (J(xi, Xj))i,1=1 is nonnegative for any n and any X1, ... , Xn· 
(ii} If the random point field p, associated with (a, K) exists, then both 
deta(J(xi,Xj))i,1=1 and deta(K(xi,Xj))i,1=1 are nonnegative for any n 
and any X1, ... , Xn· 

Combining Theorems 1.2 and 1.5 we .showed 

Theorem 1.6. ([14]) The random point field p, associated with 
(a, K) exists and is unique if (a, K) satisfies one of the following con­
ditions: 
(A-) a E {-1/m I m = 1,2, ... }, llaKJI < 1 and K is nonnegative 
definite. 
(A) a E {2/m I m = 1, 2, ... } and K is nonnegative definite. 
(B) a E (0, oo) and the kernel J(x, y) defined by J = (I+ aK)-1 K is 
nonnegative. 
Here II· II stands for the operator norm. 

The case where llaKII = 1 with a < 0 can also be treated in [14, 15] 
although the operator J becomes unbounded. 

In [13, 14, 15] we did not study the case where K is a nonsymmetric 
operator. But we can show the following: 

Theorem 1. 7. Let R = IR1 , ,\ be the Lebesgue measure and Tt, t ~ 
0 be the transition semigroup of a one dimensional diffusion process or 
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let R = N, >. be a counting measure and Tt, t :2: 0 be the transition 
semigroup of a birth and death process. Then the random point field J.1 
associated with ( -1, Tt) exists and is unique. 

We would like to emphasize that Tt can be nonsymmetric in the 
above Theorem 1.7 (cf. [3, 12]). 

We had better to mention here on a rather classical theorem of 
Karlin and McGregor [4, 5] from which Theorem 1.7 above follows im­
mediately by using Theorem 1.5. Recall that a matrix A is called totally 
positive if all of its square minors are nonnegative and that a kernel func­
tion K(x, y) is called totally positive if det(K(xi, y1))i,j=l is nonnegative 
for any nand any x1, ... , Xn, Yl, ... , Yn· 

Theorem 1.8 (Karlin-McGregor). Let p(t, x, y) be the transition 
probability density of a one dimensional diffusion process or a birth and 
death process. Then for each t > 0 the kernel function p(t, x, y) is totally 
positive. 

The proof of Karlin and McGregor is simple and is based only on 
the two facts: the strong Markov property and the one dimensionality. 
So it may also be applied to discrete time nearest neighbor random 
walks on Z1 under suitable settings (cf., [6]). Notice that p(t, x, y) is not 
necessarily symmetric in x and y. 

§2. Fermi statistics, Boson statistics and other statistics 

Consider quantum statistical mechanics of ideal gas. If the energy 
levels are Ei, then the grand canonical partition function Z is given in 
text books, for instance [2] as 

under fermi statistics and boson statistics, respectively. If we introduce 
the trace class diagonal operator 

J = diag(ze-,6E1 , ze-,6E2 , ••• ) 

on £2 ( {1, 2, ... }) and a parameter a, then they can be written as 

Z = Det(J- aJ)-lfa 

with a = -1 for fermi statistics and a = 1 for boson statistics. 
For general values of a we might consider the a-statistics. If the un­

derlying space R consists of a single point, then such statistics exist for 
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a E {1/m I m = 1, 2, ... } or a E (0, oo) and the corresponding distribu­
tions are called negative binomial or generalized binomial, respectively. 
There are some attempts to generalize these distributions to spaces con­
sisting of two or more points [1]. Anyway we need some restriction on 
a in order to consider a-statistics. 

The grand canonical ensemble, say J.L, under a-statistics is, if any, 
described in terms of its Laplace transform as 

(2.1) 

For fermion and boson cases it is immediate to see, by setting f to 
be a linear combination of indicator functions of intervals and then by 
expanding the (infinite) product into the (infinite) sum, that one can 
obtain the micro canonical ensembles. 

Thus, if we introduce an operator K =(I -aJ)- 1J, then we obtain 

Consequently, the grand canonical ensemble J.L is the random point 
field over the set {1, 2, ... } associated with (a, K) in our terminology. 
By Theorem 1.6 we may consider the a-statisitcs as a real object at 
least for a E { -1/m I m = 1, 2, ... } U [0, oo) since J is now nonnegative 
definite and has nonnegative entries provided that llaJII < 1 when a is 
positive. 

Moreover, the operator J may not be of trace class nor diagonal. 
Indeed, J can be a locally trace class operator and one can consider the 
infinite volume limit of grand canonical ensembles as is shown by the 
following theorem which is a restatement of results in [14]: 

Theorem 2.1. Let a be a real number and J be a locally trace 
class operator. The random point field J.L satisfying (2.1) exists if (a, J) 
satisfies one of the following conditions. 
(A-) a E { -1/m I m = 1, 2, ... } and J is nonnegative definite. 
(A) a E {2/m I m = 1, 2, ... } and J is nonnegative definite with llaJII < 
1. 
(B) a E (0, oo) and the kernel J(x, y) is nonnegative with llaJII < 1. 

The points of the proof of Theorem 2.1 are to introduce restrictions 
JA of J to compact subsets and to show that the operators (I -aJA)-1 JA 
converge to K := (I- aJ)-1 J as A--+ R. Then it turns out that the 
grand canonical ensemble over the compact subsets A converges to the 
limiting grand canonical ensemble which is nothing but our random point 
field associated with (a, K). 
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Roughly to say, the random point fields associated with powers of 
Fredholm determinants are Gibbs random fields as the argument above 
suggests. If R is discrete, say d-dimensional square lattice zd, then we 
obtained the following rigorous result in the fermion case( a = -1). Since 
the fermion point fields have no multiple points, we may safely identify 
the configuration space Q with the power set of R or {0, 1 }R. 

Theorem 2.2. ([15]) Let R = zd and >. be the counting measure. 
Assume the the operator K : £2 (R) -t £2 (R) is positive definite with 
IIKII < 1. Set J = (I- K)-1 K and write its restriction to a subset 
A1 x A2 by h1oA2 • Then the fermion point field 1-L associated with K 
exists and is the unique Gibbs measure for the potential 

U(xol~) = J(xo,xo)- J{x0 },e(Je,e)-1 Je,{x0 }, (xo E R,~ E Q). 

Here the potential U(xol~) is defined by 

(2.2) 

where B{xo}c is the a-algebra generated by ~(x), X -=1- Xo. 

To conclude this section we want to point out an analogy. The 
following formula for Schur functions is well known: 

n 

IJ (1- XiYj)- 1 = L Sv(x)Sv(Y), 
i,j=l p 

where the summation is taken over all partition p = (p1, ... ,pn),Pl ~ 
· · · ~ Pk ~ 1, of the number IPI := Pl + · · · + Pn, x = (x1, ... , Xn), 
y = (y1, ... , Yn) and Sv(x) is the Schur function. Note that the left 
hand side is the reciprocal of a certain determinant. Similarly, fi"!' ._1 (1-t,J-

2XiYi)-112 is expanded in terms of zonal functions Zv(x) and Zv(Y) with 
suitable coefficients. Moreover, the case of general a can be expanded in 
terms of the Jack polynomials which is a new face in the study of sym­
metric functions. (cf. [10]). The zonal function has been introduced and 
studied by mathematical statisticians mainly to apply the noncentered 
Wishart distributions (cf., for instance [11, 17]). 

§3. Logarithmic derivatives of Fredholm determinant: Alter­
native proof of the nonnegativity under Condition (A) 

The quantity det"' can be characterized as follows: 
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Lemma 3.1. Let a be a real number and A be a square matrix of 
size n. For x = (x~, ... , Xn) E !Rn write X= diag(x~, ... , xn)· Then, 

an I 
deta(A) = Bx1 •.• Bxn x=O det(J- aAX)-11"'. 

Proof. Denote by Ei the diagonal matrix with 1 on the ith entry 
and 0 elsewhere. For a while we write G = (I- aAx)-1 for simplicity 
of notations. Then, 

8~i det(I- aAX)-11"' = Tr(GAEi) det(J- aAX)-11"'. 

Moreover, since a~- G = aGAEjG, we obtain 
J 

8 
-8 Tr(GAEi1 ••• GAEik) 

Xj 

a{Tr(GAEiGAEi1 ••• GAEik) + Tr(GAEi1 GAEiGAEi2 ••• GAEik) 

+ · · · + Tr(GAEi1 ••• GAEikGAEi)} 

for any j, i 1 , ... , ik E {1, 2, ... , n} and k;::: 1. From these two algorithms 
we obtain the above formula. Q.E.D. 

The above proof also shows the following: 

Lemma 3.2. For all k, i1, ... , ik E {1, 2, ... , n }, 

where Ai1 , ••• ,ik stands for the square matrix of size k whose (j, k)-element 
is the ( ii, ik) -element of A. 

Example 3.3. Let a= 2, X = diag(x~, ... , xn) and C be a pos­
itive definite matrix of size n. Assume max !xi! is sufficiently small. 
Then, 

( 1 )n/2 1 1 n 1 - .JdetC exp(- I:Xiu~)exp(--(C- 1 u,u))du 
27r det C JRn i=1 2 

(det(J + 2CX))-112 . 

Hence, 

( 1 )n/2 1 1 1 det2 (C) = - .JdetC u~ · · · u~ exp( --2 (C-1u, u) )du. 
271" det C JRn 
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In other words, if Z = (Z1 , ... , Zn) is a Gaussian random variable 
with mean 0 and covariance matrix C, then 

det2(C) = E[Zi · · · Z~]. 

Proposition 3.4. Let a be a real number and T be a trace class 
integral operator on L 2(R, .X) with kernel T(x, y). Then, 

Det(I- azT)-1/a 

1 + f z~ r ... r deta(T(xi, Xj))i,j=1.X(dx1) ... .X(dxn) 
n=1 n. Jn Jn 

if z E C and lzl is sufficiently small{so that laziiiTII < 1 ). 

Proof. If T is a finite dimensional operator, the assertion follows 
immediately from the Taylor expansion of det(I- azT)-1/a in z based 
on Lemmas 3.1 and 3.2 where .X is the counting measure. The generaliza­
tion to the trace class operators is obtained by a routine approximation 
procedure. Q.E.D. 

As an application of Proposition 3.4 one can give a proof to the 
following well-known formula. 

Proposition 3.5. Let Z(x), x E R be a Gaussian random field 
with mean 0 and covariance K(x, y) in the sense that 

E[{L Z(x)<p(x).\(dx)}2] = L L K(x, y)<p(x)<p(y).X(dx).X(dy). 

Then, 

E[exp(- L Z(x) 2<p(x).X(dx))] = Det(I + 2<pK)-112. 

Proof Expand the exponential in the right hand side. Then the 
expectation of each term is expressed as 

L · · · L .\(dx1) ... .X(dxn)E[Z(x1)2 ... Z(xn) 2] 

L · · · L .X(dxl) ... .X(dxn)det2(K(xi,Xj))i,j=1. 

Consequently, we obtain the desired formula from the previous Propo­
sition 3.4. Q.E.D. 
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Theorem 3.6. Let A be a nonnegative definite symmetric matrix 
and a E {2/m I m = 1, 2, ... }. Then, 

deta (A) 2: 0. 

Moreover, if Z = (Z1 , ... , Zn) be a Gaussian random variable with mean 
0 and covariance matrix (1/m)A and z(l), ... , z(m) be m independent 
copies of Z, then 

n m 

(3.1) det2;m(A) = E[Il(L:)z~j))2 )]. 
i=l j=l 

Proof. Consider 

n m 

E[exp(- L:>i ~::)z~j)) 2 )] = det(J + (2/m)XA)-m/2 

i=l j=l 

and differentiate it in x1 , ... , Xn successively. Then we obtain the for­
mula (3.1) and so the desired nonnegativity. Q.E.D. 

References 

[ 1 ] R. C. Griffiths and R. K. Milne, A class of infinitely divisible multivariate 
negative binomial distributions, J. Multivariate Anal. 22 (1987), 13-23. 

( 2] K. Huang, Statistical Mechanics, John Wiley, 1963 
[ 3] K. Johansson, Discrete polynuclear growth and determinantal processes, 

available via http:/ /xxx.lanl.gov/abs/math.PR/0206208. 
( 4] S. Karlin and J. McGregor, Coincidence properties of birth and death 

processes, Pacific J. Math. 9 (1959), 1109-1140 
[ 5] S. Karlin and J. McGregor, Coincidence probabilities, Pacific J. Math. 9 

(1959), 1141-1164 
[ 6] M. Katori and H. Tanemura, Functional central limit theorems for vicious 

walkers, available via http:/ /xxx.lanl.gov/abs/math.PR/0203286. 
[ 7] R. Lyons, Determinantal probability measures, preprint. 
[ 8] 0. Macchi. The coincidence approach to stochastic point processes, Adv. 

Appl. Prob. 7 (1975), 83-122 
[ 9] 0. Macchi, The fermion process - a model of stochastic point process 

with repulsive points, Transactions of the Seventh Prague Conference 
on Information Theory, Statistical Decision Functions, Random Pro­
cesses and of the Eighth European Meeting of Statisticians (Tech. Univ. 
Prague, Prague, 1974), Vol. A, pp. 391-398. 

(10] I. G. McDonald, Symmetric functions and Hall polynomials. 2nd ed., 
Clarendon Press, 1995 



354 T. Shirai and Y. Takahashi 

[11] R. J. Muirhead, Aspects of Multivariants statistical Theory, John Wiley, 
1982 

[12] M. Priihofer and H. Spohn, Scale invariance of the PNG droplet and the 
Airy kernel, J. of Stat. Phys. 108 (2002), 1071-1106. 

[13] T. Shirai andY. Takahashi, Fermion process and Fredholm determinant, 
Proceedings of the Second ISAAC Congress 1999 Vol.l, (Eds.) H.G.W. 
Begehr, R.P. Gilbert and J. Kajiwara, 15-23, (2000), Kluwer Academic 
Publ. 

[14] T. Shirai andY. Takahashi, Random point fields associated with certain 
Fredholm determinant I: Fermion, Poisson and Boson processes, sub­
mitted. 

[15] T. Shirai andY. Takahashi, Random point fields associated with certain 
Fredholm determinant II : fermion shifts and their ergodic and Gibbs 
properties, to appear in Annals of Prob. 

[16] A. Soshnikov, Determinantal random point fields, Russian Math. Surveys 
55 (2000), 923-975. 

[17] A. Takemura, Zonal polynomials, IMS Lee. Notes vol.4, ed. S.S.Gupta, 
1984. 

[18] D. Vere-Jones, A generalization of permanents and determinants, Linear 
Algebra Appl. 111 (1988), 119--124. 

Tomoyuki Shirai 
Department of Computational Science 
Kanazawa University 
Kakuma-machi, Kanazawa 
Ishikawa 920-1192 
Japan 
E-mail address: shirailllkenroku. kanazawa-u. ac. jp 

Yoichiro Takahashi 
Research Institute for Mathematical Sciences 
Kyoto University 
Sakyo-ku 
Kyoto 606-8502 
Japan 
E-mail address: takahasilllkurims. kyoto-u. ac. jp 


