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Solving Models in Statistical Mechanics 

R. J. Baxter 

One of the main aims of statistical mechanics is to calculate the 
partition function Z. Here I shall discuss how this can be done for a cer­
tain class of two-dimensional lattice models ( and one three-dimensional 
model). They are by definition "solvable". Most of them can also be 
related to one-dimensional integrable Hamiltonians, so in this sense they 
are also said to be "integrable". 

Such models are made by placing spins <Ti on the N sites ( or edges) 
of a planar lattice C (e.g. the square lattice). They have values +1 or 
-1; or 1, ... , q; or indeed any set of values that is appropriate. Adjacent 
spins (i.e. those sharing an edge, or a face, or a vertex) interact. The 
partition function is 

(1) 
CT 

where the inner product is over all edges, faces or vertices of£; <Ti, u;, ... 
are the spins on each such edge, face or vertex; the sum is over all values 
of all the spins. H each spin takes q values, there are qN terms in the 
summation. We want N to be large: at least 100, and of course q at 
least 2. Hence there are vastly many terms in the sum. 

There are now a number of such solvable models. I list the ones 
I shall consider here in Table 1. There are of course many others, 
for instance the Izergin-Korepin [1], nested Bethe ansatz ([2] and refs. 
therein), and various colouring problems [3-6]. 

There are many relations between these models: for instance the 
Ising model [7] is a special case of both the 8-vertex [8] and chiral Potts 
[9-12] models. The 8-vertex model is equivalent to the 8-vertex solid­
on-solid (SOS) model [13], in the sense that they both have the same 
partition function, even though they are formulated differently and have 
different order parameters. The hard hexagon model [14] is a special case 
of the 8-vertex SOS model, and further generalizations of these models 
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96 R. J. Baxter 

have been discovered [15-18], culminating in the recent work here in 
Kyoto on the A(1) face models [19]. I indicate at least some of these 
relations in the "family tree" of Fig.I. 

Model Solved by When Refs. 
Ising Onsager 1944 7,22 
Dimer Kasteleyn, Fisher, Temperley 1961 28,56,57 
Six-vertex Lieb, Sutherland 1967 40,41 
Eight-vertex Baxter 1971 8 
Three-spin Baxter & Wu 1973 58 
Self-dual Potts Baxter 1973 52 
Hard hexagon Baxter 1980 14 
Zamolodchikov 3D Zamolodchikov, Baxter 1981/3 59,33 
Fateev-Zamolodchikov Fateev, Zamolodchikov 1982 60 
8 Vertex SOS Andrews, Baxter, Forrester 1973/82 46,13 
Generalized hard Kuniba, Akutsu, Wadati, 1986 16-18 

hexagon Baxter, Andrews 
A( 1) SOS models Date, Jimbo, Kuniba, 1987 19 

Miwa, Okado 
Chiral Potts Albertini, Au-Yang, 1988 9-12 

Baxter, McCoy, Perk , Tang 

Table 1 

The simplest type of model is when the spins live on sites of .C, and 
interact only along edges. Then 

{2) Z = LlIW(ui,ui), 
O' (ii) 

where now the product is over all edges (ij) of .C, W(a, b) is the Boltz­
mann weight function associated with the edge (ij). 

The Ising, Potts, chiral Potts and Fateev-Zamolodchikov models 
are all of this "edge-interaction" type. Some of the others can be put 
into this form: for instance the eight-vertex model is equivalent to the 
Ashkin-Teller model [20], which is an edge-interaction model. I shall 
focus attention on such models, though many of my remarks generalize 
quite easily to the "interaction-round-a-face" {IRF) or vertex models 
[21]. 
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A SOSmodels 

Chiral Potts Eight-vertex=Ashkin-Teller= Eight-vertex 

~ 1 sos 
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Isingl Six-vertex Three-spin 
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hard hexagon 

Fateev­
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~ 
Critical Ising* 

Fig. 1. Relationship between various models; e.g. the Ising 
model is a special case of both the chiral Potts and 
eight-vertex models. Critical models are indicated 
by*· 

Star-triangle relation 

As we know, the starting point for the solution of these models is 
the "star-triangle" or "Yang-Baxter" relation: 

(3) 
LW qr(b, d)Wpr(a, d)W pq(d, c) 

d 

(Here I am using the asymmetric notation that Perk, Au-Yang and my­
self used recently for the chiral Potts model [9].) 

In this equation a, b, c, dare spins; the Wpq(a, b), W pq(a, b) are edge­
interaction weight functions which also depend on certain other variables 
( complex numbers) p, q which are known as "rapidities". The normal­
ization factor Rpqr must have the form [9] 

(4) 

Note that if each spin takes q values, (3) represents q3 equations in 
6q2 + 1 unknowns (in fact there are really far fewer unknowns, because of 
homogeneity and other simple invariances). Thus in general (3) cannot 
be satisfied. 
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However, it ( or its appropriate analogues) can be solved for the 
models I am considering. Onsager mentions it in his original and later 
papers on the Ising model [7,22]. 

The star-triangle relation is an invariance property. For example, 
suppose we consider the square lattice C, drawn diagonally as in Fig. 2. 

C 

a 

d L . ~ . "' 
- L(" - - - -+ - I - Tpq 

I '¥J q I I I 
L _ L -+- _I___ _ T 'V' I q pq 

I I I 
b p L p p 

Fig. 2. Three rows of sites of the diagonal square lattice, 
showing the associated edge weight functions Wpq, 
l1/pq and row-to-row transfer matrices T, T. For in­
stance, the weights of the ( a, s) and ( b, s) edges are 
Wpq(a, s), Wpq(b, s). Also shown are some of the 
rapidy lines of the covering lattice ( dotted lines). 
In (32)-(35) the rapidity of the upper row of the 
edges is changed from q to q'. 

With toroidal boundary conditions, one can show in the usual way 
that 

(5) Z = Trace(TTTT .. . ) = Trace(T'I')m/ 2 , 

where mis the number of rows, C is the number of sites per row, and 
T, 'I' are NL by NL transfer matrices with elements 

(6) 

L 

Tuu' = lI[Wpq(Ui,UDWpq(Ui,OL1)], 
i=l 

L 

'I'uu' = l1[Wpq(cri,0"~+1)Wpq{cri,O'DJ. 
i=l 

Here the rapidity p is associated with the vertical columns of C, q 

with the horizontal rows. Obviously T, 'I' depend on p, q so we can write 
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them as Tpq, Tpq· Then the star-triangle relation implies that transfer 
matrices with different q (but the same p) commute. More precisely 

- - - -(7) TpqTpr = TprTpq, TpqTpr = TprTpq 

for all p, q, r. 

This in turn implies that the eigenvectors of TpqTpq are independent 
of q, and that correlations between spins in the same row are independent 
of q. The full richness of these invariances is best seen by going to a 
very general Z-invariant model, where £ is just an arbitrary collection 
of straight lines in the plane. I don't wish to pursue this any further 
here, but refer those interested to references 23 and 24. 

Difference property 

Until last year all the known solutions of the star-triangle relations 
possessed the "difference property", i.e. it was possible to choose the 
rapidities p, q, r so that Wpq( a, b) and W pg{ a, b) depended on p and q 
only via their difference p - q: 

(8) 

This in turn means that for the square lattice, with vertical rapidity p 
and horizontal rapidity q, the partition function Z is also a function only 
of p- q: 

(9) Z = Zp-q. 

Now, however, models have been discovered [9,25,26] that do not 
have this difference property. This is quite exciting, since it forces us to 
re-think many of our methods, where the difference property has been 
taken for granted. 

Calculation of the free energy 

A) Star-triangle+ form of W + symmetry 

The star-triangle relation thus gives a lot of information. Indeed, 
Enting and I used it to obtain what we slightly frivolously called the 
"399th solution" of the Ising model [27]. Since then I have performed 
a similar exercise for the three-dimensional Zamolodchikov model [33], 
and very recently for the chiral Potts model [10]. One uses the star­
triangle relation together with the form of the dependence of Wpq, W pq 
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on p and q. From this and spatial symmetries one gets the bulk free 
energy 

(10) !=- lim 2-1nz 
N--+oo N 

where N is the number of sites of £. 
Probably this technique could be pushed further, perhaps to the crit­

ical Potts and Ashkin-Teller = 8-vertex models. However, it is rather 
cumbersome and it doesn't give any information about finite-size prop­
erties. One would like to obtain these so as to obtain the correlation 
length {, interfacial tension s and conformal anomaly. Hence one does 
need some extra tricks. It is these I should like to discuss in the rest 
of this talk. I try to give an indication of the relationship between the 
various methods and models in Fig. 3. 

B) Whole-lattice combinatorial methods 

For the Ising and free-fermion models, one can write Z as a deter­
minant or Pfaffian [28,29]. This is enormous progress, since an N by N 
matrix can be evaluated in about N 3 steps, instead of qN. Further, for 
an homogeneous model the determinant is cyclic, so one ends up with a 
completely explicit product formula for Z for a finite lattice. Unfortu­
nately this technique has so far resisted extension to other models, e.g. 
the 8-vertex model. It would be marvellous to so extend it. 

C) The inversion relation trick 

There is a simple trick .for determining f [21,30,31]. For the square 
lattice edge interaction model, one can define a row-to-row transfer ma­
trix T, working straight up the lattice, instead of diagonally as in (6): 

L 

(11) Tuer'= IJ[Wpq{O'i,O'i+i)Wpq{O'L0'~+1]112 Wpq(O'i,o-D. 
i=l 

The inverse of this matrix Tis obtained by simply replacing Wpq(a, b), 
Wpq(a,b) by w;q(a,b), where 

C 

(Thus w;q is a "scalar" inverse; w;q is a "matrix" inverse.) Suppose we 
take f to be defined by (10) only for the "physical domain", where the 
weights Wpq(a,b), Wpq(a,b) are positive. Then extend f to outside this 
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Whole-lattice 

combinatorial 
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Inversion relation Transfer matrix 
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[Almost all] 

(i) (ii) 

Bethe ansatz & QISM 
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[6-vertex,8-vertex,3-spin, 
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Clifford algebra 
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operators T,Q relation 

[8-vertex] 

RHSknown 

(µ=1t /2) 
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[Ising,free-fermion, 

superintegrable 
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Inversion identity 

Other special cases: 

RHS a functional of T 

(µ= m 7t /n) 

[q=l critical Potts, 

q=2 critical Potts, 

hard hexagons] 

Fig. 3. Methods used for calculating the free energy / for 
solvable models. The square brackets contain the 
models solvable by a particular technique. Only 
methods A andD(ii~ explicitly use the star-triangle 
relation, but it does seem to be intimately con­
nected with D(ii), and with the analyticity proper­
ties needed in C. Methods B and D also give e and 
s. 

101 
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domain by analytic continuation. Then one can argue [21] that inverting 
T should have the effect of negating f, so 

(13) f"+f=O. 

If we think of f as a function of the weights W, this relation ( 13) is 
a functional relation. In all the models, it turns out that replacing the 
W by the W* is equivalent (to within a normalization factor, of which 
one can keep track) to interchanging p with q. Hence (13) becomes 

(14) f(q,p) + f(p, q) = D(p, q) , 

where D(p, q) is a known function. 
By itself, this is just a definition of f(q,p). However, if we assume 

that f is analytic ( apart from known singularities due to poles of the 
weights W, W) in some domain 'D enclosing both (p,q) and (q,p), then 
( 14) does contain information on f. Usually there is also a rotation 
symmetry 

(15) 
Wpq(a,b) =Wq,Rp(b,a), Wpq(a,b) = Wq,np(a,b), 

f(q,Rp) = f(p,q) 

corresponding to rotating the lattice through 90°. Here Rp is some func­
tion of p. (For the difference property models Rp = p + µ, where µ is 
some constant; for the chiral Potts model Rp is defined in [9].) 

If 'D is sufficiently large, in particular if it encloses also ( q, Rp) and 
(Rp, q), then (14) and (15) actually define f . 

This method can readily be extended to vertex and IRF models. {It 
is related to, but should not be confused with, the much more precise 
"inversion identity" method to be discussed later.) The trouble with it 
is that, like method A, it only works in the large-lattice limit, so it only 
gives f ( not ! or s). More seriously, it depends very much on making the 
correct analyticity assumption. Bazhanov and Stroganov [32] sought to 
solve the three-dimensional Zamolodchikov model this way, but it turned 
out that their analyticity assumption was wrong, so they obtained the 
wrong answer [33]. 

The importance of the analyticity assumption becomes obvious 
when one notes that many models ( e.g. the two-dimensional Ising model 
in a magnetic field, the two-dimensional Potts model, and the three­
dimensional Ising model) have inversion and rotation symmetries such 
as (14) and (15), but have nevertheless defied solution [34,35]. It seems 
that in general / has a complicated singularity at the "inversion point" 
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p = q, but when the star-triangle relation (3) is satisfied there are nat­
ural variables (the rapidities), in terms of which / is basically analytic 
at p = q. 

D) Transfer matrix methods 

The other methods all involve determining the eigenvalues A of the 
transfer matrix T. From (5), if m is large 

(16) 

where A~ is the largest eigenvalue of TT. Thus to obtain/ it is sufficient 
to obtain A0 • To obtain { and s one needs the next-largest eigenvalues 
(section 7.10 of ref. 36). There are a few identifiable ways of doing this. 

i) Clifford Algebra or fermion operators 

Again the Ising and free-fermion models are simple, in that one can 
algebraically reduce T to a diagonal form, explicitly exhibiting all the 
eigenvalues [37,38]. 

In this form, T basically becomes a direct product of L two-by­
two matrices, Again, this method has not been extended to the other 
models, though it has just been observed [11,12] that the superintegrable 
case of the chiral Potts model does have this structure for some of its 
eigenvalues. 

It should be noted that this method, like method B, does not actu­
ally need the star-triangle relation. One can conceive of inhomogeneous 
solvable Ising models which are not Z-invariant. (But note that the 
checkerboard Ising model, which includes the homogeneous square, tri­
angular and honeycomb Ising models, is still Z-invariant [24,39], so one 
would need a more complicated model than this.) 

ii) Bethe ansatz and quantum inverse scattering methods 

The application of the Bethe ansatz technique to two-dimensional 
lattice models was pioneered by Lieb [40] and Sutherland [41], using the 
work of Yang [42] for one-dimensional Hamiltonians. With this method, 
one explicitly obtains the eigenvectors of T: their elements have the 
general form 

(17) ,P(x1, ... , Xn) = L Ap<f,(kp1, xi)ef>(k.p2, X2) ... </>(kPn, Xn), 
p 

where the integers x1 , ••• , Zn are the positions of certain dislocations 
in a basic pattern (down arrows, negative spins, ... ), ordered so that 
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1 ::::; x1 < x 2 < ... < Xn :::; L (L being the number of columns of the lat­
tice); </>(k,x) is a "single-particle function", often simply exp(ikx);P = 
{Pl, ... , Pn} is a permutation of the integers 1, ... , n; Ap is some coef­
ficient; and the sum is over all n! permutations P. 

The function ¢( k, x) can be chosen so that ( 17) satisfies the eigen­
value/ eigenvector equation, except for certain boundary conditions 
( chapter 8 of ref.36). These conditions give 

{18) Ap = cp IJ s(kPi, kpi), 

where the product is over all i,j such that 1 ::::; i < j ::::; n; s(k, k') is 
a known function; and c p is the signature ( + 1 or -1) of the permuta­
tion P. They also give n simultaneous equations for the n unknowns 
k1 , ... , kn, Once these are solved, the corresponding eigenvalue A is 
readily obtained. 

The difficulty lies in solving for k1 , ••. , kn : usually the best one can 
do explicitly is obtain the largest (and next-largest) eigenvalues in the 
large-lattice limit (when n and L tend to infinity). One cannot write 
down tractable closed-form expressions for Z for a finite lattice, as one 
can with methods B and D(i). (One can write down an expression for 
Z, using the "perimeter Bethe ansatz" [43], that is of the form {17). So 
far it has defied further useful simplification, but I still have a lingering 
hope that it may be possible to do so by adapting the work of Gaudin 
et al [44] and Korepin [45]. ) 

One interesting point is that in all such solutions there have been 
functions a(k), B(a) such that 

(19) s(k',k)/s(k,k') = B[a(k')- a{k)], 

i.e. the LHS depends on k, k' only via a(k')-a(k). This "transformation 
to a difference kernel" is closely related to the star-triangle difference 
property I mentioned earlier. 

This method can only be used when the number of dislocations n is 
conserved for each row of the lattice. Then the transfer matrix breaks 
up into diagonal blocks, one for each value of n. At first this limited 
its use to the six-vertex model and various colouring problems [3-5], 
but it has been extended to the eight-vertex model by first making a 
transformation to the eight vertex solid-on-solid (SOS) model [46,13]. 
This corresponds to making a rather complicated change of basis of T. 

The quantum inverse scattering method ( QISM) has been pioneered 
by the Leningrad group [47,48], and is closely related to the Bethe ansatz 
method, and to the eight-vertex functional relation method of the fol-
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lowing sub-section. It adopts an algebraic approach, while the Bethe 
anspatz method has a more combinatorial flavour. 

iii) Exact finite-lattice matrix functional relations 

This is the method on which I wish to focus in this talk. It is the 
method I originally used to solve the eight-vertex model, and very re­
cently the superintegrable chiral Potts model. For the edge-models, one 
works with the T and T of eqn (6), i.e. with the transfer matrices 
corresponding to going diagonally across the square lattice (this corre­
sponds to going straight up the lattice in the vertex models, diagonally 
in the IRF models). The star-triangle relation (3) then ensures that 
these transfer matrices commute, as in (7), and one makes great use of 
this. 

Eight-vertex model T(v), Q(v) relations 

For the eight-vertex model we regain the difference property, and 
there is no difference between T and T, so 

(20) Tpq = 'I'pq = T(p - q). 

Thus the commutation relations (7) become 

(21) T(u)T(v) = T(v)T(u) 

for all complex numbers u, v. 
By just considering local "propagation through a vertex" proper­

ties, one can establish ([8,43] and chapter 10 of ref.36) that there exists 
another matrix function Q(u) such that 

(22) T(u)Q(v) = Q(v)T(u), 

{23) T(v)Q(v) = <f>(v - µ)Q(v + µ) + <f>(v)Q(v - µ), 

where µ is a real parameter such that O < µ < 1r and </>( v) is a known 
scalar function. All the functions are entire and periodic ( or anti­
periodic) of period 1r : 

{24) T(v + 1r) = ±T(v), Q(v + 1r) = ±Q(v), <f>(v + 1r) = ±<f>(v). 

{This v is the -i?r( v + 1J) / K' of ref. 8 and we have removed exponential 
factors that cancel out of (23). ) 
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Because the matrices all commute, one can make a similarity trans­
formation (independent of v) which diagonalizes both T(v) and Q(v). 
Then (23) becomes 

(25) T(v)Q(v) = <f>(v - µ)Q(v + µ) + <f>(v)Q(v - µ), 

where now T(v), Q(v) are scalars: particular eigenvalues of T(v), Q(v). 
In general T( v ), Q( v ), ¢( v) are elliptic functions of v. It is illuminat­

ing to consider critical case, when the elliptic functions reduce to more 
familiar trigonometric ones. Then, to within a normalization constant 

(26) </>( V) = ( Sin Vt, 

so if we set z = e2iv, then 

(27) <f>(v) = e-iLv F(z), 

where F(z) is a known polynomial in z of degree L. 
The functions T(v), Q(v) are similarly proportional to polynomials 

in z of degree L, n (where n = L/2), respectively, except that we don't 
at first know the coefficients. If we substitute these forms into (25), 
each side is proportional to a polynomial of degree L + n, so we obtain 
L + n + I equations. Because of homogeneity, we are free to choose one 
of the coefficients of Q( v) arbitrarily, so we have L + n + I unknowns. 
Hence we may hope that (25) contains enough information to determine 
T(v), Q(v). It does. (There are many solutions, corresponding to the 
different eigenvalues.) 

This argument generalizes readily to the non-critical case. One uses 
the fact that T( v ), Q( v) are entire functions with L, n distinct zeros 
(modulo the elliptic function periods), respectively. If one sets v in (25) 
equal successively to each of the zeros v1, ... , Vn of Q( v ), one obtains 
n equations for V1, ••• , Vn· These are the same as the equations for 
k1, ... , kn in the Bethe ansatz. 

There is one slight difficulty with this functional relation technique. 
While it gives all possibilities for the eigenvalues, it does not tell you if 
any particular possibility occurs, and if so how many times. In other 
words, it does not give the multiplicities of the eigenvalues. To determine 
these one needs further information, e.g. from special or limiting cases 
where T( v) can be diagonalized explicitly. 

Inversion identity 

Replace v in (23) by v+µ, then multiply this equation by the original 
and divide by Q(v)Q(v + µ). We get 

{28) T(v)T(v + µ) = <f>(v - µ)<f>(v +µ)I+ <f>(v)P(v) 
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where 

{29) 
P(v) =</>(v)Q(v - µ)Q(v + 2µ)/Q(v)Q(v + µ) 

+ </>(v - µ)Q(v + 2µ)/Q(v) + </>(v + µ)Q(v - µ)/Q(v + µ). 

As we went from {23) to {25), so we can replace {28) and {29) by 
scalar equations, T( v ), P( v ), Q( v) being eigenvalues of T( v ), P( v ), Q( v ), 
corresponding to some particular common eigenvector. In particular 

(30) T(v)T(v + µ) = </>(v - µ)</>(v + µ) + </>(v)P(v). 

The function P(v) is meromorphic: from (30) it can only have 
poles when </>(v) vanishes, while from (29) it can only have them when 
Q(v)Q(v +µ)vanishes. It follows that it is entire. It has L zeros. 

Again it is instructive to consider the critical case. Then </>(v), T(v), 
P(v) are each proportional to polynomials in z of degree L, and each 
side of (30) is proportional to a polynomial of degree 2L. Thus we have 
2L + 1 equations for the 2L + 2 unknown coefficients of T(v), P(v). 
One only needs one more piece of information, perhaps obtainable from 
some special case (like v = µ, when T( v) is proportional to a simple 
translational shift operator ). 

For the eight-vertex model there is no adVaJ.1-tage in using (28) rather 
than (23). However, for other models_(e.g. hard hexagons) it seems quite 
difficult to obtain analogues of (23), while it is quite easy to obtain 
analogues of {28). We can begin to see this for the edge-interaction 
models, using equations (12-15) above. These imply 

C 

where q' is a rapidity related to q by q = Rq', and 'T'/pq is some known 
function. Now consider the product TpqTpq'· From (6), this has elements 

{32) (TpqTpq' )a-u' = II X(O"iO"i+i I 0"~0"~+1) , 
i 

where the product is from i = 1 to L and 

(33) X(a,b I c,d) = L Wpq(a,s)Wpq(b,s)Wpq'(s,c)Wpq'(s,d). 
a 

This X{ a, b I c, d) is the weight of the four-pointed star shown in Fig. 2, 
summed over the centre spin s. 
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Suppose b = d. Then from (31) 

(34) X(a,b I c,b) = T/pqba,c. 

Thus if O"i+i, o-~+l are equal, the RHS of (32) will vanish unless o-;, o-~ are 
also equal. If the elements of X( a, b I c, d) with a =I-c and b =I-d all have 
some common factor (pq, then 

(35) 

where P pq is a matrix whose elements o-, o-1 are zero unless o-~, o-; are 
different for all i. (For the two-state Ising model P pq is proportional to 
the operator that reverses all spins: for higher N-state models it is more 
complicated.) 

This equation ( 35) is the analogue of the eight-vertex model equation 
(28), and has been studied by Reshetikhin and Pearce [49-51]. The 
ordinary self-dual Potts model (which is equivalent to the six-vertex 
model [52], which in turn is a special case of the eight-vertex model) can 
be solved this way. 

Although (35) appears to hold quite generally for solvable models, it 
only defines the eigenvalues of the transfer matrix if enough information 
is available on (pq and P pq· We shall return to this point in the context 
of the chiral Potts model. 

The Ising case: µ = 1f /2 and P proportional to I 

The simplest case is when P pq is completely known. This happens 
for the Ising model, and for the corresponding case of the eight-vertex 
model, whenµ= 1r/2. Then from (24) Q(v + µ) = ±Q(v - µ), so the 
functions Q cancel out of (29), except for the ± signs, giving P <XI and 

(36) T(v)T(v + µ) = [¢(v) ± ¢(v - µ)]21. 

(Strictly this I is not the full identity matrix. The vector space breaks 
up into two parts, one in which Q( v) is periodic, the other in which Q( v) 
is anti-periodic. For the Ising model these are the spaces symmetric and 
anti-symmetric under spin-reversal. The above remarks apply separately 
within each of these symmetry blocks, with the appropriate choice of sign 
in (36).) 

For µ = 1f /2 the eight-vertex model is actually equivalent to two 
non-interacting Ising models - chapter 10 of ref.36 - which is why the 
RHS of (36) is a square. If one continues with the method of eqn (35) 
for the Ising model, one obtains (36) without the square: eqn (7.5.5) of 
ref.36. 
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It is very easy to solve this equation for all the eigenvalues: one 
determines the zeros of the RHS, which occur in pairs vi, Vi + µ, for 
i = l, ... , L. Then for each i the function has either Vi or Vi + µ as 
a zero. Thus there are 2L distinct eigenvalues, and they have a direct 
product structure, as in the fermion method D(i). 

In [12] some of the eigenvalues of the super-integrable chiral Potts 
model are obtained this way, which makes one wonder if this model can 
also be solved by fermion operators. 

The use of the phrase "inversion identity" is obvious here: to within 
a scalar factor (and within each symmetry block), T(v+µ) is the inverse 
ofT(v). 

The case 3µ/1r = integer 

Other cases, special but not so simple, arise when µ is any rational 
fraction of 1r. 

For instance, suppose that µ = 1r /3 or 21r /3. Then 

(37) Q(v + 3µ) = rQ(v), 

where r = ±1. Replacing v in {25) by v + µ and v + 2µ, we obtain a 
total of 3 equations, which can be written in the matrix form: 

( 
-T(v) </J(v - µ) r</J(v) ) ( Q(v) ) 

(38) </J(v+µ) -T(v+µ) </J(v) Q(v+µ) =0. 
r</J(v + µ) </J(v + 2µ) -T(v + 2µ) Q(v + 2µ) 

The determinant of the coefficient matrix must vanish and {for L 
even) </J(v + 2µ) = </J(v - µ) . Setting t(v) = rT(v)/</J(v +µ),it follows 
that 

(39) t(v)t(v +µ)t(v + 2µ) - t(v) - t(v + µ) - t(v + 2µ) - 2 = 0. 

This is a third-degree functional relation for t( v ). It can be written 
as 

(40) t(v)t(v + µ) = 1 + [t(v) + t(v + µ) + 2]/t(v + 2µ), 

which is a form of the inversion identity (30). One simple solution is 

(41) t(v) = -1, 

i.e T(v) = -r</J(v + µ) . Indeed, this solution does occur (section 8 of 
ref. 53). For the critical self-dual q-state Potts model [31,52), where 
q112 = 2 cosµ, this is the solution for the trivial q = 1 case. 
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The case 4µ/1r = integer 

Similarly, if Q( v + 4µ) = rQ( v) and ¢( v + 4µ) = ¢( v) , we obtain a 
fourth degree functional relation for T( v), which is satisfied if (but not 
only if) 

(42a) T(v + 2µ) = -r T(v), 

(42b) T(v)T(v + µ) = ¢(v - µ)¢(v + µ) - r¢(v)¢(v + 2µ). 

In fact, the four-by four matrix of coefficients is then only of rank 2. 
This equation ( 42b) is similar to the equation (36) for the Ising case 

of the eight-vertex model, which has µ = 1r /2. This again fits, because 
if we come to these equations from the critical Potts model, the Ising 
case is when q = 2 and µ = 1r / 4. Thus there is a connection between 
theµ= 1r/4 andµ= 1r/2 cases. 

The case 5µ/1r = integer 

The final special case we shall look at is when Q( v + 5µ) = r Q( v) 
and ¢( v + 5µ) = ¢( v ). Then the matrix of coefficients is five-by-five, and 
its rank reduces to three if T( v + 5µ) = T( v) and 

(43) T(v)T(v + µ) = ¢(v - µ)¢(v + µ) - rcp(v)T(v + 3µ). 

Let me repeat that the utility of such special identities ( all of which 
are of the "inversion identity" (30) type) is that for some models they 
can be derived even when no analogue of (25) has been found (i.e. no Q 
matrix is known). In particular, equation (43) is satisfied for the hard­
hexagon model, and this is the way ~ and s were obtained for this model 
[54]. 

Superintegrable chiral Potts model 

Let me conclude with a few remarks on some work of recent weeks. 
The chiral Potts model is an edge-interaction ZN model, where each spin 
<Ti takes the N values 0, 1, ... , N - 1. The weights Wpq(a, b), Wpq(a, b) 
are spin translation invariant: they depend on a, b only via the difference 
a - b, and are periodic in a - b of period N. One can derive the equation 
(35) as above. To use (35) one needs some information on (pq and Ppq· 
In general it is not clear how to proceed, but for the "superintegrable" 
case, when the vertical rapidity p has a special value (in the notation of 
ref. 10, Vp = -1r/2), some simplifications occur. In particular, 

(44) X(a,b I 0,0) = 0 if os;a<bs;N-1. 
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Together with the spin translation invariance that X ( a + j, b + j f c + 
j, d+ j) is independent of j, this is a much stronger statement than (34). 
For j = 0, ... , N - l, let Uj be the NL dimensional vector with entries 

(45) 

Taking Uj+N = Uj, it follows from (32) that 

(46) TpqTpq'Uj = LX(k,kfO,o)Luj+k, 
k 

the sum being from k = 0 to N - l. ( One first establishes this equation 
for j = 0,using (32), (44) and the cyclic boundary condition <TN+l = u 1 , 

<T~+i = u~ ; then uses the spin translation invariance.) Define, for 
Q = 0, 1, ... , N - l, the Fourier transforms 

( 47) gq = I:wQix(j,jfo,ot, 
j 

where w = exp(21ri/N) and the sums are from j = 0 to N -1. It follows 
that 

( 48) 

This equation is rather like the Ising case (36) of the inversion iden­
tity, in that the RHS is a known function of p and q. The big difference 
is that it is only a vector equation, rather than a full matrix one. Even 
so, one can still use it to obtain some of the eigenvalues of Tpq· 

Let Vq be the vector space generated by pre-multiplying vq by any 
sum of products of matrices Tpq, for fixed p but for any value of q. 
All such matrices commute (because of the star-triangle relation ( 3)), 
so ( 48) remains true if v Q is replaced by any vector in V Q. All such 
vectors are spatially translation invariant; and are eigenvectors of the 
spin translation operator R of [11], with eigenvalue wQ. 

Replacing vq by an eigenvector in Vq of Tpq, with eigenvalue Tpq, 
it follows that 

TpqTpq' = 9Q 

This is a functional relation for Tpq of the form of the inversion identity 
(30), where the right-hand side is known, as in (36). We can solve it in a 
similar way, as is indicated in [12], by sharing out the zeros of the RHS 
between Tpq and Tpq'. Taking Wpq(a,a),Wpq(a,a) = 1 and defining 
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k', x as in [12] ( k' is a "temperature-like" constant, x is a variable that 
depends on q and can be used in place of q ), we obtain 

( 49) Tpq = pCq Il[G ± (1 + k' 2 - 2k'cos0i )112], 

j 

where k', G are defined in [12] and 

(50) p = (x - 1)/(xN - 1)1/N 

(51) 

(52) COS0j = (1 + zf)/(1- zf), 

the product is over j = 1, ... , m, where 

(53) m = integer part of [(NL - L - Q)/N] 

and zf, ... , z;[, are the zeros of the polynomial 

n 

this sum being from n = 0 to N - 1. (The RHS of ( 54) is a polynomial 
of degree m in zN.) The sign choices in ( 49) can be made independently 
for each value of j, so there are zm different eigenvalues for each value 
of Q. It appears (from numerical studies for small lattices) that each 
eigenvalue occurs just once, so Vq has dimension 2=. The sum over Q 
of these dimensions is less than NL, so we have only found some of the 
eigenvalues. 

Even so, we have found all the eigenvalues that are relevant if we 
use cylindrical boundary conditions, with the the spins in the top row 
fixed to all have value 0, and those in the bottom row to all have value 
a, as in Fig.4. 

In fact, we can evaluate the partition function of this lattice of M + 1 
rows exactly, for M either odd or even. It is 

Za = N-1 PLM L W-Qa( Cq )M 
Q 

(55) IT {[( G + ~j )M (~j + 1 - k' cos 0j) 

j 
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0 0 0 0 0 

a a a a a 

M+l 

3 

2 

1 

Fig. 4. The square lattice whose partition function, for the 
super integrable chiral Potts model, is given by (55) 
and (60). It has M + 1 rows, each of L sites. The 
left-to-right cylindrical boundary conditions mean 
that site L is followed by site 1. The spins in the 
top (bottom) row are fixed to have value O(a). 
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where the sum is over Q = 0, ... , N - l, the product over j = 1, ... , m, 
and 

(56) Aj - (1 + k' 2 - 2k' cos Bi )112 

Equivalently, let r = integer part of [(M + 1)/2], and let 'Y, c1 , ..• , Cr be 
parameters (independent of 8 i) such that 

[( G + .f::..j )M (Aj + 1 - k' cos 8j) 

(57) + (G- Aj)M(Aj -1 + k' cos8i)J/!::..i 

= 'Y( C1 - COS 8 j )( C2 - COS 8 j) • • • ( Cr - COS 8 j) 

for all complex numbers 8j, Aj being given by (56). (The LHS is a 
polynomial of degree r in cos 8 i, so there must be such a factorization.) 
Also, set 

(58) 

(59) 

(i = [(ci - 1)/(ci + l)]1fN, 

g = NxN- 1 (1 - x)/(l - xN). 

Then we can choose ( 1 , ... , (r so that ( 1 · · · (r = x-M, and ( 55) can be 
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transformed to 

Za = N-1 gLM L w-Qa 

Q 
{60) XII N-L LW(Q+L)n[((f - 1)/((i - wn)t, 

i n 

the Q, n sums being from O to N - 1, the product being from i = 1 to 
r. One curious feature of the superintegrable chiral Potts model is that 
standard arguments ( e.g. section 7.10 of ref. 36) give the values 

{61) a=l-2/N, µ = 2/N, v=l 

for the critical exponents of the specific heat, interfacial tension and 
correlation length. These values satisfy the scaling relation µ + v = 
2 - a, but violate the hyperscaling relation. dv = 2 - a (with d = 2). 
M. N. Barber and P.A. Pearce have suggested to me that this may be 
due to the anisotropic nature of the model. (The vertical rapidity p 
having the special "superintegrable" value.) From the result {60) one 
can deduce all the eigenvalues of the column-to-column transfer matrix, 
but if I'm going to get to this meeting I'd better stop now. Let me just 
remark that I have only considered here the problem of calculating the 
partition functions of various solvable models. As many of you are very 
well aware, there is another whole field concerned with calculating local 
probabilities and order parameters, using corner transfer matrices ([55) 
and chapter 13 of ref. 36). 
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