
II TEE NEWMAN-PEARSON THEORY OF TESTING
A STATISTICAL HYPOTHESIS *'

The principles of statistical Inference as developed In the

last two decades by R. A. Fisher, Neyman and Pearson deal with the

problem of testing a hypothesis and with the problem of estima-

tion but not with the general problem of statistical Inference

as It has been formulated In the foregoing pages. A further re-

striction In these theories Is that they deal only with the case

that.lL.ls a k -parameter family of distribution functions, I.e.,

that the true but unknown distribution function F Is known to be

an element of a k-parameter family of functions

where elf...,ek are parameters. In this case the specification

of the values of the parameters specifies completely the distri-

bution function F.

A set of parameter values can be represented by a point In

a k-dlmenslonal Euclidean space called a parameter space. Be-

cause of the one-to-one correspondence between elements of JTL.

and points of the parameter space we can 1 den tl f y •£!• wl th the

parameter space. If for example, X̂ ,...,Xn are normally and In-

dependently distributed, each having the same distribution

(equatlon(2) ), then the parameter space Is a half plane where

g^ m |4 SB mean value, and 0 * 0g = a = standard deviation.

A hypothesis concerning F Is expressed by the statement

that the true parameter point lies In a certain subset u of the

parameter space-TV-. AS we have done before, we shall call the

hypothesis a simple one If w consists of a single point*

4) See, In this connection, references 12,15 and 14
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