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1. Introduction and summary

We consider stationary. additive. interval functions X(a). These are vector
valued stochastic processes having real intervals A = (a, f] as domain, having
finite dimensional distributions invariant under time translation and satisfying

(1.1) X(a,uA,) = X(ay) + X(a,),

for disjoint intervals a;. A,. Such processes are considered in some detail in
Bochner [5]. Setting

(1.2) X(t) = X(0, ],
— o < t < o, and in the reverse direction setting

we see that a consideration of stationary interval functions is equivalent with a
consideration of processes X(t), —o0 < t < 00, having stationary increments.
These last are discussed in Yaglom [24] for example. Important examples of
processes of the type under consideration are provided by the point processes.
Here the components of X(a) give the number of events of various sorts that
occur in the interval a. A variety of properties and applications of point pro-
cesses may be found in Cox and Lewis [11], Bartlett [4], and Srinivasan [21].

The paper is divided into various sections. In Section 2 we introduce a key
assumption for the processes; specifically we require that all the moments of
X(a) exist and have particular integral representations. We are then able to
define

(14) faluw,ak(ilt'“ alk)v

-0 < lj < 0,ay, " ,a = 1, -, r, the cumulant spectra of order k of the
r vector valued X(a). These turn out to be generalizations of the cumulant spectra
of order k of a continuous time series discussed in Brillinger and Rosenblatt
[9]- We then present a spectral representation for X(a). This representation was
introduced in Kolmogorov [17] for real valued processes with stationary incre-
ments. It takes the form
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