
Appendix C

The proof of Theorem 11.6

In what follows, we put (a)+ = max{a, 0} for a ∈ R. First we note that (5.15)

for n = 3 can be written as

∇xϕ(x) =
(
∂rϕ(x)

)
ω − 1

r
ω ∧ Ω̃ϕ(x) (C.1)

for ϕ = ϕ(x) ∈ C1(R3), where r = |x|, ω = |x|−1x, Ω̃ = (Ω23,Ω31,Ω12), and ∧
denotes the external product in R3. Without loss of generality, we may assume

c = 1 in the proof of Theorem 11.6. Let u be a solution to

□u = Φ(t, x), (t, x) ∈ (0, T )× R3,

u(0, x) = (∂tu)(0, x) = 0, x ∈ R3.

Given a set c = {c0, c1, . . . , cM} of non-negative numbers, µ ≥ 0, ν ≥ 0, and

s = 0, 1, we define

Qc,µ,ν,s(t) = sup
(τ,y)∈[0,t]×R3

|y|⟨τ + |y|⟩µWc,−(τ, |y|)ν
∑

|α|+|β|≤s

|(Ωα∂βΦ)(τ, y)|.

We regard R3-vectors as column vectors. Let O be an orthogonal matrix, and

we put uO(t, x) = u(t,Ox) and ΦO(t, x) = Φ(t,Ox). Then we have □uO = ΦO with

uO(0, x) = (∂tuO)(0, x) = 0. We get

|∂uO(t, x)| = |(∂u)(t,Ox)|,
∑

|α|+|β|≤1

|Ωα∂βΦO(t, x)|2 =
∑

|α|+|β|≤1

|(Ωα∂βΦ)(t,Ox)|2.

Therefore, it suffices to prove Theorem 11.6 for x = (0, 0, r) with r ≥ 0.

For 0 ≤ a ≤ 3, let va be a solution to □va = (∂aΦ) with initial data va(0, x) =

(∂tva)(0, x) = 0. Also, let w be a solution to □w = 0 with initial data w(0, x) = 0

and (∂tw)(0, x) = Φ(0, x). Then we have

∂au(t, x) = va(t, x) + δ0aw(t, x),

where δ0a is the Kronecker delta.

Lemma C.1. Let κ, µ, ν > 0 and θ ≥ 0. If µ+ ν ≥ κ+ 1, then we have

⟨t+ r⟩1−θ⟨t− r⟩κ|w(t, x)| ≤ CQc,µ−θ,ν,0(t).

Proof. Since we have

sup
y∈R3

|y|⟨y⟩κ+1−θ|Φ(0, y)| ≤ Qc,µ−θ,ν,0(0),

Theorem 7.2 implies the desired result.
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