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Robbins (1968) considered the problem of estimating
the total probability of the unobserved outcomes of an
experiment. In this paper we suggest an estimator,
based on n trials, and show that under some regularity
conditions one can construct asymptotic confidence
intervals for the random quantity we look for

Consider an experiment with positive outcomes E^,E2» with unknown

probabilities π ,π , ...,π. > 0, Σ.π = 1. In n independent trials suppose that

E^ occurs N^ times 1=1,2,3,... with Σ.N = n. Let ψ = 1 or 0 accordingly as

N^ = 0 or NJL > 0. Then the random variable U = W^i
 i s t l i e s u m o f t h e

probabilities of the unobserved outcomes. How to estimate U? Robbins (1968)

asked this question and suggested the following answer:

Suppose we make one more independent trial of the same experiment and

t 1

that in the total of n + 1 trials, E
±
 occurs N., 1=1,2,... with I N = n + 1.

» 1
Let V = — y Σ. 1,

 !
 _ ,, where 1^ is the indicator function of A In

contrast to U, V
1
 is observable, with n + 1 trials, and can be used to predict U

(we use the word predict instead of estimate since U is r.v. and not a

parameter) .

For W - U - V
1
 Robbins showed:
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