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The nonparametric maximum likelihood estimator of a
distribution function based on a maxima-nomination sam-
ple has been derived recently by Boyles and Samaniego
(1986). In this article we study minima-nominations for
the case of censored data.

1. Introduction. Let X i , . . . ,Xzχ., i = 1, . . . , n be independent identically
distributed (i.i.d.) random variables (r.v.'s) having a common continuous distri-
bution function F with support (0,oo). Denote the vector ( X α , . . . ,XtA^) by X t ,
i = 1,.. . ,n . Define the map Πt : IRA t —> IR such that Π t maps X; into a par-
ticular element in X t , say X{ (i — 1,.. .,ft). We shall call X t the nominee of X t

and the collection {Xt : i = 1,.. .,n} is called the nomination sample. The case
when Tίi(X.i) = maxi<j</^. X t j has been studied by Willemain (1980) and Boyles
and Samaniego (1986). Another important case is where Π^X;) = minκj<A"t X%j\
that is, when the nominee of X t is the minimum. As an example of such a data
generating process suppose that a factory has n identical machines; the i™ ma-
chine having K{ components (i — 1, . . . , ft). Suppose also that each machine is set
up as a series system of i.i.d. components with common d.f. JP. Let X t be the life
lengths of the components in the i™ machine. As soon as the first component
fails the entire machine fails, these first failure times for the entire factory are
(Xi , . . . ,X n ) , the nomination sample. A reliability engineer may be interested in
inference about the components of the machines, that is about F, rather than the
machines itself.

Another example of such a data generating process is the following. Suppose a
consumer has a known number of options from which he/she has to make a single
decision. The wise consumer will usually choose the option that costs the least and
hence the nominee will be the option of minimal cost. Although the distribution
of all option costs is unknown, one would like to be able to draw some inference
about this distribution from the nomination sample.

In this note we consider the estimation of the distribution function with a
nomination sample in the presence of random censoring. This estimator is derived
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