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The Bayesian net is a formalism for structuring multidimensional dis-
tribution when initial data are scarse. It proved to be very useful
in modeling of systems which depend on random parameters, in par-
ticular in image processing, reliability analysis, processing of medical
information. In these cases very often it is impossible to recover the
distribution with reasonable precision, but it is possible to identify a set
of distributions to which the true distribution belongs. We consider the
problem to define the lower and the upper bound for the functional de-
fined on such a set. This gives rise to nontrivial optimization problems
in the space of probability measures. We describe some algorithms for
solving such optimization problems based on random search and linear
programming techniques.

1. Int roduct ion. In this paper we present numerical algorithms for
solving problems of a special type which arise in a priori and a posteriori
estimation of functions defined on Bayesian Networks (Pearl (1988)). In
particular we present some results on modelling and optimization of complex
stochastic systems in the case when the distribution functions of random
parameters are only partially known (Ermoliev et. al (1985), Gaivoronski
(1986)).

We consider systems which can be described by means of a set of functions
fk(x, ζ) : X X Ω —• 5ft, k — 0,1,.. .n, where x G X C $tq represents controlled
parameters and ζ is the vector of random parameters defined on appropriate
probability space.

Usually one is interested in estimate of some characteristics of a system
for fixed values of control parameters x, i.e. in finding the estimates of

(1) Efk(x,ζ) = f fk(x,ω)dH*(ω), * = 0 , l , . . . n

where ω and H* are respectively a realization and the distribution of random
parameters ζ. The next and more difficult step is to select the control pa-
rameters x in an optimal way, i.e. solve the following optimization problem:

(2) minE/ 0 (z,C)
xex

with possible constraints on values of functions E fk(x,ζ).
In this paper we consider the case when the distribution function H* is not
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