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ABSTRACT. This paper establishes, under non-standard conditions, an explicit sto-

chastic approximation of studentized M-estimators 0n, implicitly defined as solutions

to ΣjLi Ψ{Xj>θ) = oi71'1), by a U-statistic Un that is probably concentrated about

Θn in the sense that P[ |0 n - Un\ > (nlogn)"1] = o{n~λf2). The expansion and

concentration hold under weaker smoothness conditions on φ than those assumed by

Lahiri (1994). This approximation is key in rigorously establishing a second order

expansion for the sampling distribution of the studentized estimator. Under stronger

smoothness assumptions on ψΊ a similar expansion relates the bootstrap approxima-

tion to the true distribution of the studentized M-estimator.

1. INTRODUCTION

Let Xι,..., Xn be independent and identically distributed random variables from a

common probability measure P, of which we want to estimate the population parameter

θ = θp implicitly defined as the unique solution of

/ •
= 0, (1.1)

for some measurable function ψ(x,θ). For ease of exposition, we shall restrict our

attention to univariate parameters. Generalization to the multidimensional parameter

case is straightforward, and therefore will not be pursued here.

Denote by P n the empirical probability measure based on the sample Xι,...,Xn

which assigns mass Pn(A) = n " 1 # ( X J G A) to each set A. This paper studies M-

estimators θ that solve the empirical counterpart of (1.1) within o(n~ι), e.g.,

/ •
(1.2)
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