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Abstract

Model selection refers to a data-based choice among competing statisti-
cal models, for example choosing between a linear or a quadratic regression
function. The most popular model selection techniques are based on inter-
pretations of p-values, using a scale originally suggested by Fisher: .05 is
moderate evidence against the smaller model, .01 is strong evidence, etc.
Recent Bayesian literature, going back to work by Jeffreys, suggests a quite
different answer to the model selection problem. Jeffreys provided an inter-
pretive scale for Bayes factors, a scale which can be implemented in practice
by use of the BIC (Bayesian Information Criterion.) The Jeffreys scale of-
ten produces much more conservative results, especially in large samples,
so for instance a .01 p-value may correspond to barely any evidence at all
against the smaller model. This paper tries to reconcile the two theories
by giving an interpretation of Fisher's scale in terms of Bayes factors. A
general interpretation is given which works fine when checked for the one-
dimensional Gaussian problem, where standard hypothesis testing is seen to
coincide with a Bayesian analysis that assumes stronger (more informative)
priors than those used by the BIC. This argument fails in higher dimensions,
where Fisher's scale must be made more conservative in order to get a proper
Bayes justification.
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