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Let G be a compact convex subset of Rr, {€.} a
bounded random sequence, and II (x) the projectian of x
onto G. We obtain asymptotic properties of the
projected stochastic approximation algorithm Xn+1 =

€ €
(XS + eb(XS, ) (or X ) = I.(X +a b(X ,E))a >0,

via the theory of large deviations. The action
functionals and their properties are obtained, as is the
mean exit time from a neighborhood of a stable point of
the 'mean' algorithm. The usual methods for obtaining
the ‘'asymptotic normality' of suitably centered and
normed sequences in stochastic approximation do not work
here - and, in fact, this (asymptotic normality)
property would not usually hold. The large deviations
approach provides a useful alternative. Even for the
unconstrained case,for many applications the large
deviations estimates seem to be more useful than those
based on the 'local linearization' which leads to the
asymptotic normality.

1. Introduction.
Let G = {x:qi(x) < 0,i < k} be a compact convex subset of RY which is
the closure of its interior, where the qi(.) are continuously differentiable.

*Research supported in part by ARO Grant #DAAG-29-84-K-0082 and by AFOSR
under Grant #AFOSR-810116-C.

**Research supported in part by ARO Grant #DAAG-29-84-K-0082 and by ONR
under Grant #N00014-83-K-0542.

AMS Subject Classification. Primary 62L20; Secondary 60F10.

Key words: Constrained stochastic approximation, large deviations, escape
times, asymptotic properties.

253



