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Engineering systems are now frequently optimized via computer models. The input-
output relationships in these models are often highly nonlinear deterministic functions
that are expensive to compute. Thus, when searching for the global optimum, it is
desirable to minimize the number of function evaluations. Bayesian global optimization
methods are well-suited to this task because they make use of all previous evaluations
in selecting the next search point. A statistical model is fit to the sampled points which
allows predictions to be made elsewhere, along with a measure of possible prediction
error (uncertainty). The next point is chosen to maximize a criterion that balances
searching where the predicted value of the function is good (local search) with searching
where the uncertainty of prediction is large (global search). We extend this methodology
in several ways. First, we introduce a parameter that controls the local-global balance.
Secondly, we propose a method for dealing with nonlinear inequality constraints from
additional response variables. Lastly, we adapt the sequential algorithm to proceed in
stages rather than one point at a time. The extensions are illustrated using a shape
optimization problem from the automotive industry.

1. Introduction. Global optimization via a computer model (sometimes called a
computer code) is a problem encountered frequently in engineering. In this article, for
example, we will discuss the optimization of the shape of an automobile piston. The
inputs to the piston model are parameters describing the piston shape. The outputs
are quality characteristics: undesirable piston motion (which causes noise) and the
maximum pressure between the piston and the bore (which affects wear). The objective
is to find the combination of shape parameters that minimizes maximum pressure
subject to a constraint on motion. When function evaluations are fairly expensive, as
here, there is a need to use optimization methods that require few evaluations. We shall
see that the objective, maximum pressure, is highly nonlinear in the shape parameters;
hence, some care is also necessary to find the global optimum.
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