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Abstract: In high dimension, the estimation of a density is difficult be-
cause the observed data gets increasingly sparse with the dimension. This
is known as the curse of dimensionality. For that reason, in high dimen-
sion, universally consistent estimators such as the kernel density estima-
tor are not practical. In this paper, we consider a class of multivariate
densities, within which a density function f can be expressed as f = goD
for some given notion of data depth D and some real function g. We pro-
pose a density estimator which is shown to be consistent within the class,
and it converges at the same rate as the univariate kernel density esti-
mator.
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1 Introduction

Let Xi, ..., X, be an i.i.d. sample from an unknown density f : RP —
[0,00). When p is large, a kernel density estimator of the form

f(z;h) = %g—}%l{ <m —th>




