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Abstract: In this paper, a linear subspace containing part or all of the
information for the regression of a m-vector Y on a p-vector X and its
dimension are estimated via the means of inverse regression. Smooth
parametric curves are fitted to the p inverse regressions through a mul-
tivariate linear model, without imposing any strict assumptions on the
error distribution. This method is expected to be more powerful in re-
ducing the dimension of a regression problem when compared to SIR,
the estimation procedure proposed by Li (1991), that is based on fitting
piecewise constant functions to the inverse regression curves.
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1 Introduction

Let Y G Rm and X eRp with joint cumulative distribution function (c.d.f.)
F(Y,X). In a regression setting the behavior of the conditional cumulative
distribution function of Y given X, F(Y\X), as the value of X varies in
its marginal sample space is under study. As a means of characterizing the
regression structure, consider replacing X by k < p linear combinations of
its components, η[X,... ,τ?jΓX, without losing information on F(Y\X) so
that, for all values of X,

F(Y\X) = F(Y\η[X,..., ηξX) = F(Y\ητX) (1)

where η is the p x k matrix with columns r̂  , and F( \ ) denotes the con-
ditional c.d.f. of the first argument given the second. Equation (1) holds
trivially when η — Iv, where Ip denotes the identity matrix of dimension


