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We model the unknown distribution function F of a sequence
of independent real-valued random variables by partitioning the
real line into intervals {/;} and modeling the vector p = {pi} of
probabilities assigned to the intervals using Markov random field
priors (MRFPs). We argue and illustrate that many commonly-
expressed prior opinions about the shape and form of F can be
expressed as statements about the joint distribution of neighboring
p2 's, leading to simple MRFP expressions for prior beliefs that are
awkward to express in other models. In particular, we will show
how to model beliefs about continuity, monotonicity, log concav-
ity, and unimodality of a density function / for F. The posterior
distributions of the p^s in our models (and hence the approximate
predictive distributions for subsequent observations) are readily
computed using Markov chain Monte-Carlo methods.

1. Introduction. We consider the problem of making inferences
about or predictions of observations from an unknown probability distri-
bution .F( ), on the basis of expressed prior belief or opinion about the na-
ture of F( ) and also of some number n > 0 of independent observations
X n = {#!,... 9 χn} from the distribution.

1.1. Conventional Approaches. Under the assumption that F(-) has
a probability density function (pdf) /(•) with respect to Lebesgue mea-
sure, with / G {fθ ' θ £ Θ} for some parametric family, predictive
inference might be based on the "plug-in" predictive density f§ (x), the

parametric pdf evaluated at the maximum likelihood estimator 0n; or on
a Bayesian predictive distribution /π(&|Xn) oc J θ fθ(x)ein^π(dθ); even
without the parametric assumption, predictive inference might be based on
the (degenerate) empirical distribution fn(x) = ^ ΣΓ=i ^ . (x)> w ^ h m a s s

1/n at each of the n observed points {xi}, or a kernel density estimate
fn(x) — - ΣΓ=i kt(x - Xi) = fn * &e(aθ, ̂ he convolution of the empirical
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