
Chapter 8

Lecture 28

Example 7. Xi are iid uniformly over (0, θ) for θ G θ = (0, oo).

Homework 6

1. Show that

a. With respect to Lebesgue measure on Rn,

Λotherwise

and θ = max{Xi,..., Xn}.

b. Condition 2 in the Theorem above is satisfied, and hence θn -^> θ for
all θ (which we check directly also); but the likelihood function is not
continuous, and hence the information function is not defined.

c. Eθ(θn) = ^ 0 , and θn := ^θ is unbiased.

d. n(θ — θn) has the asymptotic distribution with density |β~t on (0, oo), and

so θn has a non-normal limiting distribution and θn — θ = O(l/n).

(In regular cases, θ has a normal limiting distribution and θn — θ — 0(1/y/n).)

Asymptotic distribution of θ (θ real) in regular cases

X = {#} (arbitrary), C is a σ-field on J , P^ is a probability on C and θ G θ for

θ an open interval in R1. dPe(x) — ί(θ \ x)dv(x), with v a fixed measure. Let

sn = (Xu . . . , Xn) e S ( n ) = I x x I , Λ{n) = C x - x C and P^n) = Pθ x - x Pθ

on A(n). We assume that l(θ \ x) > 0, L(θ \ x) = logei(θ \ x) has at least two

continuous derivatives, EQ(L'(Θ \ x)) = 0 and

h(θ) = EΘ(L'(Θ I x))2 = -EΘ(L"(Θ I x)) > 0.
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