
Chapter 4

Lecture 13

The score function, Fisher information and bounds

Let θ be an open interval in Rι and suppose that dPθ{s) = £θ(s)dμ(s), where μ is a
fixed measure on 5. Suppose that θ »-* £Θ(S) is differentiate for each fixed s; then
δ \-> Ωs,θ{s) = f4f) is also differentiate for each fixed (s,θ). If we use dashes for
derivatives with respect to the parameters as described, then

is the SCORE FUNCTION at θ (given s). We also define I(θ) := EΘ(JQ1\S)) , the
FISHER INFORMATION (for estimating θ) in s.

Note.

( [ iδ(s)dμ(s) = 1 Vδ G θ)

= ί i'δ{s)dμ{s) = 0 V5 G θ)
Js

(s)) = 0 =

Similarly, we have fsί'l(s)dμ(s) = 0, Js£^f(s)dμ(s) = 0, etc. for all δ G θ, so that

^ U j ) ( 5 ) ) = 0 for j = 1,2,3,..., where 7J
j )(s) = ( ^ f t / M 5 ) - Conditions under

which the interchanging of differentiation and integration (as above) is valid will be
given later.

Suppose that we are interested in We and want some concrete method of con-
structing it. We have that

Ω w ( β ) = SUj + ( δ - θ h P b ) + \ { δ - θ ) 2

Ί f \ s ) + •••,

which suggests that Wθ = Span{l, γ ^ , ηf \ ...}. We will see that this equality holds
exactly in a one-parameter exponential family and approximately in general in large
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